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Abstract: Interhemispheric and frontoparietal functional connectivity have been reported to increase
during explicit information processing. However, it is unclear how and when interhemispheric and
frontoparietal functional connectivity interact during explicit semantic processing. Here, we tested
the neural coupling hypothesis that explicit semantic processing promotes neural activity in the non-
dominant right hemispheric areas, owing to synchronization with enhanced frontoparietal functional
connectivity at later processing stages. We analyzed electroencephalogram data obtained using a se-
mantic priming paradigm, which comprised visual priming and target words successively presented
under direct or indirect attention to semantic association. Scalp potential analysis demonstrated that
the explicit processing of congruent targets reduced negative event-related potentials, as previously
reported. Current source density analysis showed that explicit semantic processing activated the
right temporal area during later temporal intervals. Subsequent dynamic functional connectivity
and neural coupling analyses revealed that explicit semantic processing increased the correlation
between right temporal source activities and frontoparietal functional connectivity in later temporal
intervals. These findings indicate that explicit semantic processing increases neural coupling between
the interhemispheric and frontoparietal functional connectivity during later processing stages.

Keywords: neural coupling; functional connectivity; semantic processing; electroencephalogram

1. Introduction

Natural language processing is supported not only by the dominant left hemispheric
areas but also by the corresponding right hemispheric areas [1-10]. Interhemispheric
connections are domain-specifically observed mainly in the frontal and temporal language-
associated areas [11,12] during high-load verbal processing, such as the comprehension
of figurative language and complex contextual meaning [13-18]. Interhemispheric inter-
action is beneficial for high-load verbal processing, as it increases the neural resources
for additional information processing [8,19-21]. High-load verbal processing also in-
creases attentional burden and recruits frontoparietal connections for general cognitive
function [22-24]. Although neural coupling between interhemispheric and frontoparietal
functional connectivity (FC) may occur during high-load verbal processing, it is unclear
how and when these FCs function interactively. The current study, therefore, examined the
temporal interaction between interhemispheric and frontoparietal FCs for explicit semantic
processing using a temporally resolved electroencephalogram (EEG).

The hypothesis for the current study was that high-load semantic processing increases
neural coupling between cortical activity in the right hemisphere and frontoparietal FC. As
argued for explicit information processing such as sensory perception [25,26] and verbal
processing [19], cortical activation may initially occur in dominant modality-specific areas
in a bottom-up manner and later spread into corresponding areas in the nondominant
hemisphere [27] through enhanced frontoparietal FC under attentional control. Frontopari-
etal FC increases during explicit semantic processing, which may instantiate a general
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architecture for conscious information processing. Sustaining frontoparietal FC for main-
taining information contributes to higher-order information processing in later information
processing stages, such as judgement, memory encoding, and recall [26,28,29]. High-load
semantic processing may increase frontoparietal FC, which is coupled with neural activity
in the right hemisphere at later processing stages.

Dynamic FC is effective for investigating the neural coupling between FCs in different
brain regions. FC represents neural synchronization between cortical or subcortical loci
during cognitive processing, which can be estimated by the statistical correlation between
temporally fluctuating signals [30-32]. Dynamic FC is based on the notion that FC dynami-
cally changes in the time course of neural processing and is represented by, for example, a
sliding-window correlation (SWC) [33-37]: The correlation weights are successively calcu-
lated for temporally overlapping sliding-time windows. This advantage of high temporal
resolution of dynamic FC analysis is beneficial for elucidating the temporal characteristics
of neural synchronization between interhemispheric and frontoparietal FCs.

The present study used secondary data of a semantic priming experiment to inves-
tigate the explicit and implicit processing of associated words stored in the long-term
memory [38—40]. The experimental paradigm included two tasks with different attentional
orientations. The explicit semantic processing task (EST) required participants to pay
attention to and judge the semantic congruency between visually presented words. The
implicit semantic processing task (IST) required participants to lexically judge whether a
stimulus is a word. Although semantic priming effects, such as facilitated processing speed,
appear without attention to semantic relations, as in the IST, the EST drives direct attention
to semantic relations and requires more neural resources for semantic processing [41,42].

Cascade EEG analyses were conducted to examine surface brain potentials, cortical
source activity, and dynamic FC between cortical loci. First, to confirm reduced negative
event-related potential (ERP) effects for processing semantically congruent targets, a surface
potential analysis was performed using noise reduction and signal separation analysis.
Second, signal source estimation was conducted to examine cortical source activity (current
source density: CSD) for semantic processing using standardized low-resolution brain
electromagnetic tomography (SLORETA) [43]. Third, a dynamic FC analysis was applied to
CSD data to examine frontoparietal FCs; frontoparietal FC was subsequently correlated
with CSD in the language-related cortical areas in the right hemisphere to examine the
neural coupling between interhemispheric and frontoparietal FCs for semantic processing.
We predict that neural coupling between frontoparietal FC and right hemispheric cortical
activity increases during the EST because it requires more neural resources for direct
attention to semantic relatedness.

2. Materials and Methods

This study used the secondary data from the author’s previous research [44] to newly
examine the neural coupling between right hemispheric activity and frontoparietal FC
during explicit semantic processing. We did not newly obtain any data and informed
consent and did not undergo a new ethics review. The sociodemographic and behavioral
profiles of the 26 participants and ethical comments were already described in a previous
study [44].

2.1. Experimental Tnsks

This study focused on two semantic conditions (congruent and incongruent) from
a previous study. A semantically congruent condition (S5C) included congruent prime
nouns preceding target verbs (“satou”/“tokasu” (sugar/melt)). As a baseline condition for
comparison, we used a semantically incongruent condition (SI), in which incongruent prime
nouns preceded target verbs (“gému”/“tokasu” (game/melt)). In the EST, 13 participants
(20.7 & 2.3 years) were requested to judge the semantic congruency between words directly,
whereas, in the IST, another 13 participants (21.6 &= 3.7 years) judged whether the stimuli
involved nonwords as soon as the targets appeared.
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2.2. Experimental Material

Sets of 50 prime and target words each were included in the SC and SI. Prime nouns were
the objects of transitive target verbs. The primes had three phonological units (mora), and
their familiarity was confirmed using a 7-point scale (prime: 5.96 & 0.32; target: 5.86 £ 0.26).
The degree of semantic congruity between primes and targets was assessed using a 5-point
scale (SC: 4.88 £ 0.18; SI: 1.53 £ 0.23). The second positions in the word sequences were
occupied by unfamiliar pseudo-words (1.57 & 0.02). The same prime-target sequences did
not occur twice but appeared randomly in each of the four experimental sessions.

2.3. Experimental Procedure

The stimuli were presented to the participants via a 17-inch CRT monitor placed
0.7 m away inside an electrically shielded, soundproof room. A fixation symbol (****) first
appeared in black in the center of the screen against a light-grey background (Figure 1a). The
first and second stimuli were presented 500 ms after the preceding stimulus disappeared
and were presented for 300 ms. The target verbs continued to appear until the participant’s
response. The participants pushed the left or right button to choose the correct answers; the
response mapping was counterbalanced across participants. The EST or IST were explained
before the start of the experiment and were instructed to answer the questions as quickly
and accurately as possible.

a Experimental paradigm
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Figure 1. The experimental paradigm (a) and EEG recording locations (b). A priming paradigm
was used to investigate explicit and implicit semantic processing. A prime word in Japanese was
presented 500 ms after the fixation (****) appeared, for 300 ms. Subsequently, a pseudo-word appeared
for 300 ms with an inter-stimulus-interval of 500 ms. Finally, a target word was presented with the
same inter-stimulus interval and remained on the screen until the participants’ button response. The
experimental stimuli comprised SC and SI prime-target pairs. EEG signals were recorded from the
34 scalp locations indicated by the numbered light-green nodes and were analyzed to evaluate neural
responses to the target words.

2.4. Data Recording

EEG signals were recorded by 34 Ag/AgCl electrodes on an electrode cap (Quik-Cap
128ch NSL; Compmedics Neuroscan, Charlotte, NC, USA), which were selected from 128
electrodes placed as evenly as possible (Electrode numbers: 3, 5, 11, 13, 15, 17, 31, 32, 34,
36, 38, 40, 42, 59, 60, 62, 64, 66, 68, 70, 71, 86, 87, 89, 91, 93, 95, 97, 111, 113, 115, 117, 119,
127; Figure 1b). Electrooculography (EOG) was performed using three electrodes placed
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around the eyes. All electrodes were referenced online to the left mastoid and offline to the
linked mastoid. The ground electrode was placed on the anterior prefrontal surface. The data
were recorded with a sampling frequency of 250 Hz and were amplified with a band-pass
frequency from 0 to 70 Hz, and the impedance level was maintained under 5 k().

2.5. Surface Potential Analysis

The stored EEG data were segmented into 50 epochs from 200 ms before to 800 ms after
the presentation of the target words. Subsequently, EOG artifacts were removed from each
epoch using the regression method (raw EEG;j; = Bj; x EOG; + ejj; estEEG;; = raw EEG;; — f3;;
x EOG; + ejj; i = numbers of EEG epochs; j = numbers of channels; estEEG: estimated EEG;
e: noise) [45]. The EOG data were derived by subtracting the amplitudes at the lower-left
electrode from those at the upper-left electrode. Subsequently, the epochs were filtered by
forward and inverse fast Fourier transforms with bandpass frequencies ranging from 1 to
30 Hz with a frequency resolution of 1 Hz. The filtered epochs were baseline corrected
using the mean amplitudes of the baseline interval (—200 to 0 ms). Epochs contaminated
with residual artifacts, such as baseline drift, were discarded from following analyses based
on the absolute amplitude threshold > | £501 pV. We used this strict rejection criterion
set to a lower limit of EOG amplitude [46] because EOG reduction was applied to raw
EEG in advance. One participant, who had a rejection rate > 30%, was not included in the
subsequent analyses for both the EST and IST. The mean rejection rates of the participants
were approximately 1% and 17% for the EST and IST, respectively. Individually averaged
ERPs from 12 participants were obtained for each task.

We applied principal component analysis (PCA) [47] to each participant’s averaged
ERP time-sequence data (—200 to 800 ms; 250 points). PCA is a blind source separation
method used to obtain latent original signals (here, cortical source activities) and gener-
ally comprises the following procedures: (i) subtraction of the mean amplitude from the
ERP data, i.e., centering; (ii) calculation of covariance matrices of the centered data; and
(iii) eigenvalue decomposition of a covariation matrix. Using these processes, we obtained
34 time-sequence components, which were equal to the number of scalp electrodes and
represented by eigenvalues or weighted coefficients (34 ERP components x 34 coefficients).
The first and second dominant components were retained to reconstruct the ERP waveforms.

To elucidate the spatiotemporal patterns of ERPs, 34 scalp electrodes were hierarchically
clustered based on the amplitude effects of semantic congruency (SC minus SI) in each task. The
difference in amplitude between the paired electrodes (200 temporal points x 34 electrodes)
was converted into a Euclidean distance. Most adjacent electrodes or electrode clusters
were paired using the Ward or centroid method until 34 electrodes converged into a single
cluster. As four superordinate clusters were similarly observed for the EST and IST, the
ERP data were averaged across electrodes within each cluster separately for the SC and SI
in each task.

The average amplitudes were compared between the SC and SI using a paired permuta-
tion f-test. The ERP waveforms for the SC and SI were successively averaged over 20 ms (five
data points) throughout the intervals using a moving average method with a 4-point overlap.
For each time window, SC and SI were compared to obtain dummy t-values (n = 245) for
both the EST and IST. Dense comparisons (245 time windows X 4 clusters = 980 comparisons
for each task) may induce type I errors without correction or type Il errors with family-
wise error correction. Therefore, we used a permutation test [48-50], in which the tested
probability distributions of t-values were empirically obtained by multiple comparisons of
samples randomized across conditions and participants. The total data (245 time windows
X 4 clusters x 12 persons x 2 tasks = 23,520 samples) were initially randomized, and
12 samples were recollected for the SC and SI and compared to obtain dummy ¢-values.
The resampling procedure was repeated 30,000 times to produce a permutation distribution.
Actual t-values (n = 980) were tested on the criterion of significance of the o level of p < 0.05,
corrected, which denotes that the significant t-values are placed outside the 95% confidence
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interval (CI). More than ten successively significant windows (duration of >60 ms (4 ms x
10 windows + 20 ms)) were reported as surface ERP effects.

2.6. CSD Analysis

We also estimated the cortical source activities or CSDs from the surface ERPs using
sLORETA [43] and compared the CSDs between the SC and SI in each task. sSLORETA
ignores the high spatial resolution of neural electrical sources and instead solves the inverse
problem of signal source estimation by finding the smoothest solution in the current
direction and strength of the source grid points, i.e., it employs low spatial resolution to
maximally avoid localization errors. This source estimation method is based on the basic
concept of synchronization of adjacent neurons or neural assembly that occurs during
sensory—perceptual and cognitive events. The spatial resolution of SLORETA covers the
cortical gray matter and hippocampal areas, which are segmented into 6239 voxels with a
size of 5mm X 5mm X 5 mm.

First, we obtained the three-dimensional (3D) coordinates of the 34 scalp electrodes.
The 3D coordinates implemented by the EEG recording system were recalculated with
reference to the no. 63 electrode placed at the vertex position. The 3D electrode coor-
dinates were converted to Talairach coordinates, and a LORETA transformation matrix
was created for the smoothest inverse solution in the current source estimation. Using a
transformation matrix, each participant’s surface ERP data were transformed into CSD
data (6239 voxels x 250 temporal points) for the SC and SI in each task. For signal source
transformation, we used the sLORETA software (version 20081104; http://www.uzh.ch/
keyinst/loretaOldy.htm (accessed on 22 February 2019)). To statistically test semantic con-
gruency effects in each task, we compared CSDs between the SC and SI at each voxel
using a paired t-test. Due to the large number of comparisons (6239 voxels x 195 time
windows (0-800 ms post-stimulus) = 1,216,605), we also performed a permutation ¢-test in
a moving-average manner with a 20-ms interval (4-point overlap). Current source density
data (6239 voxels x 245 time windows X 12 persons x 2 conditions = 36,685,320) were
first normalized into z-scores and randomly resampled to obtain 12 dummy samples for
the SC and SI. Resampling was repeated 100,000 times (approximately 1,216,605 com-
parisons/10 successively significant intervals) to produce a permutation f-distribution.
Actual t-values outside the 95% CI of the distribution were considered as significant
at the « level of p < 0.05, corrected. Based on the criterion of > 10 successive signifi-
cant time windows being considered as an effective source activity, data from voxels not
satisfying the criterion were discarded from subsequent analyses. The t-value matrices
for each task group (surviving voxels x 195 windows) were converted into binary data
(0 = no significance (p > 0.05, uncorrected); 1 = significance (p < 0.05, uncorrected)) and
were hierarchically clustered using Euclidean distance and Ward’s method to obtain voxel
clusters with similar temporal activation patterns. Based on the 3D coordinate information
of voxels within each cluster, Brodmann areas (BAs) comprising more than five adjacent
voxels were listed as task-specific neural correlates, and the cortical source locations were
mapped onto a 3D whole-brain model using the CONN toolbox (version CONN20.b;
http:/ /www.nitrc.org/projects/conn, (accessed on 22 February 2019). RRID:SCR_009550).

2.7. Dynamic FC and Neural Coupling Analyses

This analysis aimed to examine whether frontoparietal FC was differentially related to
source activity in the right cortical areas in the EST and IST. Before the dynamic FC analysis,
we specified the frontal and parietal areas commonly activated for semantic congruency
processing in both the EST and IST as follows: for each temporal point, averaged CSDs
and standard deviations for the SC were calculated across the 6239 voxels; voxels over
the threshold > max CSD minus 1.5 SD were specified for the EST and IST. Voxels were
discarded if they did not yield any above-threshold activity throughout the overall time
course, and the surviving voxels overlapping in the EST and IST were identified.
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Dynamic FCs were calculated between the overlapping BAs in the frontal and parietal
regions for each participant using a moving time window or SWC. Twelve temporal points
(48 ms) in each parietal BA were correlated with the corresponding temporal points in each
frontal BA using a sliding window with a 11-point overlap (189 time windows (0-800 ms
post-stimulus)) for each participant.

Subsequently, we examined the coupling between frontoparietal FCs and source
activity in the right temporal area during congruent semantic processing (SC). For each
participant, Pearson’s correlation analyses were conducted between frontoparietal FCs and
source activity in the right temporal BAs (400-700 ms) for each 100 ms interval. Source
activities in the right temporal BAs were obtained in the following manner: The current
source activities of each voxel of each BA were first normalized across the SC and SI and
averaged separately for each participant. The average CSD for the SI was subtracted from
that for the SC as the semantic congruency effect. Differences in the right temporal CSDs
during each 100-ms interval (25 temporal points) were correlated with the corresponding
frontoparietal FCs for each participant.

Finally, we statistically tested the differences in the neural coupling strength between
the EST and IST. To explore when and which frontoparietal FCs yielded significant dif-
ferences in correlation strength with the right temporal CSDs between the EST and IST,
mixed analyses of variance (ANOVAs) were conducted using the within-participant fac-
tor of right temporal BA (nine BAs) and the between-participant factor of task (EST and
IST). An initial ANOVA was applied separately to each temporal interval (400-500 ms,
500-600 ms, and 600-700 ms) and frontoparietal FC (5 parietal BAs x 2 frontal BAs).
When a significant interaction was observed, a post hoc ANOVA with the task factor
was conducted for each right temporal BA. The correlation coefficients (r) indicating fron-
toparietal FCs were transformed into Fisher z-scores. The statistical significance was
determined using permutation tests. Upon the initial ANOVA, data (9 right temporal
BAs x 12 participants x 2 tasks = 216 samples) were first randomized for each temporal
interval and frontoparietal FC, and 216 samples were recollected to produce a data matrix
of 9 temporal BAs x 24 participants. The resampling procedure was repeated 10,000 times
to produce dummy F-values for each ANOVA. The dummy F-values (10,000 re-samplings
x 10 frontoparietal FCs x 3 temporal intervals) were merged to produce a summary
F-distribution (n = 300,000). Actual F-values were considered significant at the o level
p <0.05, corrected, when placed outside the 95% CI of the permutation F-distribution.
For post hoc ANOVAs for the main effect of the task in each right temporal BA, data
(12 participants x 2 tasks = 24 samples) were first randomized for each significant tem-
poral interval and each significant frontoparietal FC, and 24 samples were recollected
to produce a data matrix (12 participants x 2 tasks). Dummy F-values were produced
10,000 times for each test. Actual F-values were considered significant at the « level of
p < 0.05, corrected, when placed within the upper 5% of the permutation F-distribution.

3. Results
3.1. Results of Surface Potential Analysis

The electrodes were separated into four superordinate clusters based on the seman-
tic congruency effects in the EST (Figure 2a). Cluster 1 (green) was located in the most
anterior frontal area with no significant differences between the waveforms for the SC
and SI (Figure 2bi). Cluster 2 (blue) was observed at the edge of the bilateral posterior
sites and showed reduced negative potentials for the SC (priming ERP effect) at approxi-
mately 300 ms post-stimulus (Figure 2bii). Cluster 3 (red) was located in the frontocentral
area, with reduced negative potentials for the SC at approximately 400 ms post-stimulus
(Figure 2biii). Cluster 4 (yellow) appeared in the midline central posterior areas, showing
reduced negative potentials for the SC at approximately 300 ms post-stimulus (Figure 2biv).
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Figure 2. Surface potential analysis results for the EST. The grand-averaged ERP waveforms of
the 34 electrodes were initially grouped into four clusters based on the hierarchical clustering
method (a). The waveforms in each cluster were averaged for each participant, and the grand-
averaged waveforms for the four clusters were compared between the SC and SI (b). Amplitude
differences between the SC and SI were statistically tested using permutation ¢-tests (c). The light red-
colored areas indicate intervals with significant differences between the two conditions (¢ >2.17,
p < 0.05 corrected). Scalp distributions of the difference amplitudes (SC-SI) were mapped for the two
intervals (d). The dark red-colored areas represent more positive amplitudes.

Permutation t-tests specified the absolute t-value threshold of 2.17 (Figure 2ci). We
subsequently performed paired t-tests between the SC and SI using a moving time win-
dow (20-ms interval with a 4-point overlap) and found that the above-threshold windows
comprised ten or more successively significant effects. All electrode clusters showed
above-threshold intervals of approximately 300 ms post stimulus. Cluster 1 transiently
showed significant effects around 400 ms (376-432 ms, 2.20 < ts < 2.43, ps < 0.05 cor-
rected) (Figure 2cii). Cluster 2 yielded significant effects after around 300 ms (316-484 m:s,
520-792 ms, 2.18 < ts < 3.50, ps < 0.05 corrected) (Figure 2ciii). Clusters 3 and 4 similarly sus-
tained significant effects after about 400 ms (cluster 3: 376-800 ms, 2.17 < ts < 3.45, ps < 0.05
corrected; cluster 4: 344-800 ms, 2.24 < ts < 5.29, ps < 0.05 corrected) (Figure 2civ,cv). In
summary, the reduced negative SC effects in the EST were sustained after approximately
400 ms at the bilateral posterior sites (Figure 2d).
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a Electrode clusteri

For the IST, the four electrode clusters were separated with regard to semantic con-
gruity ERP effects (Figure 3a). Cluster 1 (green) was located at the most anterior frontal
site and did not show a significant difference between the SC and SI (Figure 3bi). Cluster 2
(blue) appeared at the midline centroposterior site, yielding reduced negative potentials for
the SC at approximately 400 ms (Figure 3bii). Cluster 3 (red) was located at the bilateral
temporal sites, yielding transient reduced negative potentials for the SC at approximately
400 ms (Figure 3biii). Cluster 4 (yellow) appeared at the most posterior sites, including

the occipital areas, and showed reduced negative potentials for the SC after approximately
400 ms (Figure 3biv).
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Figure 3. Surface potential analysis results for the IST. The grand-averaged ERP waveforms of the
34 electrodes were grouped into four clusters similar to the EST (a). The waveforms in each cluster
were averaged for each participant, and the grand-averaged waveforms for the four clusters were
compared between the SC and SI (b). Amplitude differences between the two conditions were
tested using permutation t-tests (c). The light blue-colored areas indicate intervals with significant
differences between the two conditions (¢! > 2.14, p < 0.05 corrected). Scalp distributions of the

difference amplitudes were mapped for the two intervals (d). The dark red-colored areas represent
more positive amplitudes.

Permutation t-tests calculated the absolute f-value at the threshold of p < 0.05 and
obtained a border value of 2.14 (Figure 3ci). For each electrode cluster, we performed
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paired t-tests with the observed data to compare the SC and SI using moving time windows.
Clusters 1 and 2 did not yield any intervals with a significant difference between the SC
and SI (Figure 3cii,ciii). Clusters 3 and 4 yielded significant intervals from about 300 to
500 ms (cluster 3: 324-388 ms, 2.15 < ts < 2.82, ps < 0.05 corrected; cluster 4: 400-472 ms,
2.14 <ts < 2.64, ps < 0.05 corrected) (Figure 3civ,cv). Cluster 3 generated reduced negative
potentials predominantly at the left central lateralized sites during earlier temporal intervals
(the potential map on the left in Figure 3d). These effects extended to the sites in the
contralateral hemisphere at later intervals (the potential map on the right in Figure 3d).

To summarize, explicit semantic processing continued to show reduced negative
effects in the midline and posterior areas, whereas implicit semantic processing transiently
produced reduced potential effects in the lateral sites.

3.2. Results of the Signal Source Analysis

For EST, each participant’s surface potentials of the SC and SI were transformed into
CSD data (6239 voxels x post-stimulus 200 points (0-800 ms)). To specify the significant
voxels for the SC effect, we conducted permutation t-tests using moving temporal windows
(20 ms with a 4-point overlap) and determined the ¢-value threshold of >1.91 at the corrected
o level of p < 0.05 (rank of t-value > 95,000) (Figure 4a). After discarding voxels based on
the predefined criterion (<10 successively significant windows), 552 voxels (8.9%) were
separated into four superordinate clusters (1.91 < ts < 5.29, ps < 0.05 corrected) (Table 1
and Figure 4b). The temporal activation patterns of the four clusters are represented by
the population ratios (%) of significant voxels (number of significant voxels/total number
of voxels x 100 for each cluster) in Figure 4c. All clusters showed greater activation for
the SC than for the SI. Voxels in clusters 1 and 2 exhibited greater activation for the SC
than for the SI after approximately 500 ms (Figure 4ci,cii,di,dii) and widely included the
right temporal areas (clusters 1 and 2 in Table 1 and Figure 5a). Voxels in cluster 3 showed
greater activation for the SC than for the SI during intervals of approximately 400-700 ms
(Figure 4ciii,diii). This cluster included the left inferior/middle temporal areas (BAs 20
and 21), right superior/middle temporal areas (BAs 21, 22, 41, and 42), right precentral or
premotor area (BA 6), and right insula (BA 13) (cluster 3 in Figure 5a). Cluster 4 transiently
yielded greater activation for the SC than the SI from about 200 to 400 ms (Figure 4civ,div)
in the left precentral gyrus (BA 6), left insula (BA13), and right inferior parietal area (BA 40)
during earlier intervals (cluster 4 in Figure 5a).

Table 1. Voxel clusters showing activation for the EST.

MNI Coordinates
. Numbers
Cluster Cortical Area BA of Voxels X y z
M SD M SD M SD
1 R. precentral /middle frontal gyrus 6 7 45.7 6.1 —-50 41 443 35
R. inferior temporal/fusiform gyrus 20 25 38.2 9.0 —11.6 159 -35.0 95
R. middle temporal gyrus 21 37 51.1 7.6 -03 68 266 87
R. parahippocampal gyrus 36 8 32.5 3.8 —-238 92 275 76
R. fusiform gyrus 37 14 454 7.7 =514 66 179 6.1
L. inferior parietal gyrus 40 21 —42.4 52 —-479 44 517 4.0
2 R. inferior temporal/fusiform gyrus 20 82 50.0 7.8 —240 137 =272 70
R. middle temporal gyrus 21 56 62.3 5.0 -297 96 -91 59
R. middle/superior temporal gyrus 22 30 59.0 7.2 =340 71 3.5 5.3
R. inferior temporal/fusiform gyrus 37 25 52.0 4.8 —474 52 196 438
L. inferior parietal gyrus 40 8 —41.9 59 —40.0 3.8 45.6 42
R. inferior parietal /postcentral gyrus 40 8 48.1 10.3 =363 99 306 121
R. superior temporal gyrus 41 11 48.6 5.0 -30.9 3.8 10.0 3.9
R. superior temporal gyrus 42 10 62.5 49 —29.0 3.2 115 41




Brain Sci. 2023, 13, 1601 10 of 20

Table 1. Cont.

MNI Coordinates
. Numbers
Cluster Cortical Area BA of Voxels X y z
M SD M SD M SD
3 R. precentral gyrus 6 6 46.7 52 —-83 26 39.2 3.8
R. insula/superior temporal gyrus 13 9 43.3 2.5 -161 8.6 3.9 8.6
L. inferior temporal gyrus 20 9 —59.4 3.9 —-200 43 256 53
L. middle temporal gyrus 21 19 —59.2 6.5 —-221 54 132 45
R. middle temporal gyrus 21 11 56.4 9.2 -95 61 =77 41
R. superior temporal gyrus 22 13 56.5 8.5 —-112 42 0.4 3.8
R. superior temporal gyrus 41 11 46.8 5.6 —250 5.0 100 32
R. superior temporal gyrus 42 7 61.4 3.8 -15.0 4.1 10.0 0.0
4 L. precentral gyrus 6 16 -50.0 7.5 -53 39 35.6 3.1
L. insula 13 10 —41.0 3.2 —18.0 4.8 6.0 3.2
R. inferior parietal /supramarginal gyrus 40 31 59.7 3.9 —440 47 340 82

MNI: Montreal Neurological Institute; BA: Brodmann area; L: left; R: right.

Regarding the IST, the permutation test determined the t-value threshold > 1.87 at the
o level of p < 0.05, corrected (Figure 6a). After discarding voxels without 10 successively
significant windows, 357 voxels (5.7%) survived and were separated into four superordinate
clusters (1.87 < ts <4.03, ps < 0.05 corrected) (Table 2 and Figure 6b). The temporal activation
patterns of the four clusters are represented by the population ratios of the significant voxels
in Figure 6¢. Clusters 1 and 2 showed lower activation for the SC than for the SI around
300 ms (Figure 6ci,cii,di,dii) mainly in the left anterior superior/middle temporal areas
(BAs 21 and 38), left superior/middle temporal areas (BAs 22 and 41), and left inferior
frontal area (BA 47) (clusters 1 and 2 in Figure 5b). Clusters 3 and 4 demonstrated greater
activation for the SC than for the SI after about 400 ms (Figure 6ciii,civ) in the right superior
temporal area (BA 41), right inferior temporal areas (BAs 20 and 37), and right insula
(BA 13) (clusters 3 and 4 in Figure 5b).

Table 2. Voxel clusters showing activation for the IST.

MNI Coordinates
. Numbers
Cluster Cortical Area BA of Voxels X y z
M SD M SD M SD
1 L. middle temporal gyrus 21 50 -57.0 7.8 —-15.6 167 —156 132
L. middle/superior temporal gyrus 22 22 —59.1 5.0 —268 9.2 2.0 3.3
L. superior temporal gyrus 38 52 —38.3 79 135 46 283 75
L. superior temporal gyrus 41 8 -53.1 2.6 —-25.0 3.8 8.1 2.59
2 R. postcentral gyrus 3 12 36.7 49 —288 43 554 50
L. precentral gyrus 4 18 —34.3 73 —-271 76 62.1 7.6
R. precentral gyrus 4 11 314 3.2 —26.8 4.0 56.8 6.8
R. precentral/middle frontal gyrus 6 17 27.1 3.1 —144 5.0 60.9 7.3
L. inferior parietal/supramarginal gyrus 40 24 —53.3 8.6 —431 36 379 82
L. inferior frontal gyrus 47 13 -31.5 6.6 173 39 —-196 32
3 R. insula 13 25 37.8 5.0 —-234 59 154 43
R. superior temporal gyrus 41 13 427 3.3 —-296 5.6 9.2 3.4
4 R. inferior temporal gyrus 20 17 54.7 4.1 —447 67 =197 57
R. inferior temporal/fusiform gyrus 37 22 50.7 5.8 —461 49 186 49

MNI: Montreal Neurological Institute; BA: Brodmann area; L: left; R: right.
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Figure 4. Signal source analysis results for the EST. Current source density waveforms of each voxel

were statistically compared between the SC and SI for each moving temporal interval (20 ms with

a 4-point overlap). Significant differences were determined based on the permutation distribution

of dummy f-values (a). Voxels without >10 successively significant intervals were discarded from

the subsequent analyses. The t-values of the remaining 552 voxels were converted into binary data

(0 or 1) and separated into four clusters (b). The population ratios of voxels with the value 1 are

represented in the temporal sequence for each cluster, denoting the temporal activation pattern of

each cluster (c). The CSD waveforms of each cluster were compared between the SC and SI (d).
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Figure 5. Three-dimensional cortical mapping of BAs that exhibited significant differences in acti-
vation between the SC and SI in the EST (a) and IST (b). Three-dimensional coordinates of each BA
are determined by averaging the coordinates of voxels with the same BA label in each cluster. The
numbers of the four clusters correspond to those previously shown in Figures 4 and 6 for the EST and
IST, respectively. For the EST, the right temporal BAs showed greater activation for the SC than for
the SI (clusters 1 to 4). For the IST, the left superior and middle temporal areas (BAs 21, 22, 38, and
41) exhibited reduced activation for the SC than for the SI in earlier intervals (cluster 1). Conversely,
several right superior and inferior temporal areas (BAs 20 and 41) showed greater activation for the
SC than for the SI during later intervals (clusters 3 and 4).

To summarize, explicit semantic processing resulted in a greater activation of the right
temporal areas for the SC than for the SI during later intervals. Implicit semantic processing
led to a lower activation of mainly the left anterior temporal areas during earlier intervals
for the SC than for the SI but showed a greater activation of several right temporal areas
during later intervals for the SC than for the SI.
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Figure 6. Signal source analysis results for the IST. Current source density waveforms of each of
6329 voxels were statistically compared between the SC and SI for each moving temporal interval
(20 ms with a 4-point overlap). Significant differences were determined based on the permutation
distribution of dummy ¢-values (a). Voxels without >10 successively significant intervals were
discarded. The t-values of the remaining 357 voxels were separated into four clusters (b). The
population ratios of voxels with significant differences between the SC and SI are represented in the
temporal sequence for each cluster (c). The CSD waveforms of each cluster are compared between
the SC and SI (d).

3.3. Results of Dynamic FC and Neural Coupling Analyses

We first specified the globally activated voxels among the 6239 voxels using grand-
averaged CSD data of the SC for the EST and IST. Based on the threshold > max CSD minus
1.5 5D, 609 (9.6%) and 290 voxels (4.6%) were extracted for the EST and IST, respectively.
As summarized in Table 3, we identified 152 overlapping voxels in the EST and IST in the
bilateral frontal and parietal areas. Subsequently, we conducted a dynamic FC analysis
for each participant, and correlation coefficients () were calculated between each of the
five parietal areas (bilateral BAs 5 and 7 and left BA 40) and each of the two frontal areas
(bilateral BAs 6) using the SWC method (189 moving intervals). Using the time series of
the frontoparietal dynamic FCs, we further calculated the correlation coefficients or neural
coupling strengths between the FCs and source activities in the nine right temporal BAs
(cluster 2 activated after about 500 ms during the EST; Figure 5a and Table 4) for each
participant. Using the calculated coefficients, we conducted mixed ANOVAs with the right
temporal BA (nine areas) as the within-participant factor and the task (EST and IST) as the
between-participant factor to statistically test for differences in the neural coupling strength
between the tasks. Initial ANOVAs demonstrated a significant interaction (right temporal
BA x task: Fs(8,176) > 1.991, ps < 0.05 corrected) for the seven frontoparietal FCs at the
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interval of 600-700 ms (Table 5). As shown in Figure 7a and Table 6, follow-up ANOVAs
showed higher correlations (Fs(1,22) > 4.274, ps < 0.05 corrected) between the frontoparietal
FC between the left BAs 6 and 7 and CSDs in the two right superior temporal areas (BAs
41 and 42) for the EST than for the IST (600-700 ms: task, BA 41, F(1,22) = 6.363, p = 0.018
corrected; BA 42, F(1,22) = 6.112, p = 0.020 corrected) (Figure 7b). These results indicate that
explicit semantic processing increased the neural coupling between the frontoparietal FC

and right superior temporal activity during the later processing interval.

a Neural coupling between the frontoparietal FC and
the right temporal activation during the EST

Figure 7. Increased neural coupling between the left frontoparietal FC (BAs 6 and 7) and right
superior temporal activity (BAs 41 and 42) during the EST (a). Correlation strength is significantly

BA 40

BA 41

BA 42

b Comparison of neural coupling strength
between the EST and IST

Correlation with Frontoparietal FC

LT

BA41

coMe o o

BA42 BA41

—

® o o

BA42

EST

higher for the EST than for the IST during the later interval, from 600 to 700 ms (b).

Table 3. Overlapping globally activated frontal and parietal areas in the EST and IST.

IST

MNI Coordinates
Cortical . Numbers
Area Cortical Area Name BA of Voxels X y
M SD M SD M SD
Frontal L. superior frontal gyrus 6 28 -10.5 5.8 89 107 66.6 36
R. superior frontal gyrus 6 16 7.5 3.2 141 93 650 37
Parietal L. postcentral gyrus 5 13 —29.2 6.4 —469 2.5 65.8 34
R. postcentral gyrus 5 19 23.7 11.0 —471 25 66.3 3.7
L. superior parietal gyrus/precuneus 7 46 —24.6 10.0 —61.7 6.6 59.7 7.6
R. superior parietal / postcentral gyrus 7 16 21.3 10.1 —55.0 3.2 65.3 4.6
L. inferior parietal gyrus 40 14 —40.7 4.3 =511 4.0 56.1 29
MNI: Montreal Neurological Institute; BA: Brodmann area; L: left; R: right.
Table 4. Right temporal areas used for the analysis of neural coupling with frontoparietal FC.
MNI Coordinates
Right Temporal Area BA Numbers of Voxels X y z
M SD M SD M SD
Fusiform gyrus 20 30 47.3 6.9 —25.7 11.1 —27.2 3.9
Inferior temporal gyrus 20 43 52.7 7.1 -23.1 15.1 —27.7 8.3
Middle temporal gyrus 21 52 62.9 4.5 -30.5 9.5 —-9.1 5.8
Middle temporal gyrus 22 11 56.4 6.4 —36.4 3.9 14 2.3
Superior temporal gyrus 22 19 60.5 7.4 —32.6 8.2 47 6.1
Fusiform gyrus 37 14 50.0 3.9 —48.6 4.6 —-20.7 4.7
Inferior temporal gyrus 37 11 54.5 4.7 —45.9 5.8 —18.2 4.6
Superior temporal gyrus 41 9 48.3 5.0 -31.7 3.5 10.0 43
Superior temporal gyrus 42 10 62.5 49 —-29.0 3.2 11.5 4.1

MNI: Montreal Neurological Institute; BA: Brodmann area.
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Table 5. Results of ANOVAs comparing the neural coupling strength between the EST and IST.

Task Right Temporal Area x Task
Parietal Area T‘me(w")‘d°w L.BA6 R.BA6 L.BA6 R.BA6
ms
F-Value p-Value F-Value p-Value  F-Value p-Value  F-Value  p-Value
L.BAS5 400-500 0.014 0.907 1.333 0.261 0.744 0.653 0.498 0.857
500-600 1.658 0.212 0.660 0.425 0.075 1.000 0.319 0.958
600-700 0.122 0.730 0.244 0.625 2.966 ** 0.004 4.913 *** <0.001
R.BAS5 400-500 0.103 0.751 0.038 0.847 0471 0.876 0.741 0.656
500-600 1.108 0.304 0.474 0.498 0.069 1.000 0.105 0.999
600-700 0.556 0.463 0.005 0.944 1.572 0.136 1.409 0.196
L.BA7 400-500 0.000 1.000 0.292 0.594 0.561 0.810 0.665 0.723
500-600 0.735 0.401 2.425 0.134 1.083 0.377 0.424 0.906
600-700 1.263 0.273 0.682 0.418 4.775 *** <0.001 4.586 *** <0.001
R.BA7 400-500 0.167 0.687 0.903 0.352 0.459 0.884 0.719 0.676
500-600 1.494 0.235 0.622 0.438 0.149 0.996 0.097 0.999
600-700 0.019 0.891 0.252 0.620 1.300 0.247 3.529 ** 0.001
L. BA 40 400-500 0.787 0.385 0.000 1.000 0.619 0.762 0.442 0.894
500-600 0.222 0.642 0.069 0.795 0.810 0.596 0.685 0.705
600-700 0.393 0.536 1.194 0.286 4.061 *** <0.001 3.588 ** 0.001
BA: Brodmann area; L: left; R: right; ** p < 0.01; *** p < 0.001.
Table 6. Results of follow-up ANOVAs of the neural coupling strength for each right temporal area
between the EST and IST.
Task
Right Temporal Area L.BA6-L.BA5 R.BA6-L.BA5 L.BA6-L.BA5
F-Value p-Value F-Value p-Value F-Value p-Value
Fusiform gyrus (BA 20) 0.005 0.945 0.054 0.819 0.600 0.448
Inferior temporal gyrus (BA 20) 0.025 0.876 0.11 0.744 0.888 0.358
Middle temporal gyrus (BA 21) 0.502 0.487 0.667 0.424 2.376 0.139
Middle temporal gyrus (BA 22) 0.115 0.738 0.024 0.879 0.076 0.786
Superior temporal gyrus (BA 22) 0.206 0.655 0.208 0.654 0.014 0.907
Fusiform gyrus (BA 37) 0.041 0.842 0.07 0.794 0.032 0.860
Inferior temporal gyrus (BA 37) 0.513 0.482 0.59 0.451 2.489 0.130
Superior temporal gyrus (BA 41) 2.063 0.167 3.368 0.080 6.363 0.018 *
Superior temporal gyrus (BA 42) 1.594 0.222 2.524 0.127 6.112 0.020 *
Task
Right temporal area R.BA6-R.BA 7 L. BA 6-L. BA 40 R. BA 6-L. BA 40
F-value p-value F-value p-value F-value p-value
Fusiform gyrus (BA 20) 0.514 0.482 0.133 0.720 0.841 0.370
Inferior temporal gyrus (BA 20) 0.476 0.498 0.229 0.638 1.088 0.310
Middle temporal gyrus (BA 21) 0.007 0.934 0.918 0.350 2.037 0.169
Middle temporal gyrus (BA 22) 1.502 0.235 0.008 0.930 0.236 0.633
Superior temporal gyrus (BA 22) 1.132 0.301 0.185 0.672 0.003 0.957
Fusiform gyrus (BA 37) 1.509 0.234 0.051 0.824 0.066 0.800
Inferior temporal gyrus (BA 37) 0.021 0.886 1.118 0.304 2.160 0.157
Superior temporal gyrus (BA 41) 0.510 0.484 2.414 0.135 3.724 0.066
Superior temporal gyrus (BA 42) 0.322 0.577 2.419 0.135 3.490 0.075

BA: Brodmann area; L: left; R: right; * p < 0.05.

4. Discussion

The current study examined how interhemispheric and frontoparietal FCs interact during

explicit semantic processing using an EEG. We hypothesized that explicit semantic processing
promotes neural activity in nondominant right hemispheric areas by synchronizing with



Brain Sci. 2023, 13, 1601

16 of 20

frontoparietal FC. As predicted, explicit semantic processing enhanced the neural coupling
between right temporal activity and frontoparietal FC during later processing stages.

4.1. Results of Surface Potential Analysis

Semantic congruency effects differed between the EST and IST. Congruent semantic
processing in the EST continued to have positive posterior-dominant effects during later
intervals. In contrast, congruent semantic processing in the IST yielded lateralized positive
amplitude effects for shorter durations. The EST drives complex controlled processing, such
as prediction of target words [51,52], semantic integration [53,54], and, as more recently
argued, controlled semantic cognition [55,56]. In contrast, the IST promotes automatic
semantic processing by spreading neural activation across feature representations [38—40].
Neural activation decays rapidly without attention. Therefore, surface ERP effects in the
IST did not persist for longer durations.

4.2. Results of CSD Analysis

The signal source analysis findings provide spatiotemporal information regarding the
differences in cortical activity between explicit and implicit semantic processing, which
cannot be elucidated by surface ERP analysis. During the EST, the source activity for the
SC increased in the nondominant right temporal areas during later temporal windows.
During the IST, the source activity at approximately 300 ms decreased for the SC in the left
anterior/superior temporal and inferior frontal areas; conversely, the latter source activity
increased for the SC in limited right superior/inferior temporal areas.

The asymmetry in the activity in the left anterior temporal and inferior frontal areas
between the EST and IST demonstrates the changes in automaticity of semantic processing.
These two areas are anatomically connected via the uncinate fasciculus or extreme cap-
sule [7,57,58]. The left anterior temporal area (BA 38) is related to semantic integration [6].
The features activated as a concept unit are computed for matching or coherence [59] via
an amodal neural hub [56,60]. The inferior frontal area (BA 47), on the other hand, is
associated with the activation or selection of appropriate features [61-64]. The present
study demonstrates that the left frontotemporal connection can be automatically activated
for semantic processing without direct attention to semantic relations. This is because the
SC included semantically congruent primes and targets, and the activated features might be
matched promptly and integrated easily for semantically congruent pairs in the IST. In the
EST, on the other hand, its features, irrespective of semantic congruency, might be activated
similarly for the SC and S, and feature activation may be maintained under attention. In
summary, frontotemporal connections modulate the neural activity for semantic processing,
hinging on attentional allocation.

The right temporal areas were widely activated for congruent semantic processing
during later intervals of the EST. These temporal areas included the primary auditory
cortex (BAs 41 and 42), left superior/middle temporal areas (BAs 21 and 22), and left
inferior temporal areas (BAs 20 and 37). Considering the functions of the homologous
areas in the left hemisphere, attentional semantic processing recruits a variety of verbal
processing, which includes auditory sensory processing in the primary auditory cortex
(BAs 41 and 42) [65,66], sound-lexical mapping (middle temporal gyrus: BA 21) [67,68],
morpho-syntactic processing [68,69] of prime nouns and target verbs (anterior/superior
temporal gyrus: BA 22), and lexical-semantic processing (inferior temporal gyrus: BAs
20 and 37) [70]. Consistent with our results, a meta-analysis [10] reported that phonolog-
ical, lexicosemantic, and sentential processing activate the right superior temporal areas
(BAs 41 and 42), posterior portions of the superior, middle, and inferior temporal areas
(BAs 21 and 22), and anterior and posterior superior/middle temporal (BAs 22 and 21)
areas, respectively. The left and right temporal areas are connected via the posterior part
of the corpus callosum (splenium) and anterior commissure [4,7,71]. Direct attention to
semantic associations influences the various stages of verbal processing, supported widely
by nondominant temporal areas.
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4.3. Results of Neural Coupling Analysis

Semantic congruency processing during the EST and IST bilaterally activated the
superior frontal (BA 6) and superior parietal (BAs 5 and 7) areas in an overlapping manner.
However, this bilateral frontoparietal FC was more activated in the EST than in the IST and
may be relevant to a dorsal attentional network [72,73]. This dorsal network bilaterally
connects the dorsal prefrontal (e.g., BA 8) and superior parietal (e.g., BA 7) areas for top-
down visual attention [73]. The EST likely encouraged participants to predict and visually
attend to semantically associated targets, strengthening the dorsal frontoparietal FC.

Left frontoparietal FC showed a significantly higher positive correlation with source
activity in the right temporal areas for the EST than for the IST; these right temporal ar-
eas were restricted to the primary auditory cortex (BAs 41 and 42). Left frontoparietal
FC, increased by visual word attention, was assumed to promote nondominant auditory
processing in a cross-modal manner. This suggests that phonological processing, such as
selective phonological attention [74,75] and phonological repetition [76], was reproduced
for recalling congruent primes to help high-load semantic judgement during later process-
ing stages, with neural coupling between the frontoparietal FC and neural activation in the
right primary auditory areas.

4.4. Limitations

There are several methodological limitations in the present study. First, the spatial
resolution of our electrode array is too sparse to estimate more precise signal source loca-
tions. Although LORETA conducts spatial smoothing to localize intracranial signal sources
for surface potentials, more high-resolved spatial sampling (e.g., 256 scalp electrodes)
avoids spatial aliasing and helps us to detect more dense source activities and functional
connectivity [77]. Second, LORETA is a classical algorithm, compared to a novel Bayesian
algorithm, such as thin Dugh [78]. LORETA, compared to novel algorithms, may estimate
more dispersed neural sources and be vulnerable in detecting source activities with lower
frequency and signal-to-noise levels [78]. More novel algorithms may enable us to detect
more localized source activity for semantic processing, which, however, is beyond the
capacity of the author. Third, the present method (SWC) for calculating dynamic FC is
not unique and the most superior among various methods, as suggested by one of the
reviewers. Other techniques, such as power envelope correlation, should be examined to
extract rigorous FCs, if under a single task condition. It should be noticed, however, that
the dominant aim of the present study is to compare neural coupling strengths between
the EST and IST: The frontoparietal FC was calculated for the EST and IST based on the
same method, and the neural coupling strength was higher in the EST than in the IST. The
difference in relative strength between the two tasks may be more fundamental for the aim
of the present study.

5. Conclusions

The present findings demonstrate that enhanced spatiotemporal neural coupling be-
tween general-cognitive and language-associated neural resources is related to explicit
semantic processing. Furthermore, the neural coupling was cross-modal, in that the visual-
based frontoparietal network was associated with enhanced neural activation of phonologi-
cal representations based in the nondominant primary auditory cortex.

Cross-sectional, interhemispheric connectivity is mainly related to a domain-specific
function, which can occur automatically in a dominant hemisphere. Remote longitudinal
connectivity across different lobes contributes to bridging different functions. Higher-
order information processing likely promotes the dynamic neural coupling between cross-
sectional and longitudinal connectivity, frequently accompanied by conscious awareness.
Future studies should investigate the neural correlates or origins that establish such criss-
cross neural coupling for mysterious, conscious information processing.



Brain Sci. 2023, 13, 1601 18 of 20

Funding: The English editing fee was supported by JSPS KAKENHI Grant Number 21H00525.

Institutional Review Board Statement: New ethical review and approval were waived for this study
due to the secondary analysis of the existing data acquired in the author’s previous study.

Informed Consent Statement: Written informed consent has not been newly obtained from the
participants, because it has already been obtained from the participants, as described in the previous
study [44].

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Acknowledgments: We are thankful to Shingo Tokimoto (Mejiro University) for valuable comments.

Conflicts of Interest: The author declares no conflict of interest.

References

1.  Alexandrou, A.M.; Saarinen, T.; Mikeld, S.; Kujala, J.; Salmelin, R. The right hemisphere is highlighted in connected natural
speech production and perception. Neuroimage 2017, 152, 628-638. [CrossRef] [PubMed]

2. Bottini, G.; Corcoran, R.; Sterzi, R.; Paulesu, E.; Schenone, P.; Scarpa, P.; Frackowiak, R.S.; Frith, C.D. The role of the right
hemisphere in the interpretation of figurative aspects of language: A positron emission tomography activation study. Brain 1994,
117,1241-1253. [CrossRef] [PubMed]

3.  Collins, M.; Coney, J. Interhemispheric communication is via direct connections. Brain Lang. 1998, 64, 28-52. [CrossRef] [PubMed]

4. Friederici, A.D.; von Cramon, D.Y.; Kotz, S.A. Role of the corpus callosum in speech comprehension: Interfacing syntax and
prosody. Neuron 2007, 53, 135-145. [CrossRef] [PubMed]

5. Gazzaniga, M.S,; Eliassen, ].C.; Nisenson, L.; Wessinger, C.M.; Fendrich, R.; Baynes, K. Collaboration between the hemispheres
of a callosotomy patient: Emerging right hemisphere speech and the left hemisphere interpreter. Brain 1996, 119, 1255-1262.
[CrossRef] [PubMed]

6. Jung-Beeman, M. Bilateral brain processes for comprehending natural language. Trends Cogn. Sci. 2005, 9, 512-518. [CrossRef]
[PubMed]

7. Northam, G.B.; Liégeois, F; Tournier, ].D.; Croft, L.].; Johns, PN.; Chong, W.K,; Wyatt, ].S.; Baldeweg, T. Interhemispheric temporal
lobe connectivity predicts language impairment in adolescents born preterm. Brain 2012, 135, 3781-3798. [CrossRef] [PubMed]

8. Passarotti, A.M.; Banich, M.T.; Sood, R.K.; Wang, ].M. A generalized role of interhemispheric interaction under attentionally
demanding conditions: Evidence from the auditory and tactile modality. Neuropsychologia 2002, 40, 1082-1096. [CrossRef]

9. Snowden, J.S.; Harris, ].M.; Thompson, J.C.; Kobylecki, C.; Jones, M.; Richardson, A.M.; Neary, D. Semantic dementia and the left
and right temporal lobes. Cortex 2018, 107, 188-203. [CrossRef]

10. Vigneau, M.; Beaucousin, V.; Hervé, P.Y.; Jobard, G.; Petit, L.; Crivello, F.; Mellet, E.; Zago, L.; Mazoyer, B.; Tzourio-Mazoyer, N.
What is right-hemisphere contribution to phonological, lexico-semantic, and sentence processing? Insights from a meta-analysis.
Neuroimage 2011, 54, 577-593. [CrossRef]

11.  Price, C.J. The anatomy of language: A review of 100 fMRI studies published in 2009. Ann. N. Y. Acad. Sci. 2010, 1191, 62-88.
[CrossRef] [PubMed]

12.  Turken, A.U.; Dronkers, N.F. The neural architecture of the language comprehension network: Converging evidence from lesion
and connectivity analyses. Front. Syst. Neurosci. 2011, 5, 1. [CrossRef]

13. Diaz, M.T,; Eppes, A. Factors influencing right hemisphere engagement during metaphor comprehension. Front. Psychol. 2018,
9, 414. [CrossRef] [PubMed]

14. Coulson, S.; Van Petten, C. A special role for the right hemisphere in metaphor comprehension? ERP evidence from hemifield
presentation. Brain Res. 2007, 1146, 128-145. [CrossRef]

15.  Sotillo, M.; Carretié, L.; Hinojosa, J.A.; Tapia, M.; Mercado, F; Lépez-Martin, S.; Albert, J. Neural activity associated with metaphor
comprehension: Spatial analysis. Neurosci. Lett. 2005, 373, 5-9. [CrossRef] [PubMed]

16. Zempleni, M.Z.; Haverkort, M.; Renken, R.A.; Stowe, L. Evidence for bilateral involvement in idiom comprehension: An fMRI
study. Neuroimage 2007, 34, 1280-1291. [CrossRef] [PubMed]

17.  Prat, C.S.; Mason, R.A,; Just, M.A. An fMRI investigation of analogical mapping in metaphor comprehension: The influence
of context and individual cognitive capacities on processing demands. J. Exp. Psychol. Learn. Mem. Cogn. 2012, 38, 282-294.
[CrossRef]

18. Xu, J.; Kemeny, S.; Park, G.; Frattali, C.; Braun, A. Language in context: Emergent features of word, sentence, and narrative
comprehension. Neuroimage 2005, 25, 1002-1015. [CrossRef]

19. Prat, C.S,; Just, M. A. Brain bases of individual differences in cognition. Psychol. Sci. Agenda 2008, 22, 5.

20. Weissman, D.H.; Banich, M.T. The cerebral hemispheres cooperate to perform complex but not simple tasks. Neuropsychology
2000, 14, 41-59. [CrossRef]

21. Banich, M.T. The missing link: The role of interhemispheric interaction in attentional processing. Brain Cogn. 1998, 36, 128-157.

[CrossRef]


https://doi.org/10.1016/j.neuroimage.2017.03.006
https://www.ncbi.nlm.nih.gov/pubmed/28268122
https://doi.org/10.1093/brain/117.6.1241
https://www.ncbi.nlm.nih.gov/pubmed/7820563
https://doi.org/10.1006/brln.1998.1954
https://www.ncbi.nlm.nih.gov/pubmed/9675043
https://doi.org/10.1016/j.neuron.2006.11.020
https://www.ncbi.nlm.nih.gov/pubmed/17196536
https://doi.org/10.1093/brain/119.4.1255
https://www.ncbi.nlm.nih.gov/pubmed/8813288
https://doi.org/10.1016/j.tics.2005.09.009
https://www.ncbi.nlm.nih.gov/pubmed/16214387
https://doi.org/10.1093/brain/aws276
https://www.ncbi.nlm.nih.gov/pubmed/23144265
https://doi.org/10.1016/S0028-3932(01)00152-X
https://doi.org/10.1016/j.cortex.2017.08.024
https://doi.org/10.1016/j.neuroimage.2010.07.036
https://doi.org/10.1111/j.1749-6632.2010.05444.x
https://www.ncbi.nlm.nih.gov/pubmed/20392276
https://doi.org/10.3389/fnsys.2011.00001
https://doi.org/10.3389/fpsyg.2018.00414
https://www.ncbi.nlm.nih.gov/pubmed/29643825
https://doi.org/10.1016/j.brainres.2007.03.008
https://doi.org/10.1016/j.neulet.2004.09.071
https://www.ncbi.nlm.nih.gov/pubmed/15555767
https://doi.org/10.1016/j.neuroimage.2006.09.049
https://www.ncbi.nlm.nih.gov/pubmed/17141528
https://doi.org/10.1037/a0026037
https://doi.org/10.1016/j.neuroimage.2004.12.013
https://doi.org/10.1037/0894-4105.14.1.41
https://doi.org/10.1006/brcg.1997.0950

Brain Sci. 2023, 13, 1601 19 of 20

22.

23.

24.

25.

26.

27.

28.

29.
30.

31.

32.

33.

34.

35.

36.

37.

38.
39.

40.

41.
42.

43.

44.

45.

46.

47.

48.

49.
50.

51.

52.

Dosenbach, N.U; Fair, D.A.; Cohen, A.L.; Schlaggar, B.L.; Petersen, S.E. A dual-networks architecture of top-down control. Trends
Cogn. Sci. 2008, 12, 99-105. [CrossRef] [PubMed]

Ma, L; Steinberg, J.L.; Hasan, K.M.; Narayana, P.A.; Kramer, L.A.; Moeller, F.G. Working memory load modulation of parieto-
frontal connections: Evidence from dynamic causal modeling. Hum. Brain Mapp. 2012, 33, 1850-1867. [CrossRef] [PubMed]
Sheffield, ].M.; Repovs, G.; Harms, M.P,; Carter, C.S.; Gold, ].M.; MacDonald, A.W., 3rd; Daniel Ragland, J.; Silverstein, S.M.;
Godwin, D.; Barch, D.M. Fronto-parietal and cingulo-opercular network integrity and cognition in health and schizophrenia.
Neuropsychologia 2015, 73, 82-93. [CrossRef] [PubMed]

Dehaene, S.; Sergent, C.; Changeux, ].P. A neuronal network model linking subjective reports and objective physiological data
during conscious perception. Proc. Natl. Acad. Sci. USA 2003, 100, 8520-8525. [CrossRef] [PubMed]

Dehaene, S.; Changeux, J.P; Naccache, L.; Sackur, J.; Sergent, C. Conscious, preconscious, and subliminal processing: A testable
taxonomy. Trends Cogn. Sci. 2006, 10, 204-211. [CrossRef] [PubMed]

Dehaene, S.; Naccache, L.; Cohen, L.; Bihan, D.L.; Mangin, J.F,; Poline, ].B.; Riviere, D. Cerebral mechanisms of word masking and
unconscious repetition priming. Nat. Neurosci. 2001, 4, 752-758. [CrossRef] [PubMed]

Auksztulewicz, R.; Spitzer, B.; Blankenburg, F. Recurrent neural processing and somatosensory awareness. J. Neurosci. 2012,
32,799-805. [CrossRef] [PubMed]

Baars, B.]. A Cognitive Theory of Consciousness; Cambridge University Press: Cambridge, NY, USA, 1998.

Aertsen, A.M.; Gerstein, G.L.; Habib, M.K.; Palm, G. Dynamics of neuronal firing correlation: Modulation of “effective connectiv-
ity”. J. Neurophysiol. 1989, 61, 900-917. [CrossRef]

Cabral, J.; Kringelbach, M.L.; Deco, G. Functional connectivity dynamically evolves on multiple time-scales over a static structural
connectome: Models and mechanisms. Neuroimage 2017, 160, 84-96. [CrossRef]

Friston, K.J.; Frith, C.D.; Liddle, PF,; Frackowiak, R.S. Functional connectivity: The principal-component analysis of large (PET)
data sets. J. Cereb. Blood Flow Metab. 1993, 13, 5-14. [CrossRef] [PubMed]

Allen, E.A.; Damaraju, E.; Plis, S.M.; Erhardt, E.B.; Eichele, T.; Calhoun, V.D. Tracking whole-brain connectivity dynamics in the
resting state. Cereb. Cortex 2014, 24, 663—-676. [CrossRef] [PubMed]

Hansen, E.C.; Battaglia, D.; Spiegler, A.; Deco, G.; Jirsa, V.K. Functional connectivity dynamics: Modeling the switching behavior
of the resting state. Neuroimage 2015, 105, 525-535. [CrossRef] [PubMed]

Hutchison, R.M.; Womelsdorf, T.; Allen, E.A.; Bandettini, P.A.; Calhoun, V.D.; Corbetta, M.; Della Penna, S.; Duyn, J.H.; Glover,
G.H.; Gonzalez-Castillo, J.; et al. Dynamic functional connectivity: Promise, issues, and interpretations. Neuroimage 2013,
80, 360-378. [CrossRef] [PubMed]

Preti, M.G.; Bolton, T.A.; Van De Ville, D. The dynamic functional connectome: State-of-the-art and perspectives. Neuroimage 2017,
160, 41-54. [CrossRef] [PubMed]

Hutchison, R.M.; Womelsdorf, T.; Gati, ].S.; Everling, S.; Menon, R.S. Resting-state networks show dynamic functional connectivity
in awake humans and anesthetized macaques. Hum. Brain Mapp. 2013, 34, 2154-2177. [CrossRef] [PubMed]

Collins, A.M.; Loftus, E.F. A spreading-activation theory of semantic processing. Psychol. Rev. 1975, 82, 407-428. [CrossRef]
Foster, P.S.; Wakefield, C.; Pryjmak, S.; Roosa, K.M.; Branch, K.K; Drago, V.; Harrison, D.W,; Ruff, R. Spreading activation in
nonverbal memory networks. Brain Inform. 2017, 4, 187-199. [CrossRef]

Neely, ].H. Semantic priming and retrieval from lexical memory: Evidence for facilitatory and inhibitory processes. Mem. Cognit.
1976, 4, 648—654. [CrossRef]

Maxfield, L. Attention and semantic priming: A review of prime task effects. Conscious. Cogn. 1997, 6, 204-218. [CrossRef]
Valdés, B.; Catena, A.; Mari-Beffa, P. Automatic and controlled semantic processing: A masked prime-task effect. Conscious. Cogn.
2005, 14, 278-295. [CrossRef] [PubMed]

Pascual-Marqui, R.D.; Esslen, M.; Kochi, K.; Lehmann, D. Functional imaging with low-resolution brain electromagnetic
tomography (LORETA): A review. Methods Find. Exp. Clin. Pharmacol. 2002, 24 (Suppl. C), 91-95. [PubMed]

Soshi, T.; Nakajima, H.; Hagiwara, H. Grammatical markers switch roles and elicit different electrophysiological responses under
shallow and deep semantic requirements. Heliyon 2016, 2, e00180. [CrossRef]

Jiang, X.; Bian, G.B.; Tian, Z. Removal of artifacts from EEG signals: A review. Sensors 2019, 19, 987. [CrossRef] [PubMed]
Tonin, A.; Jaramillo-Gonzalez, A.; Rana, A.; Khalili-Ardali, M.; Birbaumer, N.; Chaudhary, U. Auditory electrooculogram-based
communication system for ALS patients in transition from locked-in to complete locked-in state. Sci. Rep. 2020, 10, 8452.
[CrossRef] [PubMed]

Jolliffe, I.T. Principal Component Analysis, 2nd ed.; Springer: New York, NY, USA, 2002.

Camargo, A.; Azuaje, F; Wang, H.; Zheng, H. Permutation-based statistical tests for multiple hypotheses. Source Code Biol. Med.
2008, 3, 15. [CrossRef] [PubMed]

Dudoit, S.; Shaffer, ].P.; Boldrick, J.C. Multiple hypothesis testing in microarray experiments. Statist. Sci. 2003, 18, 71-103. [CrossRef]
Nichols, T.E.; Holmes, A.P. Nonparametric permutation tests for functional neuroimaging: A primer with examples. Hum. Brain
Mapp. 2002, 15, 1-25. [CrossRef]

Becker, C.A. Semantic context effects in visual word recognition: An analysis of semantic strategies. Mem. Cognit. 1980, 8, 493-512.
[CrossRef]

Kuperberg, G.R; Sitnikova, T.; Lakshmanan, B.M. Neuroanatomical distinctions within the semantic system during sentence
comprehension: Evidence from functional magnetic resonance imaging. Neuroimage 2008, 40, 367-388. [CrossRef]


https://doi.org/10.1016/j.tics.2008.01.001
https://www.ncbi.nlm.nih.gov/pubmed/18262825
https://doi.org/10.1002/hbm.21329
https://www.ncbi.nlm.nih.gov/pubmed/21692148
https://doi.org/10.1016/j.neuropsychologia.2015.05.006
https://www.ncbi.nlm.nih.gov/pubmed/25979608
https://doi.org/10.1073/pnas.1332574100
https://www.ncbi.nlm.nih.gov/pubmed/12829797
https://doi.org/10.1016/j.tics.2006.03.007
https://www.ncbi.nlm.nih.gov/pubmed/16603406
https://doi.org/10.1038/89551
https://www.ncbi.nlm.nih.gov/pubmed/11426233
https://doi.org/10.1523/JNEUROSCI.3974-11.2012
https://www.ncbi.nlm.nih.gov/pubmed/22262878
https://doi.org/10.1152/jn.1989.61.5.900
https://doi.org/10.1016/j.neuroimage.2017.03.045
https://doi.org/10.1038/jcbfm.1993.4
https://www.ncbi.nlm.nih.gov/pubmed/8417010
https://doi.org/10.1093/cercor/bhs352
https://www.ncbi.nlm.nih.gov/pubmed/23146964
https://doi.org/10.1016/j.neuroimage.2014.11.001
https://www.ncbi.nlm.nih.gov/pubmed/25462790
https://doi.org/10.1016/j.neuroimage.2013.05.079
https://www.ncbi.nlm.nih.gov/pubmed/23707587
https://doi.org/10.1016/j.neuroimage.2016.12.061
https://www.ncbi.nlm.nih.gov/pubmed/28034766
https://doi.org/10.1002/hbm.22058
https://www.ncbi.nlm.nih.gov/pubmed/22438275
https://doi.org/10.1037/0033-295X.82.6.407
https://doi.org/10.1007/s40708-016-0058-y
https://doi.org/10.3758/BF03213230
https://doi.org/10.1006/ccog.1997.0311
https://doi.org/10.1016/j.concog.2004.08.001
https://www.ncbi.nlm.nih.gov/pubmed/15950882
https://www.ncbi.nlm.nih.gov/pubmed/12575492
https://doi.org/10.1016/j.heliyon.2016.e00180
https://doi.org/10.3390/s19050987
https://www.ncbi.nlm.nih.gov/pubmed/30813520
https://doi.org/10.1038/s41598-020-65333-1
https://www.ncbi.nlm.nih.gov/pubmed/32439995
https://doi.org/10.1186/1751-0473-3-15
https://www.ncbi.nlm.nih.gov/pubmed/18939983
https://doi.org/10.1214/ss/1056397487
https://doi.org/10.1002/hbm.1058
https://doi.org/10.3758/BF03213769
https://doi.org/10.1016/j.neuroimage.2007.10.009

Brain Sci. 2023, 13, 1601 20 0f 20

53.
54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.
67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

77.

78.

Brown, C.; Hagoort, P. The processing nature of the N400: Evidence from masked priming. J. Cogn. Neurosci. 1993, 5, 34-44. [CrossRef]
Hagoort, P; Hald, L.; Bastiaansen, M.; Petersson, K.M. Integration of word meaning and world knowledge in language
comprehension. Science 2004, 304, 438-441. [CrossRef] [PubMed]

Chiou, R.; Humphreys, G.E; Jung, J.; Lambon Ralph, M.A. Controlled semantic cognition relies upon dynamic and flexible interactions
between the executive ‘semantic control” and hub-and-spoke ‘semantic representation” systems. Cortex 2018, 103, 100-116. [CrossRef]
[PubMed]

Lambon Ralph, M.; Jefferies, E.; Patterson, K.; Rogers, T.T. The neural and computational bases of semantic cognition. Nat. Rev.
Neurosci. 2017, 18, 42-55. [CrossRef] [PubMed]

Anwander, A; Tittgemeyer, M.; von Cramon, D.Y.; Friederici, A.D.; Knésche, T.R. Connectivity-based parcellation of Broca’s area.
Cereb. Cortex 2007, 17, 816-825. [CrossRef] [PubMed]

Shekari, E.; Nozari, N. A narrative review of the anatomy and function of the white matter tracts in language production and
comprehension. Front. Hum. Neurosci. 2023, 17, 1139292. [CrossRef] [PubMed]

Teige, C.; Cornelissen, P.L.; Mollo, G.; Gonzalez Alam, T.R.D.]J.; McCarty, K.; Smallwood, J.; Jefferies, E. Dissociations in semantic
cognition: Oscillatory evidence for opposing effects of semantic control and type of semantic relation in anterior and posterior
temporal cortex. Cortex 2019, 120, 308-325. [CrossRef] [PubMed]

Patterson, K.; Nestor, PJ.; Rogers, T. Where do you know what you know? The representation of semantic knowledge in the
human brain. Nat. Rev. Neurosci. 2007, 8, 976-987. [CrossRef] [PubMed]

Dapretto, M.; Bookheimer, S.Y. Form and content: Dissociating syntax and semantics in sentence comprehension. Neuron 1999,
24,427-432. [CrossRef]

Thara, A.S.; Mimura, T.; Soshi, T.; Yorifuji, S.; Hirata, M.; Goto, T.; Yoshinime, T.; Umehara, H.; Fujimaki, N. Facilitated lexical
ambiguity processing by transcranial direct current stimulation over the left inferior frontal cortex. J. Cogn. Neurosci. 2015,
27,26-34. [CrossRef]

Thompson-Schill, S.L.; D’Esposito, M.; Aguirre, G.K.; Farah, M.]. Role of left inferior prefrontal cortex in retrieval of semantic
knowledge: A reevaluation. Proc. Natl. Acad. Sci. USA 1997, 94, 14792-14797. [CrossRef] [PubMed]

Yvert, G.; Perrone-Bertolotti, M.; Baciu, M.; David, O. Dynamic causal modeling of spatiotemporal integration of phonological
and semantic processes: An electroencephalographic study. J. Neurosci. 2012, 32, 4297-4306. [CrossRef] [PubMed]

Grady, C.L.; Van Meter, ].W.; Maisog, ].M.; Pietrini, P.; Krasuski, J.; Rauschecker, ].P. Attention-related modulation of activity in
primary and secondary auditory cortex. Neuroreport 1997, 8, 2511-2516. [CrossRef] [PubMed]

Hickok, G. Computational neuroanatomy of speech production. Nat. Rev. Neurosci. 2012, 13, 135-145. [CrossRef] [PubMed]
Cabeza, R.; Nyberg, L. Imaging cognition II: An empirical review of 275 PET and fMRI studies. J. Cogn. Neurosci. 2000, 12, 1-47.
[CrossRef] [PubMed]

Dronkers, N.E; Wilkins, D.P; Van Valin, R.D., Jr.; Redfern, B.B.; Jaeger, ].]. Lesion analysis of the brain areas involved in language
comprehension. Cognition 2004, 92, 145-177. [CrossRef] [PubMed]

Friederici, A.D.; Meyer, M.; von Cramon, D.Y. Auditory language comprehension: An event-related fMRI study on the processing
of syntactic and lexical information. Brain Lang. 2000, 75, 289-300. [CrossRef] [PubMed]

Davis, M.H.; Gaskell, M.G. A complementary systems account of word learning: Neural and behavioural evidence. Philos. Trans.
R. Soc. Lond. B Biol. Sci. 2009, 364, 3773-3800. [CrossRef]

Hofer, S.; Frahm, J. Topography of the human corpus callosum revisited: Comprehensive fiber tractography using diffusion
tensor magnetic resonance imaging. Neuroimage 2006, 32, 989-994. [CrossRef]

Raichle, M.E. The restless brain: How intrinsic activity organizes brain function. Philos. Trans. R. Soc. Lond. B Biol. Sci. 2015,
370,20140172. [CrossRef]

Vossel, S.; Geng, ].].; Fink, G.R. Dorsal and ventral attention systems: Distinct neural circuits but collaborative roles. Neuroscientist
2014, 20, 150-159. [CrossRef] [PubMed]

Alho, K.; Vorobyev, V.A.; Medvedev, S.V.; Pakhomov, S.V.; Roudas, M.S.; Tervaniemi, M.; van Zuijen, T.; Ndéténen, R. Hemispheric
lateralization of cerebral blood-flow changes during selective listening to dichotically presented continuous speech. Brain Res.
Cogn. Brain Res. 2003, 17, 201-211. [CrossRef] [PubMed]

Alho, K,; Rinne, T.; Herron, T.J.; Woods, D.L. Stimulus-dependent activations and attention-related modulations in the auditory
cortex: A meta-analysis of fMRI studies. Hear Res. 2014, 307, 29—41. [CrossRef] [PubMed]

Wildgruber, D.; Ackermann, H.; Grodd, W. Differential contributions of motor cortex, basal ganglia, and cerebellum to speech
motor control: Effects of syllable repetition rate evaluated by fMRI. Neuroimage 2001, 13, 101-109. [CrossRef]

Song, ].; Davey, C.; Poulsen, C.; Luu, P.; Turovets, S.; Anderson, E.; Li, K.; Tucker, D. EEG source localization: Sensor density and
head surface coverage. J. Neurosci. Methods 2015, 256, 9-21. [CrossRef] [PubMed]

Shen, H.; Yu, Y. Robust evaluation and comparison of EEG source localization algorithms for accurate reconstruction of deep
cortical activity. Mathematics 2023, 11, 2450. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


https://doi.org/10.1162/jocn.1993.5.1.34
https://doi.org/10.1126/science.1095455
https://www.ncbi.nlm.nih.gov/pubmed/15031438
https://doi.org/10.1016/j.cortex.2018.02.018
https://www.ncbi.nlm.nih.gov/pubmed/29604611
https://doi.org/10.1038/nrn.2016.150
https://www.ncbi.nlm.nih.gov/pubmed/27881854
https://doi.org/10.1093/cercor/bhk034
https://www.ncbi.nlm.nih.gov/pubmed/16707738
https://doi.org/10.3389/fnhum.2023.1139292
https://www.ncbi.nlm.nih.gov/pubmed/37051488
https://doi.org/10.1016/j.cortex.2019.07.002
https://www.ncbi.nlm.nih.gov/pubmed/31394366
https://doi.org/10.1038/nrn2277
https://www.ncbi.nlm.nih.gov/pubmed/18026167
https://doi.org/10.1016/S0896-6273(00)80855-7
https://doi.org/10.1162/jocn_a_00703
https://doi.org/10.1073/pnas.94.26.14792
https://www.ncbi.nlm.nih.gov/pubmed/9405692
https://doi.org/10.1523/JNEUROSCI.6434-11.2012
https://www.ncbi.nlm.nih.gov/pubmed/22442091
https://doi.org/10.1097/00001756-199707280-00019
https://www.ncbi.nlm.nih.gov/pubmed/9261818
https://doi.org/10.1038/nrn3158
https://www.ncbi.nlm.nih.gov/pubmed/22218206
https://doi.org/10.1162/08989290051137585
https://www.ncbi.nlm.nih.gov/pubmed/10769304
https://doi.org/10.1016/j.cognition.2003.11.002
https://www.ncbi.nlm.nih.gov/pubmed/15037129
https://doi.org/10.1006/brln.2000.2313
https://www.ncbi.nlm.nih.gov/pubmed/11386224
https://doi.org/10.1098/rstb.2009.0111
https://doi.org/10.1016/j.neuroimage.2006.05.044
https://doi.org/10.1098/rstb.2014.0172
https://doi.org/10.1177/1073858413494269
https://www.ncbi.nlm.nih.gov/pubmed/23835449
https://doi.org/10.1016/S0926-6410(03)00091-0
https://www.ncbi.nlm.nih.gov/pubmed/12880891
https://doi.org/10.1016/j.heares.2013.08.001
https://www.ncbi.nlm.nih.gov/pubmed/23938208
https://doi.org/10.1006/nimg.2000.0672
https://doi.org/10.1016/j.jneumeth.2015.08.015
https://www.ncbi.nlm.nih.gov/pubmed/26300183
https://doi.org/10.3390/math11112450

	Introduction 
	Materials and Methods 
	Experimental Tasks 
	Experimental Material 
	Experimental Procedure 
	Data Recording 
	Surface Potential Analysis 
	CSD Analysis 
	Dynamic FC and Neural Coupling Analyses 

	Results 
	Results of Surface Potential Analysis 
	Results of the Signal Source Analysis 
	Results of Dynamic FC and Neural Coupling Analyses 

	Discussion 
	Results of Surface Potential Analysis 
	Results of CSD Analysis 
	Results of Neural Coupling Analysis 
	Limitations 

	Conclusions 
	References

