
All figures were visualized by using Netron visualizer [1]. 
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Figure S1 

The layers of fully connected block of deep learning models. 

 

Figure S2 

The layers of fully connected block of deep learning models with parameters. 

 

Figure S3 

The layers of convolution block of MobileNetv1 architecture. 

 

Figure S4 

The layers of convolution block of MobileNetv1 architecture with parameters. 

 

Figure S5 

The layers of convolution block of MobileNetv2 architecture. 

 

Figure S6 

The layers of convolution block of MobileNetv2 architecture with parameters. 

 

Figure S7 

The layers of convolution block of NASNetMobile architecture. 

 

Figure S8 

The layers of convolution block of NASNetMobile architecture with parameters. 



 

Figure S9 

The layers of convolution block of Xception architecture. 

 

Figure S10 

The layers of convolution block of Xception architecture with parameters. 

 

 


