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Abstract: Generally, measuring the weight of livestock is difficult; it is time consuming, inconvenient,
and stressful for both livestock farms and livestock to be measured. Therefore, these problems must
be resolved to boost convenience and reduce economic costs. In this study, we develop a portable
prediction system that can automatically predict the weights of pigs, which are commonly used for
consumption among livestock, using Raspberry Pi. The proposed system consists of three parts: pig
image data capture, pig weight prediction, and the visualization of the predicted results. First, the pig
image data are captured using a three-dimensional depth camera. Second, the pig weight is predicted
by segmenting the livestock from the input image using the Raspberry Pi module and extracting
features from the segmented image. Third, a 10.1-inch monitor is used to visually show the predicted
results. To evaluate the performance of the constructed prediction device, the device is learned using
the 3D sensor dataset collected from specific breeding farms, and the efficiency of the system is
evaluated using separate verification data. The evaluation results show that the proposed device
achieves approximately 10.702 for RMSE, 8.348 for MAPE, and 0.146 for MASE predictive power.

Keywords: livestock measurement device; computer vision techniques; RGB-D sensor data; pig
segmentation; body and shape feature extraction; prediction of pig weight

1. Introduction

Livestock rearing is an industry that significantly incurs costs compared to other
industries due to the need for optimal barn management and ample feed grain provision.
Furthermore, the demand for processed products derived from livestock is increasing as
a result of population growth, improved income levels, and urbanization. Consequently,
the global scale of livestock farming, including cattle, pigs, and poultry, is expanding to
meet such demand. However, this extensive livestock rearing gives rise to various animal
management issues such as diseases and environmental concerns. Additionally, the current
practices of raising and managing animals rely heavily on traditional methods based on
farmers’ experiences and practices, which require substantial labor and time. Therefore,
in order to address these challenges, there is a growing need for various advanced digital
technologies based on artificial intelligence, which have been receiving significant attention
in modernized livestock farms, to efficiently support livestock rearing.

Additionally, the real-time detection of livestock health status and abnormal behavior
can contribute to enhancing job satisfaction among livestock farmers while simultaneously
minimizing livestock production costs and effectively managing economic losses caused
by diseases and mortality. Hence, there is a pressing need for livestock producers to invest
in the development of cutting-edge technologies for real-time livestock monitoring, the
implementation of advanced sensor systems, and the creation of streamlined processing
systems to ensure the production of top-quality livestock products with reduced processing
time. However, in most livestock farms, monitoring the condition, measuring the weight,
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and observing the behavior or feeding behavior of livestock is usually performed by
farmers raising livestock, either visually or manually. Such passive livestock management
is laborious, expensive, and imposes stress on the livestock. Therefore, the applicability
of computer vision technology and deep-learning algorithms in livestock operations is
emerging as an important issue [1,2].

Here, we briefly review previous studies published on problems associated with
breeding livestock. First, we consider several review papers that introduce comprehensive
information on raising livestock. Femandes et al. [1] presented significant advancements
and challenging research areas in computer vision systems that can be applied to ani-
mal breeding and commercialization. These technologies are expected to be utilized as
high-value industrial applications in livestock farming. In their study, Oliveira et al. [2]
conducted a comprehensive examination of recent breakthroughs in computer vision sys-
tems and their utilization of deep-learning algorithms in the field of animal science. They
specifically highlighted various deep-learning algorithms employed for tasks such as image
classification, object detection, object segmentation, and feature extraction. Notable algo-
rithms discussed in their review included Mask R-CNN, Faster R-CNN, YOLO (v3 and v4),
DeepLab v3, and U-Net, all of which have found applications in animal science research.
Similarly, Wurtz et al. [3] presented a systematic overview of the advancements made in
automated high-throughput image detection of farm animal behavioral traits, considering
both welfare and production implications. They observed that several studies tended to
start from scratch rather than build upon existing research despite there being significant
overlap in the methods used for analyzing animal behavior. Nasirahmadi et al. [4] proposed
a monitoring system based on images captured from 3D depth cameras to automatically
identify and manage various behaviors of livestock, such as feeding, drinking, locomotion,
aggression, and reproduction in cattle and pigs. They evaluated the performance of their
developed system using metrics such as accuracy, error rate, specificity, and sensitivity.
The system proposed by them is expected to contribute significantly to easily detecting
abnormal behaviors of livestock in large-scale livestock farming operations.

Livestock such as cattle, pigs, and chickens are commonly raised animals in barns. In this
study, we reviewed previous research on the prediction of livestock weight. Wang et al. [5]
discussed the preexisting studies that focused on predicting the weight of livestock using
techniques such as feature extraction, feature selection, and regression learning models,
especially image analysis-based weight prediction methods. Kollis et al. [6] designed and
implemented a program based on image analysis to estimate the weight of pigs, along with
hardware. Li et al. [7] reviewed various methods for pig weight detection, comparing the
structures and pros and cons of the proposed approaches. Kashiha et al. [8] developed
an image-processing method that estimates pig weights by calculating the position and
area within an ellipse using an ellipse-fitting algorithm. Shi et al. [9] proposed a system
for analyzing the correlation between body length (BL), withers height (WH), and weight
of 10 pig breeds aged between 14 and 25 weeks in indoor farming conditions (R? range
of 0.91-0.98). Doeschi-Wilson et al. [10] compared the growth curves of two pig breeds
between 11 and 20 weeks of age and suggested that size measurements are a consistent
indicator of pig growth compared to body weight. Jun et al. [11] proposed a non-contact
method for estimating pig weight using 2D images that are not influenced by pig posture
or the capture environment. Suwannakhun and Daungmala [12] proposed a system that
combines neural networks with various functions such as color and texture analysis, center
calculation, measurements of major and minor axis lengths, eccentricity determination,
and area calculation for non-contact pig weight estimation. Fernandes et al. [13] also
developed a system that includes body measurements, shape descriptors, and weight
prediction. Yoshida and Kawasue [14] introduced a weight estimation system that utilizes
a camera to screen pigs. By utilizing three-dimensional visual information captured in
a single image, they estimated the body weight of pigs. The researchers confirmed the
robustness and practicality of the proposed system in measuring moving animals within
challenging environments like pig farms. Kaewtapee et al. [15] proposed a method for



Agriculture 2023, 13, 2027

30f12

pig weight estimation employing image processing and artificial neural networks. They
utilized images of 88 crossbred pigs (Large White, Landrace, Duroc Jersey) to individually
measure heart circumference, body length, and weight. Regression analysis and artificial
neural networks were employed to develop a pig weight equation, and the performance
of the developed model was evaluated using mean absolute deviation (MAD) and mean
absolute percentage error (MAPE) as estimation error metrics. Cang et al. [16] suggested
an approach based on deep neural networks for estimating the live weights of pigs in
sow stalls. They devised a neural network that takes top-view depth images of the pig’s
back as input and produces weight estimates as output. The proposed network, based
on a Faster-RCNN architecture with an added regressive branch, integrates pig detection,
location, and weight estimation into an end-to-end network, facilitating simultaneous
pig recognition and weight estimation. Yu et al. [17] studied how to build a computer
vision system with weight prediction over time by collecting RGB-D video to capture
top-view RGB (red, green, blue) and depth images of unrestrained growing pigs. They
video recorded eight growers at six frames per second for 38 days for approximately three
minutes/day. They manually weighed them using electronic scales to collect training
materials and developed the system using the image-processing pipes in Python based
on OpenCV. He et al. [18] conducted a study to assess the predictive value of feeding
behavior data in estimating the body weight of finishing-stage pigs. They collected data
from 655 pigs belonging to three different breeds (Duroc, Landrace, and Large White)
aged between 75 and 166 days. To forecast the body weight of pigs aged 159-166 days,
the researchers employed LASSO regression along with two machine learning algorithms,
namely random forest and long short-term memory network [19,20]. They explored four
scenarios: the individual-informed predictive scenario, the individual- and group-informed
predictive scenario, the breed-specific individual- and group-informed predictive scenario,
and the group-informed predictive scenario. For each scenario, they developed four models:
Model_Age included only the age variable, Model_FB included only feeding behavior
variables, Model_Age_FB and Model_Age_FB_FI incorporated feeding behavior and feed
intake measures based on Model_Age as predictors. And deep-learning methods, such as
those used in automatic detection systems for livestock breeding, as seen in CowXNet [21]
and YOLACT++ [22], are employed.

Among various strategies for effective livestock management, the real-time prediction
of livestock weight plays a significant role in determining feed allocation, breeding timing,
and market readiness. Additionally, measuring livestock weight can serve as an indirect
indicator of their health and growth status. Furthermore, drastic changes in weight can
indicate the presence of diseases, the provision of a healthy environment, and the optimal
timing for parturition. Therefore, continuous monitoring of weight fluctuations in livestock
facilitates the implementation of appropriate measures in terms of feed distribution and ad-
dressing abnormal behavior, ultimately leading to the production of high-quality livestock.

Consequently, livestock farmers are faced with the challenge of accurately measuring
livestock weight on a regular basis, which proves to be a difficult and labor-intensive
task for both farmers and livestock. Moreover, this process can induce excessive stress on
the livestock, potentially resulting in weight loss. To address these issues and enable the
continuous tracking of livestock weight while reducing stress and workload for farmers,
the development of automated prediction systems using image processing and artificial
intelligence technologies is required.

In this study, we propose a method for implementing a measurement prediction
system that can automatically measure the weight of livestock in real time in livestock farms
raising pigs. The proposed system acquires livestock images by mounting a depth camera
capable of capturing RGB-D images, segmenting livestock from the input image using the
Raspberry Pi module, extracting features from the segmented image, and predicting the
weight of pigs. It is configured with an appropriate small-size monitor that can display
images. Furthermore, the proposed prediction system is manufactured using cost-efficient
parts to enable livestock farmers to purchase it with ease.
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The remainder of this paper is organized as follows. Section 2 introduces the process of
collecting livestock image data and describes the overall structure of the proposed system.
Section 3 presents an experiment to evaluate the performance of the proposed system.
Finally, Section 4 concludes this paper.

2. Weight Prediction System for Pigs Using Raspberry Pi

In this section, we describe the collection and construction method of pig image data
of the automatic weight prediction device. First, the process of collecting RGB-D images
from livestock farms of pigs is described. Second, we describe the overall structure of
a device that can automatically predict pig weight using the collected data. Third, the
hardware and software used to build the prediction device will be described in detail.

2.1. Pig-Image Collection

The prediction system proposed in this study can be used to predict the weight of
pigs with the most realistic applicability among various types of livestock. Therefore, pig
images required to implement the system were collected for a certain period of time from
actual farms. We selected 15 pigs from a pig-breeding farm, repeatedly photographed them
three times with the developed portable device, and measured the actual weight of each
pig using a scale. The breed of pigs consists of three crossbred varieties, and they are raised
in enclosed facilities isolated from the external environment. During the summer season,
cooling systems are employed to maintain temperatures between 20 and 25 degrees Celsius,
and continuous lighting is provided 24 h a day. Figure 1 shows a developed portable device
that captures pig weights on site and RGB color and depth images.

(a) Portable device (b) Pig RGB image (c) Pig depth image

Figure 1. Developed portable device and color and depth images for pigs in a field.

2.2. Automatic Prediction System
2.2.1. Overall Structure of the Prediction System

Figure 2 shows the overall structure of the proposed prediction system. The proposed
system consists of livestock image capture and input, livestock segmentation, appropriate
feature extraction, and weight prediction. First, livestock images are acquired using an
RGB-D cameraSecond in the division of the livestock area from the collected image; the
object is divided by applying the image-processing technology to each of the RGB color and
depth images. Third, as features suitable for weight prediction, shape features representing
the appearance of livestock and biometric features representing physical properties are
extracted. Finally, we implement a predictive model that can accurately predict the weight
of livestock based on the extracted features using various machine learning techniques.

Image Acquisition Implement System GUI

Raspberry Pi 4

* Feature
Extraction

* Prediction
Model

Depth Camera:
IntelRealsense

D455

« Control S/W

+ Segmentation 101" TFT LCD
+ Output Results

Figure 2. Overview of prediction system for pig weight.
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(a)

RGB-D
Module

2.2.2. Overall Structure of Implemented Hardware System

Figure 3 shows the overall structure of the hardware implementation of the prediction
system. Figure 3a shows the modules for each part of the hardware system. First, an RGB-D
depth camera was used to collect pig images. Second, a Raspberry Pi 4-embedded module
was used to implement the prediction system. Third, a 10.1-inch touchscreen was used to
visually express the prediction results. Figure 3b shows the product design of a portable
imaging device packaged by combining each module from various angles.

10.1” Touch Screen
1280 x 800 WiFi/Bluetooth

Embeded
Module

Figure 3. Overall structure of implemented hardware system: (a) internal structure of the system and
(b) external structure of the system.

The detailed hardware module and software specifications used in the proposed
portable measurement device are as follows.

- Depth Camera: Intel Real Sense D455;

- Raspberry Pi 4 Model B;

- Memory: 8 GB;

- CPU: 1.5 GHz Quad Core 64-bit Cortex-A72 (ARM v8);
- Giga-bit Ethernet;

- USB3.0x2,USB2.0 x 2;

- Dual 4 K Display (Micro-HDMI x 2);

- Power: 1.5V x 4 EA Battery pack;

- Displayer: TFT 10” LCD;

- Wireless: dual-band 802.11ac\n wireless (2.4 GHz or 5 GHz);
- Bluetooth 5.0;

- Python3.7;

- OpenCV 4.5 on Raspberry Pi 4.

2.2.3. Weight Prediction with GUI

Based on the hardware system, the weight prediction algorithm is implemented in
the form of a GUI program for easy operation by users. GUI was developed based on
QT, a cross-platform development widget toolkit that runs on various operating systems.
The process of developing a platform that can predict the weight of a pig consists of the
following four steps: detecting the pig region from the input image, segmenting the pig,
extracting appropriate features from the segmented pig region, and obtaining the weight-
prediction algorithm. Figure 4 shows the step-by-step process of constructing a platform
for estimating pig weight.
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Pig Detection

Input y~ Feature Extraction ~ Weight Prediction
COIO il Body Measurement Various Regression
= 7 *+  Volume Model
"}/ : feria i iéi\?henar Regression
. Widgth + Ridge Prediction
; 9 © Lasso |:>Value
A :> . Bayesian Ridge
Shape Descriptors © MLP
y " . Decision Tree
- +  Size *  Random Forest
+  Shape
Depth Image *  Gradient
Depth Threshold Post Processing

Pig Segmentation
Figure 4. Platform for prediction of pig weight with GUL

Here, we take a detailed look at the step-by-step processing of the proposed pig-
weight prediction system. The first step is to detect the bounding box representing the
pig region using a deep-learning algorithm from the input RGB color image. We used a
single-shot multibox detector (SSD) [23] combined with the Inception V2 feature-extraction
algorithm from RGB images to extract the bounding box. In the Single Shot Multibox
Detector (SSD), the initial step involves partitioning the input images into smaller kernels
across various feature maps to predict anchor boxes for each kernel. Through a single feed-
forward Convolutional Neural Network (CNN), the SSD generates a sequence of bounding
boxes and scores indicating the presence of objects within each box. Subsequently, the
classification scores for each region are calculated based on the scores obtained in the
preceding stage. Using the collected pig images, the SSD MobileNet was fine-tuned using
Tensorflow object detection API to learn a deep-learning model for livestock detection [24].
Figure 5 shows an example image of the bounding box for the pig region provided by the

SSD detector algorithm.
Feature map
' — VN e 3 'é“"-”-"-‘m'-““"“é
o Feature map if \
P Tt v i| Boxes |
§ _ Feature map e
E Feature map §
v ~—p| T i
5 & i| Scores |
3 & E :
1 L
Average
pooling

Figure 5. Bounding box for pig area provided by SSD detector algorithm.

The second step is to accurately segment the pig region by applying the information
of the depth image to the pig image in the bounding box. We obtain the median value
from the given depth information in the bounding box and select two thresholds: the lower
and upper limits. Here, to detect the pig’s area as an RGB-D rectangular region, we set
the distance from the camera to the ground as the upper limit and the distance from the
camera to the pig as the lower limit in the depth image. If the depth of each pixel in the
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image falls within the specified lower and upper thresholds, as indicated via Equation (1),
a value of 255 is assigned; otherwise, a value of zero is assigned.

255 if T, <d(x,y) <T,

f(x,y) = { 0 otherwise @

The image segmentation process based on depth images is illustrated in Figure 6. Pigs,
especially young pigs, are curious; therefore, it is extremely difficult for them to remain
in a position suitable for estimating their weight. Therefore, a method for adjusting the
acquired pig image to an appropriate posture is required. We calculated the pig’s center
and rotation direction by fitting an ellipse to the segmented region to determine the pig’s
posture. Subsequently, the pig’s posture was adjusted to be orthogonal to the camera using
the fitted angle of the ellipse.

(a) Detection of pig (b) Depth image of pig (c) Segmentation result of pig

Figure 6. Segmentation process of pig from depth image.

In the third step, various feature vectors are extracted from the segmented 3D pig
image, which is necessary for weight prediction. These feature vectors are divided into two
types: pig body features and size and shape features. First, a pig’s body features are given
by the length, which is given as a straight line from the shoulder to the hip, and the girth,
which is the circumference of the pig’s waist. Figure 7 shows the process of calculating the
length of the pig in the bounding box obtained from the single-shot detector and inferring
the weight.

Figure 7. Process of calculating the length and girth of pig.

We obtain the size and shape features from the point cloud in the segmented pig
image with additional information to infer a more accurate pig weight. Using the Intel
RealSense SDK provided by the camera manufacturer, the image coordinates are mapped
to real-world coordinates, resulting in the generation of a point cloud. Figure 8 illustrates
the depth pig image and the corresponding point cloud coordinates for the pixels within
the designated box.
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—258 —1.58 286

—-245 159 288
-1.95 -1.62 295
-193 —-163 295
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(a) (b)

Figure 8. Point cloud data within a bounding box area. (a) Segmented pig image, (b) Three-

dimensional coordinates for pixels in box region.

We transform depth images into 3D point clouds by assigning each pixel its corre-
sponding 3D coordinate vector, which represents the size and shape of a pig. To capture
the size cue, we calculate the Euclidean distance between each point and a reference point.
The reference point is determined using evenly spaced basis vectors derived from the
segmented image, with approximately 50 basis vectors in total. Let p;, where i ranges from
1to N, denote the i point cloud, and 7 represent the reference point. The distance attribute
of point p; with respect to the reference point p is given by dy,, = || p; — P ||2. We construct
an N x N distance matrix D,,. Next, we compute the top ten eigenvalues (Aq,- -+, A1) and
eigenvectors (Eq, - -+, Eq1g) from the distance matrix D in descending order of magnitude.
The calculated eigenvalues are then normalized and utilized as the size descriptor for

the pig.
A Ao
Fei . — SR )
Size (Z}El /\i Ellgl A,‘) ( )

To calculate the shape features of the pig, we calculate the kernel distance for any
two points p; and g; as follows and use them to create a kernel distance matrix K of size
(N xN).

ka(pi pj) = eXP(_'Yk | pi —a; Hz), (7x > 0) ®)

By computing the kernel matrix K for the point cloud P and evaluating its top 10
eigenvalues, we conduct principal component analysis on the distance matrix K in the
following manner.

KUI = 5101 (4)

The eigenvectors are represented by v;, and the corresponding eigenvalues are denoted
by J;. After normalization, the calculated eigenvalues are used to define the kernel shape

feature of the pig.
o1 410
1::Shape = ( A ) ©)
21121 51’ 21121 ‘51‘

To capture gradient information in depth maps, we convert depth images into grayscale
images. We apply the histogram of oriented gradient (HOG) feature extraction method
to the depth image. In particular, we resize the segmented top-view image of the pig to
(128 x 64) and divide it into (4 x 8) blocks of size (16 x 16) pixels. Each block is further
divided into smaller cells of size (8 x 8) pixels. We calculate histograms of edge gradients
with nine orientations from each local cell using Sobel filters. This results in a total of
1152 = 32 x (4 x 9) HOG features, which form a HOG feature vector. However, combining
HOG features from all grid locations leads to a large number of features, so dimensionality
reduction is necessary. Principal component analysis (PCA) is a commonly used technique
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eigen value eigen value

eigen value

for this purpose. Given a set of M-dimensional feature {x;,i=1,--- ,N}, we compute the
covariance matrix X as follows:

R ANCTE I ©

We performed PCA on the covariance matrix to obtain the top 10 eigenvalues [y1, - - - ¥10]
and corresponding eigenvectors [uq, - - -, ug].

Zuy=yu,l=1,---,10. @)

After normalizing the calculated eigenvalues, we employed the gradient features of

the pig as
T Y10
FGradient = (8)
radien <Z}21 Yi 21121 ')’z‘)

Figure 9 shows three kernel shape descriptors derived from arbitrarily selected pig
images. By incorporating a prior distribution on the regression coefficient vector  using
the Bayesian ridge regression model, we can leverage the posterior distribution of § for
optimal estimation. In particular, we assume an independent normal distribution for each
B i with a mean of zero and a variance of T2, denoted, B~N (0, TZI), where T is a constant.
This formulation allows us to calculate the posterior distribution of 8.

pBIYX) o p(B) ply1X, B) o exp| 387 1B exp |~ (v~ XB)T Ly v = XB) ©)

0.75 A

0.50 A

0.25 A

0.00 -

Size Feature

0.75 1

0.50 4

0.25 1

0.00 -

Shape Feature

0.75 A

0.50 A

0.25 A

0.00 -

Gradient Feature

2 B 6 8

Figure 9. Three kernel shape descriptors derived from pig image.

From this expression, we can compute the mode of the posterior distribution, which is
also known as the maximum a posteriori (MAP) estimate. It is given as follows.

~

p = argmaexy [~y = XB) (v~ XB) — 2= 1| B 1]

—argmin (G (v~ XB)" (v~ XB) + & | B13) (10)

= argmin((y — XB)" (v - XB) + % || 1)
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The Bayesian ridge regression estimate can be obtained by setting A = ¢2/72. In
this way, Bayesian ridge regression can be seen as an extension of the Bayesian inference
approach in general linear regression. Lastly, we utilized the estimated regression coeffi-
cients from the Bayesian ridge regression method to predict the weight of the pig using the
following regression model.

7=Xp

3. Experimental Results

To evaluate the performance of the portable measuring device, the predictive power
was examined using the collected pig images. Figure 10 shows a two-dimensional scatter-
plot between the actual and predicted values. From the given scatterplot, it was confirmed
that the proposed portable measuring device predicts the weight of pigs well.

Measured vs Predict

120

Predict

Measured

Figure 10. Scatterplot between actual and predicted values.

We calculated the correlation coefficient and the coefficient of determination between
the predicted value and actual measurement to evaluate the extent to which the developed
measuring device can predict the actual weight as presented in Table 1.

Table 1. Correlation and determination coefficient between the predicted and the actual measurements.

Prediction Index Correlation Coefficient Determination Coefficient

Value 0.9390 0.879

We calculated the root mean square error (RMSE), mean absolute predictive error
(MAPE), and mean absolute scaled error (MASE) to determine the error between the
predicted value and the actual observed weight using the proposed measuring device.
Table 2 shows the measured values with respect to the three errors.

Table 2. RMSE, MAPE, and MASE between the predicted and actual measurements.

Prediction Index RMSE MAPE MASE
Value 10.702 8.348 0.146

Finally, we evaluated how accurately the proposed prediction device can predict the
actual weight of pigs from the various measures derived.

4. Conclusions

In this study, we proposed a portable device that can automatically predict the
weight of pigs using Raspberry Pi with image-processing techniques and machine learning
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methods. The proposed portable device is composed of two parts (hardware and soft-
ware). The hardware part consists of a depth camera, microcontroller, and display device.
The software part consists of algorithms for image segmentation, feature extraction, and
weight prediction.

An experiment was conducted using RGB-D images of several pigs collected from
specific farms to evaluate the performance of the proposed prediction system. From the
experimental results, it was confirmed that the proposed system effectively predicted
the actual weight of the pigs. Additionally, it was confirmed via various error measures
that the prediction device did not significantly cause a difference between the predicted
and measured values. Therefore, we believe that the proposed system will be useful for
determining the release time of pigs in actual farms.

Still, there are limitations to the proposed system, the high activity levels of pigs make
it more challenging to measure their weight accurately while they are feeding, and it is not
easy to capture specific individuals separately when they move in groups. Additionally,
environmental variables within the barn, such as changes in lighting, pose challenges in
obtaining clean images. Since pigs are active, they have various poses. When measuring
the weight, various movements of pigs cause deviations in measuring in the system. For a
future study, we will upgrade the system that can measure robust pig weighting even in a
natural daily breeding environment.
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