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Abstract: In the operational, strategic and tactical decision-making problems of the agri-food supply
chain, the perishable nature of the commodities can represent a particular complexity problem. It is,
therefore, appropriate to consider decision support tools that take into account the characteristics
of the products, the needs and the requirements of producers, sellers and consumers. This paper
presents a green vehicle routing model for fresh agricultural product distribution and designs an
adaptive hybrid nutcracker optimization algorithm (AH-NOA) based on k-means clustering to solve
the problem. In the process, the AH-NOA uses the CW algorithm to increase population diversity and
adds genetic operators and local search operators to enhance the global search ability for nutcracker
optimization. Finally, the experimental data show that the proposed approaches effectively avoid
local optima, promote population diversity and reduce total costs and carbon emission costs.

Keywords: dynamic demand; adaptive nutcracker optimizer algorithm; green vehicle routing problem;
fresh agricultural products

1. Introduction

In recent years, China has issued many relevant documents on accelerating the high-
quality development of cold chain logistics and transportation. It has led to the great
development of the fresh agricultural products supply chain. More people are choosing to
buy fresh agricultural products through e-commerce. On the one hand, fresh agricultural
products are perishable, with a short shelf life, high losses and require temperature control.
On the other hand, during the cold chain logistics delivery process, fuel consumption and
carbon emissions are much higher than in normal logistics. The harm to the environment
is higher. Therefore, the study of the fresh dynamic vehicle routing problem will be
significant in reducing the commodity value loss, achieving green logistics and sustainable
economic development.

This paper investigates the green capacitated vehicle routing problem with dynamic
demand (GCVRPDD), which encompasses four topical problems in current vehicle routing
research: the vehicle routing problem in cold chain logistics distribution (VRPCLD), the
green vehicle routing problem (GVRP), the dynamic vehicle routing problem (DVRP) and
the capacitated vehicle routing problem (CVRP). For VRPCLD, Hsu et al. [1] studied the
optimal food delivery cycle under multi-vehicle delivery and multi-temperature deliv-
ery. Gharehyakheh et al. [2] combined the path optimization problem with temperature,
commodity shelf life and energy consumption prediction models. Wu [3] studied the
time-dependent split delivery green vehicle routing problem with multiple time windows
(TDSDGVRPMTW). Zhang [4] started with a minimized delivery cost function to obtain
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a more satisfying cold chain delivery. From the above, it can be found that the multi-
temperature distribution of fresh agricultural products provides a methodological entry
point for research on cold chain distribution.

For the GVRP, Zhou et al. [5] provided a review of models and solution algorithms for
green vehicle paths. Zhang et al. [6] compared the effect of considering carbon emissions on
path optimization in solving DVRP. Elgharably et al. [7] proposed a stochastic GVRP under
the condition that economic, environmental and social aspects are considered simultane-
ously. Bruglieri et al. [8], based on new energy vehicles, studied the vehicle routing problem
in the existence of gas stations. Zhou et al. [9], Li and Zhang [10] and Cai et al. [11] took the
optimization of speed into account when studying the carbon emission pollution problem.
Yin et al. [12] took the carbon emission allowance and trading policy as the research object
and built an upper-layer carbon trading benefit model from the government’s perspective
and a lower-layer model from the company’s perspective to describe the vehicle routing
problem based on the Stackelberg game framework. The above research literature provides
the theoretical basis for the calculation of carbon emission costs in this paper.

For the DVRP, Yang et al. [13] proposed a dynamic optimization strategy based on
linear programming theory to cope with customer demand changes. Zhang et al. [14]
analyzed the dynamic events and transformed the dynamic problem into a static problem.
Guo et al. [15] studied the dynamic carpooling problem based on the school buses dynami-
cally carrying students and solved it based on the decomposition of the shared network
concepts. Pan et al. [16] proposed a deep reinforcement learning framework to meet the
uncertain customer service demands and the training path planning process dynamics.
From the above, the majority of research on the green cold chain vehicle path problem has
focused on the static vehicle path problem, without considering the customers’ dynamic
demands in fresh agricultural products distribution.

For the CVRP, Kucuk et al. [17] presented constraint programming-based solution
approaches for the three-dimensional loading CVRP. Aydinalp Birecik et al. [18] presented
an interactive fuzzy approach for solving green CVRP with imprecise travel time for each
vehicle and supplier demand. Wang et al. [19] proposed a novel genetic programming
approach to simplify the routing policies. Souza et al. [20] proposed a hybrid algorithm
based on a discrete adaptation of the differential evolution meta-heuristic, which is designed
for continuous problems, combined with local search procedures to solve the CVRP. The
above literature provides many excellent algorithms for solving the CVRP.

Vehicle routing problems are difficult to solve using exact mathematical analytical
methods. While heuristic algorithms have good results in solving vehicle routing opti-
mization problems, such as ant colony algorithms [21–23], genetic algorithms [24–26], and
particle swarm algorithms [27,28]. Genetic algorithms have disadvantages such as large
computational effort and slow convergence, and heuristic algorithms have the disadvan-
tage of large influencing parameters. The nutcracker optimizer algorithm (NOA) [29] has
the advantages of high accuracy, fast calculation speed and few parameters. However,
there are disadvantages such as easily falling into local optimum and slow convergence
speed. To cope with these disadvantages, this paper investigates the impact of carbon
emissions on dynamic vehicle path optimization based on temperature control. Based on
temperature and geographical location, customers are clustered. To establish a distribu-
tion optimization model to minimize the total cost, which contains the vehicle dispatch
cost, vehicle transportation cost, value loss, temperature control cost and carbon emission
cost, this paper designs an adaptive hybrid nutcracker optimization algorithm (AH-
NOA) based on k-means clustering to plan pathways and provides a theoretical basis for
logistics companies.

The innovations and contributions of this paper are described as follows:

• An adaptive hybrid nutcracker optimization algorithm combining genetic algorithm
and local search operation is designed, which considers both the search breadth and
depth. The population is disturbed by the crossover and mutation operation of the
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genetic algorithm, and the excellent nutcrackers in the population are deeply searched
by the local search operation.

• The GCVRPDD model has been applied rarely in the research of fresh commodity dis-
tribution. To make the model better simulate the actual conditions of fresh commodity
distribution, this study will consider and evaluate dynamic demand, carbon emissions
and temperature control on the basis of GCVRPDD.

• In order to improve the quality and diversity of the initial population, two different
methods were used to generate the initial population in this paper. The two methods
are, respectively, the CW saving algorithm and the Random method.

The remainder of this paper is organized as follows: Section 2 briefly introduces the
problem and constructs the GCVRPDD model. Section 3 presents a new solution algorithm.
In Section 4, the results of the experiments are analyzed. Finally, the conclusion is given in
Section 5.

2. Problem Description and Model Construction
2.1. Problem Description

The GCVRPDD proposed in this paper can be described as follows: the cold chain
distribution vehicles depart from the distribution center visit customer nodes in the order
of the distribution scheme, update the distribution route periodically when the customer’s
demand is dynamically adjusted and finally return to the distribution center. Suppose
{0} ∪Vc denotes the set of nodes and Vc denotes the set of customer points before starting
distribution. At this time, the customer coordinates and the goods demand qw

im is known.
K = {1, 2, 3, · · · , k} is the set of vehicles and the models are the same. The operating hours
of the distribution center are

[
Ts, Tf

]
. The vehicle does not stay at the customer’s location

during the delivery. The road conditions are stable and fluctuations in vehicle speeds can
be ignored. The dispatch center can hold all the information and regulate the vehicles in
real time. At the same time, the delivery time does not exceed Tk in order to ensure the
goods are in good condition.

2.2. Vehicle Fuel Consumption Model

Demir et al. [30], Suzuki [31] and Hickman [32] have studied the influence of vehicle
fuel consumption and carbon emissions. It is pointed out that the distance traveled plays a
major role in fuel consumption and carbon emissions. In addition, factors such as vehicle
speed, load and characteristics also have a significant impact. At the same time, various
fuel consumption and carbon emission measurement models are proposed. In this paper,
the MEET model proposed by Hickman is used to complete the calculation. The MEET
model includes a carbon emission rate estimation function, a load correction factor and a
road slope correction factor. This is applicable to heavy goods vehicles in the weight range
of 3.5–32 t. The carbon emission estimation function is:

ε(v) = ω0 + ω1v + ω2v2 + ω3v3 +
ω4

v
+

ω5

v2 +
ω6

v3 (1)

where ε(v) denotes the carbon emission rate when the vehicle is unloaded and driving
on a road with a slope of zero. v denotes the vehicle speed. ω0, ω1, ω2, ω3, ω4, ω5 and
ω6 denotes a predefined parameter, which takes different values for trucks with different
loads. The load correction factor (LC) is as follows:

LC = x0 + x1γ + x2γ2 + x3γ3 + x4v + x5v2 + x6v3 +
x7

v
(2)

where γ denotes the ratio between the actual load of the vehicle and its capacity. χ0, χ1, χ2,
χ3, χ4, χ5, χ6 and χ7 are predefined parameters. The value varies with trucks. The vehicle
carbon emission rate is c = ε(v)LC/1000.

During the whole distribution process, the carbon emissions produced by the unit
of fuel consumption usually have a fixed value. If the carbon emission caused by 1 L
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of gasoline is 2.3 kg, the fuel consumption generated by 1 kg of carbon emission is
_
o = 1/2.3 = 0.4348 L/kg. The vehicle fuel consumption rate is f = ôc. Therefore, the
fuel consumption of vehicle k traveling from node i to j is Fk

ijw = f dij.

2.3. Fresh Agricultural Products Quality Attenuation Model

During transportation, the quality of fresh agricultural products gradually declines.
The decline rate is strongly related to the transportation environment, time and transport
process stability [33,34].

In this paper, the method discussed in [35] is used to calculate the value loss (vlwk
im )

based on the time length and temperature (T(K)).

vlwk
im = qw

im

[
1− e∧∂w

mtk
i0w

]
pm (3)

where qw
im denotes the demand of customer i for the fresh products (m) at a temperature of

w. ∂w
m denotes the freshness factor of a unit fresh product (m) for delivery at a temperature

of w. pm is the price of the fresh commodity m. tk
i0w denotes the delivery time that the

vehicle takes to get from the distribution center to the customer (i).

2.4. Temperature Cost Model

During transport, different fresh agricultural products have different temperature
requirements and the delivery vehicle needs to set the appropriate temperature to suit
the attributes carried. When the performance index COP is used to calculate the energy
value change [36], there is COP = TL/(TH − TL). Where TH is the absolute outside
ambient temperature and TL is the absolute target temperature after temperature control.
The physical quantity corresponding to the absolute temperature is the thermodynamic
temperature, denoted as T(K), with the symbol K. T(K) is related to the Celsius temperature
(t) by the equation T(K) = 273 + t(◦C). For example, when TH is 25 ◦C (298 K) and
TL is 6 ◦C (279 K). COP = 14.68 means that at an ambient temperature of 25 ◦C, the
vehicle temperature is maintained at 6 and needs the temperature control device to absorb
14.68 units of heat. Assuming a temperature control cost of 1 at this point, the temperature
control cost factor (θmw) of 5 ◦C is 14.68 · 13.9−1 ≈ 1.06. Similarly, the temperature control
cost factor (θmw) for the other temperature conditions can be obtained, as shown in Table 1.

Table 1. θmw under different temperatures.

Temperature COP θmw Temperature COP θmw

6 ◦C 14.68 1 −3 ◦C 9.64 1.52
5 ◦C 13.9 1.06 −4 ◦C 9.28 1.58
4 ◦C 13.19 1.11 −5 ◦C 8.93 1.64
3 ◦C 12.55 1.17 −8 ◦C 8.03 1.83
2 ◦C 11.96 1.23 −9 ◦C 7.76 1.89
1 ◦C 11.42 1.29 −10 ◦C 7.51 1.95
0 ◦C 10.92 1.34 −11 ◦C 7.28 2.02
−1 ◦C 10.46 1.40 −12 ◦C 7.05 2.08
−2 ◦C 10.04 1.46 −13 ◦C 6.84 2.15

2.5. Green Capacitated Vehicle Routing Problem with Dynamic Demand Model

In this paper, a combination of the initial distribution path and dynamic adjustment
strategy is used to solve GCVRPDD. The concept is shown in Figure 1.
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2.5.1. Initial Stage

(1) Symbol Description

Based on the needs of building the model, this paper uses the corresponding symbols
which are listed in Table 2.

Table 2. Symbol definition in the GCRPDD optimization.

Parameter Definition Parameter Definition

C1 The vehicle dispatch cost stk
0

Time of vehicle departure
from distribution center

C2 The transportation cost per distance Tk
The maximum vehicle time in

transit

C3 The fuel price W A set of temperature control
ranges

C4 The unit price of carbon emissions F1
The delivery vehicle dispatch

cost
Cap The rated load capacity of the vehicle F2 The transport cost
TSi The customer service time F3 The temperature control cost
dij The distance between i and j F4 The temperature control cost

tk
ijw

The travel time of vehicle k from i to j
at temperature w F5 The carbon emission cost

xwk
ij

0–1 decision variable,1 if vehicle k
travels from i to j at temperature w and

0 otherwise
uk

mw = C3 fkwθmw

The temperature-controlled
cost of fresh commodity m at

temperature w

Qk
ijw

The load capacity of vehicle k from
customer i to j at w fkw

The fuel consumption of a
hundred kilometers of vehicle

k at temperature w

a The carbon emissions per hour of
temperature-controlled equipment θmw

The temperature-controlled
cost factor unit of fresh

commodity at w

Va
q The new set of customer Tak

s
The vehicle’s departure time

at the distribution center

Va
c

The original set of orders not served
constitutes VD A set of virtual distribution

center

zk
0–1 decision variable, the newly

dispatched vehicle Qk The remaining goods of the
vehicle k

Ka The set of vehicles currently
performing the delivery task Kac

The set of new vehicles to be
dispatched (Kac

is the
complement of Ka)

Ta
qi

The change moment in customer
demand stk

d

The time when the vehicle
leaves the distribution center
or virtual distribution center.

Tend The order deadline
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(2) Initial Stage Vehicle Path Model

Objective function:

Z = min{F1 + F2 + F3 + F4 + F5} (4)

F1 = C1 ∑
j∈Vc

∑
k∈K

xwk
0j (5)

F2 = C2 ∑
w∈W

∑
j∈{0}∪Vc

∑
i∈{0}∪Vc

∑
k∈K

Fk
ijwxwk

ij (6)

F3 = ∑
k∈K

∑
m∈M

∑
w∈W

∑
j∈{0}∪Vc

∑
i∈{0}∪Vc

tk
ijwuk

mwQk
ijw (7)

To simplify the calculation, it is assumed that no temperature control cost is generated
in return.

F4 = ∑
i∈Vc

∑
m∈M

∑
w∈W

∑
k∈K

vlwk
im (8)

F5 = C4 ∑
w∈W

∑
j∈{0}∪Vc

∑
i∈{0}∪Vc

∑
k∈K

(
Fk

ijwxwk
ij /

_
o + atk

ijw
xwk

ij

)
(9)

s.t.
∑

i∈{0}∪Vc

∑
j∈Vc

∑
w∈W

xwk
ij qw

jm ≤ Cap, ∀k ∈ K (10)

∑
j∈{0}∪Vc

∑
k∈K

∑
w∈W

xwk
ij = 1, ∀i ∈ Vc (11)

∑
i∈{0}∪Vc

∑
k∈K

∑
w∈W

xwk
ij = 1, ∀j ∈ Vc (12)

∑
i∈{0}∪Vc

∑
w∈W

xwk
ij = ∑

i∈{0}∪Vc

∑
w∈W

xwk
ji , ∀j ∈ Vc, ∀k ∈ K (13)

∑
j∈Vc

∑
w∈W

xwk
0j = ∑

i∈Vc

∑
w∈W

xwk
0i ≤ 1, ∀k ∈ K (14)

Ts + ∑
i∈{0}∪Vc

∑
j∈{0}∪Vc

∑
w∈W

tk
ijwxwk

ij + ∑
i∈{0}∪Vc

∑
j∈Vc

∑
w∈W

qw
jmTSjxwk

ij ≤ Tf , ∀k ∈ K (15)

∑
i∈{0}∪Vc

∑
j∈Vc

∑
w∈W

dijxwk
ij ≤ vTk, ∀k ∈ K (16)

∑
i∈S

∑
j∈S

∑
w∈W

xwk
ij ≤ |S| − 1, S ⊆ Vc, S 6= ∅, ∀k ∈ K (17)

∑
i,j∈Vc

∑
k∈K

∑
w∈W

xwk
ij ≤ |K|, ∀k ∈ K (18)

xwk
ij ∈ {0, 1}, ∀i, j ∈ {0} ∪Vc, ∀k ∈ K, w ∈W (19)

Equation (10) indicates that the sum of the orders does not exceed the vehicle load
limit. Equations (11) and (12) indicate that the customer point is served by a vehicle
once and only once. Equation (13) indicates that the vehicle must leave after completing
the order. Equation (14) represents each vehicle serving only one route, and the vehicle
departs from the distribution center and returns after completing the order. Equation (15)
represents the vehicle returns to the distribution center at a time no later than the operating
deadline. Equation (16) represents the delivery time constraint. Equation (17) represents the
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elimination of the sub-circuit constraint. Equation (18) represents the number of vehicles
performing distribution tasks that do not exceed the maximum number in the distribution
center. Equation (19) is the decision variable.

2.5.2. Dynamics Adjustment Stage

(1) Dynamic Adjustment Strategy

The dynamic character of GCVRPDD is mainly reflected in customer order updates,
where the demand changes in real time during the distribution. In the dynamic adjustment
stage, this paper divides the operation time into several homogeneous time slices and
adopts a periodic optimization strategy for optimization. Dynamic events that occur in
the current time slice are not processed immediately but are globally optimized in the
next time slice together with customers who have not received service in the path. With
demand dynamically updated, the VRPs within each time slice are static, and the optimiza-
tion solutions S are continuously passed between time slices. As a result, GCVRPDD is
converted into a number of correlated static vehicle routing problems (SVRP), as shown
in Figure 2. To simplify the calculation, it is set that the customer being delivered cannot
change the demand.
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The number of time slices is set to nt, and each time slice is
(

Tf − Ts

)
/nt [37]. The

dynamic demand in the current time slice is not processed immediately and will be passed
to the next time slice for optimization. With a larger nt, the dynamic demand response is
faster. However, a larger nt does not necessarily result in a better pathway and also leads
to system redundancy in computational space [38].

(2) Dynamic Adjustment Model

In this paper, according to the dynamic event occurrence time, the vehicle location is
determined and set as a virtual distribution point. The objective is to minimize the cost and
value loss to complete subsequent distribution tasks after a dynamic event has occurred.
During the optimization process, the position of vehicle k and the goods surplus (Qk) in
the dynamic adjustment phase can be determined from the previous phase. According
to parameters, such as vehicle speed and load, the cost and value loss of subsequent
distribution tasks are solved. Suppose the vehicle’s (k) initial distribution path is 0-1-2-3-4-0.
In dynamic adjustment, if the vehicle is at customer point 2, the reconfiguration takes
customer point 2 as the virtual distribution center. At this point, the goods remaining of
vehicle k is Qk = Cap− qw

1m
− qw

2m
. If the vehicle is between customer points 2 and 3, the

reconfiguration takes the vehicle’s current location as the virtual point and does not change
the delivery task to customer point 3. The goods remaining are Qk = Cap− qw

1m
− qw

2m
− qw

3m
.

If the optimized subsequent distribution path is 3-5-6-0, the distribution path for vehicle k
is 0-1-2-3-5-6-0, based on the previous path. The model is as follows:

Z = min{F1 + F2 + F3 + F4 + F5} (20)

F1 = C1 ∑
j∈Va

c

∑
k∈Kac

(
xwk

0j − zk
)

(21)
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F2 = C2 ∑
w∈W

∑
j∈{0}∪Vc

∑
i∈{0}∪Vc

∑
k∈K

Fk
ijwxwk

ij (22)

F3 = ∑
k∈K

∑
m∈M

∑
w∈W

∑
j∈{0}∪Va

c ∪VD
∑

i∈{0}∪Va
c ∪VD

tk
ijwuk

mwQk
ijw (23)

F4 = ∑
i∈{0}∪Va

c ∪VD
∑

m∈M
∑

w∈W
∑
k∈K

vlwk
im (24)

F5 = C4 ∑
w∈W

∑
j∈{0}∪Vc

∑
i∈{0}∪Vc

∑
k∈K

(
Fk

ijwxwk
ij /

_
o + atk

ijw
xwk

ij

)
(25)

s.t.
∑

i∈VD∪Va
c

∑
j∈Va

c

∑
w∈W

xwk
ij qw

jm
≤ Qk, ∀k ∈ Ka (26)

∑
i∈{0}∪Va

c

∑
j∈Va

c

∑
w∈W

xwk
ij qw

jm
≤ Cap, ∀k ∈ Kac

(27)

|Ka|+ ∑
j∈Va

c

∑
k∈Kac

∑
w∈Q

xwk
0j ≤ |K| (28)

∑
j∈{0}∪Va

c

∑
k∈K

∑
w∈W

xwk
ij = 1, ∀i ∈ Va

c (29)

∑
i∈{0}∪Va

c

∑
k∈K

∑
w∈W

xk
ij = 1, ∀j ∈ Va

c (30)

∑
i∈{0}∪Va

c ∪VD
∑

w∈W
xwk

ij = ∑
i∈{0}∪Va

c

∑
w∈W

xwk
ji , ∀j ∈ Va

c , ∀k ∈ K (31)

∑
j∈Va

c

∑
w∈W

xwk
0j = ∑

i∈Va
c

∑
w∈W

xwk
i0 ≤ 1, ∀k ∈ Kac

(32)

∑
k∈Ka

∑
j∈Va

c

∑
w∈W

xwk
ij = 1, ∀i ∈ VD (33)

∑
k∈Ka

∑
i∈{0}∪Va

c

∑
w∈W

xwk
ij = 0, ∀i ∈ VD (34)

∑
k∈K

∑
i∈VD∪Va

c

∑
w∈W

xwk
i0 = ∑

k∈Kac
∑

i∈Va
c

∑
w∈W

xwk
0j + |Ka| (35)

Ta
qi
≤ Tend, ∀i ∈ Va

q (36)

Tak
s + ∑

i∈{0}∪Va
c ∪VD

∑
j∈{0}∪Va

c

∑
w∈W

tk
ijw

xwk
ij + ∑

i∈{0}∪Va
c ∪VD

∑
j∈Va

c

∑
w∈W

qw
jm

TSjxwk
ij ≤ Tf , ∀k ∈ K (37)

∑
i∈S

∑
j∈S

∑
w∈W

xwk
ij ≤ |S| − 1, |S| = ∑

j∈Va
c

∑
w∈W

xwk
ij , ∀k ∈ K (38)

∑
i∈{0}∪Vc

∑
j∈Vc

∑
w∈W

dijxwk
ij ≤ vTk, ∀k ∈ K (39)

xwk
ij ∈ {0, 1}, ∀i, j ∈ Va

c , ∀k ∈ K, w ∈W (40)

zk ∈ {0, 1}, ∀k ∈ Kac
(41)
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Equations (26) and (27) represent the vehicle load constraint. Equation (28) is the
number of delivery vehicles constraint. Equations (29) and (30) denote that the customer
has and will only be served once. Equation (31) means that the vehicle leaves the customer’s
point after service. Equation (32) indicates that each vehicle serves only one path and that
the vehicle departs from the distribution center and returns to the distribution center after
completing the order. Equations (33) and (34) mean that only one vehicle leaves the virtual
distribution point and does not return. Equation (35) indicates that all vehicles performing
a distribution task return to the distribution center after completing all tasks. Equation (36)
indicates that the time to process order changes does not exceed the order deadline of
the distribution center. Equation (37) represents the vehicle returns to the distribution
center at a time no later than the operating deadline. Equation (38) eliminates the sub-loop
constraint. Equation (39) is the delivery time constraint. Equations (40) and (41) are the
decision variable attributes.

3. Problem Solution and Algorithm Design
3.1. Problem Solution

Step 1: Determine the initial distribution path of the vehicles. The vehicles all depart
from the distribution center. According to the pre-departure order information, using the
AH-NOA based on k-means clustering to determine the initial plan.

Step 2: Determine whether a dynamic event occurs according to the rolling time
domain. If it does, skip to Step 3, otherwise, end.

Step 3: According to the event occurrence time, the vehicle driving path before the
dynamic event occurs is derived.

Step 4: Dynamic events occur and relevant order information is updated.
Step 5: Problem transformation. Set up a virtual distribution center based on the

location information of vehicles in transit. Integrate undelivered orders and new orders
into a new order requirement. Transforming the single-center DVRP into a new multi-
center SVRP.

Step 6: Determine the vehicle path after the dynamic event occurs. Based on the new
problem obtained in Step 5, the AH-NOA is used to solve it. Use the vehicle path obtained
in Step 3 to replace the path between the distribution center and the virtual distribution
center. Skip to Step 2.

3.2. The AH-NOA Design Based on K-Means Clustering Algorithm
3.2.1. K-Means Clustering Algorithm

The k-means clustering analysis of customers can reduce the decay of commodity
quality and increase customer satisfaction. Because of the integrated consideration of the
commodity’s temperature and customer location, it can make the solution more realistic.

Suppose the location coordinates of the customer (i) and demand temperature interval
of fresh agricultural products are (xi, yi),(lpi, upi), respectively. The clustering distance
between customers i and j is dc

ij
=
∣∣xi − xj

∣∣+ ∣∣yi − yj
∣∣+ tr

∣∣lpi − lpj
∣∣+ tr

∣∣upi − upj
∣∣ [39].

tr denotes the conversion factor between distance and temperature. The specific steps are
as follows:

(1) Import customer location, commodity temperature and tr.
(2) The products are divided into several temperature intervals according to their tem-

perature characteristics while taking into account the customer’s freshness demands.
(3) The initial number of clustering units is determined as qc based on the k-means clus-

tering algorithm, and the qc initial clustering centers are selected in each temperature
control interval.

(4) Under different temperature intervals, calculate the distance from the customer point
to the cluster center and assign the clustered customers to the closest clustered unit.

(5) Add the number of clustering units as qc = qc + 1 and generate new clustering units
and centers.

(6) Repeat (4) and (5) until the cluster centers no longer change.
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3.2.2. Nutcracker Optimizer Algorithm

The nutcracker optimizer algorithm is a swarm intelligence optimization algorithm
proposed in 2023. In the summer and autumn, nutcrackers search for food at random
and choose to transport the better food to a storage area away from the foraging area. In
winter and spring, nutcrackers go to storage areas to find food, which may not necessarily
be their food but may also become the food of others. NOA simulates the foraging and
food storage behavior based on the nutcracker’s ability to find food by relying on spatial
memory mechanisms and achieves the goal of finding the best food.

Heuristic algorithms have good results for solving vehicle routing problems. However,
it has a lack of robustness, and the results are easily influenced by a larger number of pa-
rameters. NOA has the advantages of high accuracy, fast computation and a small number
of parameters. Moreover, due to the characteristics of the problem studied in this paper, a
fast computational algorithm is more beneficial to solve the problem. However, there are
also disadvantages such as the tendency to fall into local optima and slow convergence.
The flow of this algorithm is shown in Figure 3.
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3.2.3. Adaptive Hybrid Nutcracker Algorithm

To address the disadvantages of the NOA, an adaptive hybrid NOA is proposed. To
ensure the diversity of the population, the CW algorithm was used to initialize some of
the solutions. To keep the overall quality of the population, better nutcrackers are selected
to generate new nutcrackers through the genetic operators and local search operators. A
nutcracker winter food search probability and a local optimization avoidance probability
are introduced into the decline function so that it can be adaptively adjusted with iterations.
In this way, the algorithm’s convergence speed can be increased. It is possible to avoid
falling into a local optimum to a certain extent. The AH-NOA flow chart is shown in
Figure 4.
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The specific steps of the AH-NOA are as follows:

(1) Initialize the population. To increase the diversity of solutions, the initial population
is generated in two ways: CW algorithm and random search.

(2) Adaptability function. The total cost is used as the fitness function of the algorithm
(3) Parameter iteration. Pa1 controls the search direction in the storage phase. Pa2

determines the swapping probability between the cache search and recovery phases.
δ avoids getting stuck in a local optimum. The Pa1, Pa2 and δ are improved to
adaptively change with the algorithm running using the following equations:

Pa1 = (iter_max− iter)/iter _max (42)

Pa2 = 1/(1− 1.5(log2(1/iter))) (43)

δ = iter_max−iter+1
√

exp(−iter4/iter_max3)0.05 (44)

(4) Movement strategy. Each nutcracker performed foraging, storing food, searching
for caches and obtaining food behaviors according to Equations (45)–(51), respec-

tively, based on its current food search status.
→
X

iter+1

k denotes the position of the
k nutcracker in the iter generation. Uj and Lj denote the upper and lower bounds
of the nutcracker’s position at the point j. γ is a random number generated from a
levy flight. Xiter

Mj denotes the average position of all nutcrackers at point j in the iter
generation. A,B and C are three nutcrackers randomly selected from the population
to facilitate the search for high-quality food sources. τ1, τ2, r and r1 are real numbers
randomly generated in the interval [0, 1]. µ is randomly generated in the interval [0, 1]
based on a normal distribution.

→
X

iter+1

k =


Xiter

kj τ1 < τ2

Xiter
Mj + γ

(
Xiter

Aj − Xiter
Bj

)
+ µ

(
r2Uj − Lj

)
τ1 ≥ τ2, iter < iter_max/2

Xiter
Cj + µ

(
Xiter

Aj − Xiter
Bj

)
+ µ(r1 < δ)

(
r2Uj − Lj

)
otherwise

(45)
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→
X

iter+1

k =



→
X

iter

k + µ

(→
X

iter

best −
→
X

iter

k

)
|λ|+ r1

(→
X

iter

A −
→
X

iter

B

)
τ1 < τ2

→
X

iter

best + µ

(→
X

iter

A −
→
X

iter

B

)
→
X

iter

bestl

τ1 < τ3
otherwise

(46)

→
RP

iter

k,1 =


→
X

iter

k + α cos(θ)
(→

X
iter

A −
→
X

iter

B

)
+ αRP θ = π/2

→
X

iter

k + α cos(θ)
(→

X
iter

A −
→
X

iter

B

)
otherwise

(47)

→
RP

iter

k,2 =


→
X

iter

k +

(
α cos(θ)

((→
U −

→
L
)

τ3 +
→
L
)
+ αRP

)→
U2 θ = π/2

→
X

iter

k + α cos(θ)
((→

U −
→
L
)

τ3 +
→
L
)→

U2 otherwise
(48)

λ is a random number generated from a levy flight. Xiter
best is the position of the current

optimal nutcracker. τ3 is a randomly generated real number in the interval [0, 1]. l is the

diversity factor of the solution linearly decreasing from 1 to 0.
( →

RP
iter

k,1 ,
→

RP
iter

k,2

)
denotes

the location of the k nutcracker storing food in generation iter.
→
U = (U1, U2, . . . , Uj) and

→
L = (L1, L2, . . . , Lj) denote the range of regions where the nutcracker stores food. RP is a
random location. α avoids the algorithm falling into a local optimum and adjusts according
to Equation (49):

α =

{
(1− iter/iter _max)2iter/iter_max r1 > r2

( iter/iter _max)2/iter otherwise
(49)

→
X

iter+1

k



→
X

iter

k τ7 < τ8, τ3 < τ4orτ5 < τ6
→
X

iter

k + r1

(→
X

iter

best −
→
X

iter

k

)
+ r2

( →
RP

iter

k,1 −
→
X

iter

C

)
τ7 < τ8, τ3 ≥ τ4

→
X

iter

k + r1

(→
X

iter

best −
→
X

iter

k

)
+ r2

( →
RP

iter

k,2 −
→
X

iter

C

)
τ7 < τ8, τ5 ≥ τ6

(50)

→
X

iter+1

k = f−1
(

min
(

f
(→

X
iter

k

)
, f
( →

RP
iter

k,1

)
, f
( →

RP
iter

k,2

)))
(51)

r2, τ4, τ5, τ6, τ7 and τ8 are a randomly generated real number in the interval [0, 1].
Suppose a vehicle departs from distribution center 0 and needs to make a delivery

to customer points 1 and 2. Xiter
1 is the position of the current nutcracker 1 and Xiter

2 is
the position of the current nutcracker 2. If Xiter

1 ≤ Xiter
2 , xwk

12 = 1, xwk
21 = 0 and the order

of vehicle visits is 0 -1-2-0. Otherwise, xwk
12 = 0, xwk

21 = 1 and the order of vehicle visits is
0-2-1-0.

(5) Crossover, mutation and local search behavior. Incorporating the crossover and
mutation operators from the genetic algorithm into the NOA can effectively overcome
the NOA’s lack of global search capability. The key to enhancing the global search
ability is to enhance the diversity of the population, which both genetic operators
can achieve. Therefore, the genetic operator is embedded in the NOA to expand the
solution space and improve the global search capability.

1© Crossover operations
Multiple crossovers can avoid individuals from converging prematurely, but too

many crossovers will destroy some better solutions. In this paper, according to the roulette
strategy, two crosses, OA and OB, are selected. After the two individuals have been crossed,
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the recurring points are deleted, resulting in two new nutcrackers. The process is shown in
Figure 5.
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2©Mutation operation
Select two random positions and directly exchange them to complete the mutation

operation, as shown in Figure 6.
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3© Local search operations
Remove some similar location points based on similarity by using the destruction

operator. Under load capacity and time constraints, removed points are inserted back into
the total cost. The similarity is calculated as Rij = 1/

(
Sij + dij/dij_max

)
, where Sij = 1

means that i and j are not on the same path and Sij = 0 means that i and j are on the same
path, dij_max = max

{
j ∈ Vc, i 6= j

∣∣dij
}

.

(6) Algorithm termination. The algorithm is terminated when the maximum number of
iterations has been reached.

3.2.4. Time Complexity Analysis of AH-NOA

In the base NOA, if the number of populations is n, then when simulating the foraging
and storage behavior, the time magnitude is n. In the cache-search and recovery strategy,
generating the RP matrix needs at most n times and the time magnitude is n. Each
nutcracker has to search for the best food at most iter _max times. The time magnitude
is iter _max. In summary, the time complexity of the NOA is O( (n + n) · iter _max). AH-
NOA adds crossover, mutation and local search behavior to the NOA, which has a time
dimension of n. The time complexity of the AH-NOA is O((n + n) · iter_max + n).

3.2.5. Algorithm Effectiveness Verification

To verify the effectiveness of the algorithm improvements, a comparison experiment
between the basic NOA and AH-NOA was made. Customer location coordinates and
service demands were obtained by improving the Solomon dataset [40]. At the same
time, the temperature intervals and prices for fresh agricultural products are added,
and 12 examples were selected for analysis and comparison. The main parameters are
set as follows: popsize = 50, iter_max = 200, pc = 0.8, pm = 0.1, tr = 1.2. Due to
the high information level of the order, the communication time between the delivery
personnel and the customer is greatly reduced. To simplify the calculation, assume
TSi = 0. The characteristics of the example data set are shown in Table 3. Each set
was calculated 20 times and the best values were chosen, as shown in Table 4. Where
TD denotes total cost, VL denotes loss of value, VN denotes the number of vehicles
and CEC denotes the carbon emissions cost. Gap_c = (TDNOA − TDAH−NOA)/TDNOA,
Gap_g = (CECNOA − CECAH−NOA)/CECNOA.
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Table 3. Dataset characteristics.

Case No. Customer Numbers Temperature Control Interval Price

1–3 40 (−5 ◦C)–(0 ◦C) 10
(1 ◦C)–(6 ◦C) 7

4–6 60 (−5 ◦C)–(0 ◦C) 10
(−13 ◦C)–(−8 ◦C) 15

7–9 80 (−5 ◦C)–(0 ◦C) 10
(1 ◦C)–(6 ◦C) 7

(−13 ◦C)–(−8 ◦C) 15
10–12 100 (−5 ◦C)–(0 ◦C) 10

(1 ◦C)–(6 ◦C) 7
(−13 ◦C)–(−8 ◦C) 15

Table 4. Comparison of algorithm solution results.

No. Name
AH-NOA NOA

Gap_c Gap_g
TD VL CEC VN TD VL CEC VN

1 C101 964 183 203 5 1716 205 235 5 43.82% 13.62%
2 R101 1383 192 341 5 1713 185 428 6 19.26% 20.33%
3 RC101 1812 245 403 7 2540 272 571 9 28.66% 29.42%
4 C102 1746 379 371 6 2150 364 495 8 18.79% 25.05%
5 R102 2226 317 547 8 2896 270 732 10 23.14% 25.27%
6 RC102 3308 422 724 10 3983 357 905 14 16.95% 20.00%
7 C103 2900 398 403 7 3705 407 561 9 21.73% 28.16%
8 R103 3340 299 486 7 4178 325 634 8 20.06% 23.34%
9 RC103 4222 391 632 9 5637 346 893 13 25.10% 29.23%

10 C104 3756 511 545 9 5986 559 972 13 37.25% 43.93%
11 R104 4175 420 705 10 4522 391 860 12 7.67% 18.02%
12 RC104 4943 446 638 9 6374 394 921 13 22.45% 30.73%

Ave 2898 350 500 8 3783 340 684 10 24% 25.59%
t-test −6.035 −6.81 −6.325

p-value 0.000059 0.000019 0.000038

Table 4 shows that the AH-NOA outperforms the NOA in terms of TD, CEC and
VN. In the pathway optimization model with the lowest total cost, the AH-NOA obtained
better results than the NOA. Total costs were optimized by a maximum of 43.82% and an
average of 24%. The carbon emissions costs were optimized by a maximum of 43.93% and
an average of 25.59%. The t-test and p-value analysis showed that the difference between
the calculated TD, CEC and VN for the AH-NOA solution and the NOA was significant.
Therefore, the AH-NOA is an effective improvement to the NOA.

4. Example Analysis
4.1. Example Design

Before delivery begins, the distribution center receives orders from 60 customers,
which are located in different parts of the city. Each customer has different demands and
temperature intervals. The distribution center information is shown in Table 5. The specific
customer demands are shown in Table 6. Customer location, demand and commodity
temperature attributes are randomly generated using the rand() function according to
objective reality. Cap = 200 kg, nt = 32. The hire cost is C1 = 60 CNY. The average vehicle
speed is 50 km/h. Assume a unit fuel emission factor of 2.63 kg/L. Referring to the average
carbon emission trading price on the Beijing, Shanghai and Guangdong exchanges on
19 April 2019, set the unit carbon emission price to 0.1 CNY/kg.
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Table 5. Distribution center information.

X/km Y/km Ts Tf

0 0 8:00 16:00

Table 6. Customer information.

No. X/km Y/km Demand/kg Temperature
Control Interval No. X/km Y/km Demand/kg Temperature Control

Interval

1 −27 −25 8 (−5 ◦C)–(0 ◦C) 31 8 15 23 (−5 ◦C)–(0 ◦C)
2 31 3 11 (1 ◦C)–(6 ◦C) 32 −18 −10 11 (1 ◦C)–(6 ◦C)
3 −4 −29 25 (1 ◦C)–(6 ◦C) 33 29 −24 3 (−5 ◦C)–(0 ◦C)
4 30 −18 12 (−13 ◦C)–(−8 ◦C) 34 25 20 16 (−13 ◦C)–(−8 ◦C)
5 26 −1 2 (−13 ◦C)–(−8 ◦C) 35 21 14 8 (−13 ◦C)–(−8 ◦C)
6 −39 −26 21 (−13 ◦C)–(−8 ◦C) 36 −4 −11 11 (−13 ◦C)–(−8 ◦C)
7 −23 −23 10 (−5 ◦C)–(0 ◦C) 37 34 −12 24 (1 ◦C)–(6 ◦C)
8 −22 2 11 (−13 ◦C)–(−8 ◦C) 38 1 −11 19 (1 ◦C)–(6 ◦C)
9 3 −33 4 (−13 ◦C)–(−8 ◦C) 39 13 8 17 (1 ◦C)–(6 ◦C)

10 9 33 23 (−5 ◦C)–(0 ◦C) 40 20 −27 13 (−5 ◦C)–(0 ◦C)
11 6 12 25 (−5 ◦C)–(0 ◦C) 41 31 −39 18 (1 ◦C)–(6 ◦C)
12 7 1 15 (−13 ◦C)–(−8 ◦C) 42 −20 10 8 (−13 ◦C)–(−8 ◦C)
13 31 0 2 (1 ◦C)–(6 ◦C) 43 −5 −36 3 (−13 ◦C)–(−8 ◦C)
14 −9 −29 16 (−13 ◦C)–(−8 ◦C) 44 −39 17 8 (−13 ◦C)–(−8 ◦C)
15 −27 1 2 (−13 ◦C)–(−8 ◦C) 45 −32 3 17 (1 ◦C)–(6 ◦C)
16 4 14 17 (−5 ◦C)–(0 ◦C) 46 30 −4 25 (1 ◦C)–(6 ◦C)
17 −9 22 19 (−5 ◦C)–(0 ◦C) 47 23 28 6 (1 ◦C)–(6 ◦C)
18 −1 −26 22 (−5 ◦C)–(0 ◦C) 48 −22 5 24 (−13 ◦C)–(−8 ◦C)
19 34 20 18 (1 ◦C)–(6 ◦C) 49 21 −22 4 (−13 ◦C)–(−8 ◦C)
20 11 −15 24 (1 ◦C)–(6 ◦C) 50 18 28 25 (1 ◦C)–(6 ◦C)
21 −32 −32 12 (−13 ◦C)–(−8 ◦C) 51 9 16 13 (−5 ◦C)–(0 ◦C)
22 2 34 5 (−13 ◦C)–(−8 ◦C) 52 −5 −30 15 (1 ◦C)–(6 ◦C)
23 10 9 18 (1 ◦C)–(6 ◦C) 53 −9 −1 19 (−13 ◦C)–(−8 ◦C)
24 −24 −32 22 (−13 ◦C)–(−8 ◦C) 54 −29 30 7 (1 ◦C)–(6 ◦C)
25 −30 −18 12 (−5 ◦C)–(0 ◦C) 55 −38 −22 7 (−5 ◦C)–(0 ◦C)
26 9 −9 12 (−13 ◦C)–(−8 ◦C) 56 −16 −37 13 (−13 ◦C)–(−8 ◦C)
27 −18 28 11 (−13 ◦C)–(−8 ◦C) 57 6 −24 9 (1 ◦C)–(6 ◦C)
28 −33 21 6 (1 ◦C)–(6 ◦C) 58 17 1 7 (−13 ◦C)–(−8 ◦C)
29 16 −37 22 (−13 ◦C)–(−8 ◦C) 59 −37 40 11 (1 ◦C)–(6 ◦C)
30 −40 6 18 (−5 ◦C)–(0 ◦C) 60 −14 38 19 (1 ◦C)–(6 ◦C)

4.2. Example Solution and Results Analysis
4.2.1. Temperature Sensitivity Analysis

Fresh commodities have different sensitivity coefficients at different temperatures,
which leads to differences in the value loss. Using the example R108, the temperature
control cost and value loss under the temperature range (1 ◦C)–(6 ◦C), (−5 ◦C)–(0 ◦C) and
(−13 ◦C)–(−8 ◦C) were calculated. The results are shown in Figure 7.

Figure 7 shows that the temperature control cost and value loss both change with
temperature, but they are both paradoxical. When the temperature is at the left end of
the interval, the value loss is the smallest and the temperature control cost is the largest.
Conversely, when the temperature is the right endpoint of the interval, the commodity
is at a higher temperature. The loss is the largest and the temperature control cost is
the smallest. This indicates that under a constant external temperature, the value loss
gradually increases and the temperature control cost gradually decreases with increasing
temperature. The value loss and temperature control costs were different in the increase or
decrease during the temperature change. Based on the Pareto optimal principle [41], the
optimal temperature in the temperature control intervals (1 ◦C)–(6 ◦C), (−5 ◦C)–(0 ◦C) and
(−13 ◦C)–(8 ◦C) are 3 ◦C, −3 ◦C and −11 ◦C, respectively. When the temperature is at its
optimum, adjusting the temperature up or down does not result in an optimum.
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4.2.2. Carbon Emissions Impact on GCVRPDD

To research the impact of carbon emission cost on the dynamic vehicle routing problem,
this paper uses the AH-NOA to solve the dynamic vehicle routing problem, considering
carbon emissions and not considering carbon emissions, respectively. The algorithm
parameters used are the same. The relevant parameters are C2 = 5.2 CNY/km and
fkw = 0.12 L/km. The algorithm was programmed using Matlab R2016a and implemented
running on Windows 10, 8 G and 2.80 GHz.

(1) Results and Analysis of the Initial Scheme

(a) Results of Initial Scheme

The AH-NOA was used to solve the vehicle path problem with and without consider-
ing carbon emissions. The initial distribution path is shown in Figure 8. Figure 8a shows
that eight vehicles were dispatched. Figure 8b shows that nine vehicles were dispatched.
There are some differences in the vehicle paths for the two distribution schemes, which
are mainly due to whether or not carbon costs are taken into account. The specific routes
for the two distribution schemes are shown in Tables 6 and 7, respectively. The stars in
Figure 8 represent distribution centers and the dots represent customer points.
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Table 7. Initial route considering the carbon emission costs.

Vehicle Serial No. Pathway Temperature Control Interval

1 0−>45−>28−>59−>60−>54−>0 (1 ◦C)–(6 ◦C)
2 0−>3−>52−>32−>57−>41−>37−>0
3 0−>23−>50−>47−>39−>19−>2−>13−>46−>20−>38−>0
4 0−>33−>40−>18−>7−>1−>55−>25−>0 (−5 ◦C)–(0 ◦C)
5 0−>11−>16−>31−>51−>10−>17−>30−>0
6 0−>49−>14−>56−>24−>21−>6−>15−>8−>48−>53−>0 (−13 ◦C)–(−8 ◦C)
7 0−>43−>9−>29−>4−>5−>34−>12−>58−>0
8 0−>26−>36−>42−>44−>27−>22−>35−>0

(b) Results Comparison

Comparing Tables 7 and 8, it can be seen that there are significant differences in the
paths of the two schemes. There is a significant difference in the order of delivery customers.
The carbon emission cost, value loss and total cost have obvious changes, as shown in
Table 9. As can be seen from Table 9, the distribution scheme, considering the carbon
emission cost, is CNY 119 more in value loss than without considering. However, the
carbon emission cost decreased by 9.9%, while the transportation cost and total cost also
decreased by 9.7% and 10.1%, respectively. This is largely attributable that the distribution
scheme, considering carbon emission costs, needs to provide priority delivery to customers
with larger loads. Although this causes an increase in value loss, it achieves a lower
carbon emission cost and total cost during the shelf life of the commodity. Therefore,
distribution schemes considering the carbon emission costs must reduce carbon emissions
while minimizing the total cost.

Table 8. Initial route without considering the carbon emission costs.

Vehicle Serial No. Pathway Temperature Control Interval

1 0−>38−>20−>3−>52−>46−>23−>0 (1 ◦C)–(6 ◦C)
2 0−>2−>13−>37−>41−>57−>0
3 0−>39−>19−>47−>50−>60−>0
4 0−>32−>45−>28−>59−>54−>0
5 0−>7−>1−>25−>55−>30−>0 (−5 ◦C)–(0 ◦C)
6 0−>11−>16−>31−>51−>10−>17−>0
7 0−>33−>40−>18−>0
8 0−>8−>15−>6−>21−>24−>56−>14−>12−>0 (−13 ◦C)–(−8 ◦C)
9 0−>36−>43−>29−>9−>49−>4−>0

Table 9. Cost comparison of two distribution schemes.

Distribution Scheme VN CEC VL TrC TC

Considering the carbon emission costs 8 599 318 370 2535
Without considering the carbon emission costs 9 665 237 410 2821

(2) Adjustment and Comparison Analysis of Pathway under Real-time Information
During the vehicle operation, the dispatch center receives information on all dynamic

events, as shown in Table 10. To simplify the calculation, it is assumed that dynamic events
only occur within a certain interval.

Dynamic events occur at [8:45, 9:00]. According to the dynamic adjustment strategy,
the current dynamic event is adjusted in the next time slice based on the rolling time
domain division. Thus, the dynamic event handling time slice is at [9:15, 9:30]. Based on
the updated demand information, the AH-NOA is used to solve the GCVRPDD separately.
The distribution route scheme is shown in Figure 9. As can be seen in Figure 9, vehicles
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complete their tasks according to the new route arrangement. The specific routes are shown
in Table 11.

Table 10. Dynamic event information.

No. Customer No. X/km Y/km Dynamic Time Dynamic Event Temperature Control
Interval

1 61 27 −2 8:46 New customer point
demand 19 kg (1 ◦C)–(6 ◦C)

2 62 −22 −15 8:49 New customer point
demand 18 kg (−13 ◦C)–(−8 ◦C)

3 63 −22 −14 8:50 New customer point
demand 10 kg (−13 ◦C)–(−8 ◦C)

4 50 18 28 8:52 Demand reduced by 10 kg (1 ◦C)–(6 ◦C)
5 28 −33 21 8:58 Demand increased by 5 kg (1 ◦C)–(6 ◦C)
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Table 11. Specific distribution routes after change under the two distribution schemes.

Distribution
Scheme Vehicle Serial No. Pathway Temperature Control

Interval

Considering the
carbon emission

costs

1 0−>28−>60−>59−>54−>0 (1 ◦C)–(6 ◦C)
2 0−>3−>52−>32−>57−>20−>38−>0

3 0−>23−>50−>47−>39−>41−>37−>61−>46−>13
−>2−>19−>0

6 0−>49−>14−>21−>6−>63−>24−>56−>0 (−13 ◦C)–(−8 ◦C)
7 0−>43−>9−>29−>4−>0
8 0−>26−>36−>42−>44−>15−>8−>48−>62−>0
9 0−>35−>34−>22−>58−>12−>53−>27−>0
10 0−>5−>0

Without considering
the carbon emission

costs

1 0−>38−>20−>3−>52−>46−>61−>0 (1 ◦C)–(6 ◦C)
2 0−>2−>13−>37−>41−>57−>0
3 0−>39−>19−>47−>0
4 0−>32−>45−>28−>50−>23−>0
13 0−>60−>54−>59−>0
8 0−>8−>15−>6−>63−>21−>0 (−13 ◦C)–(−8 ◦C)
9 0−>36−>43−>29−>44−>0
10 0−>34−>35−>26−>49−>4−>0
11 0−>22−>27−>48−>42−>53−>12−>0
12 0−>5−>58−>62−>24−>56−>14−>9−>0
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Comparing Figure 9a,b, it can be seen that the two distribution schemes are completely
different. There are also significant differences in the costs of each distribution. This is
shown in Table 12. It can be seen from Table 12 that the distribution scheme considering
carbon emissions increased in value loss by CNY 105 and decreased the transportation cost
and total cost by 6.4% and CNY 36, respectively. Although there is a significant value loss,
this loss is still within the goods freshness and the distribution scheme considering carbon
emissions is 6.3% lower in carbon emissions, which is good for the positive corporate social
image and corporate future development. The examples used are universally applicable
because they are randomly generated based on actual situations. The above comparison
can demonstrate that considering carbon emissions in the dynamic vehicle path can reduce
carbon emissions and total cost. The AH-NOA can effectively solve the GCVRPDD. By
comparing the initial route and adjusted costs of the two schemes, it was found that the
distribution scheme considering carbon emissions had a greater change in the number of
vehicles, carbon emission costs, transport costs and total costs. This is shown in Table 13.

Table 12. Cost comparison of two distribution schemes after dynamic events.

Distribution Scheme VN CEC VL TrC TC

Considering the carbon emission costs 10 667 320 412 2823
Without considering the carbon emission costs 13 712 215 440 2859

Table 13. The extent of cost changes before and after distribution program adjustments.

Distribution Scheme Increased Number
of Vehicles Increased CEC Increased TrC Increased TC

Considering the carbon emission costs 2 68 42 288
Without considering the carbon emission costs 1 47 30 38

5. Conclusions

This paper researches GCVRPDD based on the AH-NOA. Firstly, through the analysis
of the problem, using virtual customer points to transform dynamic vehicle paths into
SVRP based on the rolling time domain, and construct a two-stage GCVRPDD model with
the goals of minimizing vehicle dispatch costs, transport costs, temperature control costs,
value loss and carbon emissions costs. Secondly, the AH-NOA is designed according to
the model characteristics and improvements are made to reduce its disadvantages. The
CW algorithm is added to initialize partial solutions to ensure population diversity. Better
nutcrackers are selected to ensure the overall quality of the population by generating
new nutcrackers. The decay function is introduced to improve the convergence speed
of the algorithm and to avoid falling into a local optimum. The algorithm is compared
with the original NOA to verify the effectiveness and reasonableness of the algorithm
improvements. According to the algorithm and the model, it found the optimal temperature
in three different temperature control intervals. Finally, the GCVRPDD is solved based
on two different distribution schemes. The results show that the distribution scheme
considering carbon emission costs, while higher in value loss, is lower in carbon emissions
and total costs and has a significantly fewer number of vehicles. Considering the carbon
emission cost in DVRP can lead to a significant increase in carbon emissions, transport
costs and total costs compared to SVRP. This is because the quality of fresh agricultural
products declines as the vehicle time in transit increases. To reduce the value loss of fresh
agricultural products, companies need to generate more carbon emissions to meet customer
demand, resulting in increased carbon emissions costs, transportation costs and total costs.
However, with the emergence of diversity in consumer demand, it is more realistic to
consider carbon emissions in dynamic delivery. At the same time, the AH-NOA adds a
new solution method to dynamic vehicle path optimization.
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Future research will focus on the effects of distribution vehicle temperature dynamics,
customer time windows, customer satisfaction and other factors to make the problem
more realistic.

Author Contributions: D.W.: Supervision, Methodology and Writing—original draft. R.Y.: Formal
analysis, Validation, Software and editing. H.J.: Conceptualization, Funding acquisition. F.C.:
Resources. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the China National Social Science Fund Project “Study on
dynamic optimization of urban main and non-staple food reserve and supply system under abnormal
conditions” (No. 22BGL274), and the Major Projects of the National Social Science Foundation of
China (No. 22ZDA058).

Data Availability Statement: All experimental data in this paper comes from https://people.idsia.
ch//~luca/macs-vrptw/problems/welcome.htm (accessed on 10 March 2023.)

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Hsu, C.-I.; Chen, W.-T.; Wu, W.-J. Optimal delivery cycles for joint distribution of multi-temperature food. Food Control 2013,

34, 106–114. [CrossRef]
2. Gharehyakheh, A.; Krejci, C.C.; Cantu, J.; Rogers, K.J. A Multi-Objective Model for Sustainable Perishable Food Distribution

Considering the Impact of Temperature on Vehicle Emissions and Product Shelf Life. Sustainability 2020, 12, 6668. [CrossRef]
3. Wu, D.; Wu, C. Research on the Time-Dependent Split Delivery Green Vehicle Routing Problem for Fresh Agricultural Products

with Multiple Time Windows. Agriculture 2022, 12, 793. [CrossRef]
4. Zhang, B. The Optimization of Distribution Path of Fresh Cold Chain Logistics Based on Genetic Algorithm. Comput. Intell.

Neurosci. 2022, 2022, 4667010. [CrossRef] [PubMed]
5. Xiancheng, Z.; Kaijun, Z.; Li, W.; Changshi, L.; Xingbin, H. Review of green vehicle routing model and its algorithm in logistics

distribution. Syst. Eng.-Theory Pract. 2021, 41, 213–230.
6. Jin-liang, Z.; Chao, L. Research on Dynamic Distribution Vehicle Route Optimization under the Influence of Carbon Emission.

Chin. J. Manag. Sci. 2022, 30, 184–194.
7. Elgharably, N.; Easa, S.; Nassef, A.; El Damatty, A. Stochastic Multi-Objective Vehicle Routing Model in Green Environment with

Customer Satisfaction. IEEE Trans. Intell. Transp. Syst. 2022, 24, 1337–1355. [CrossRef]
8. Bruglieri, M.; Ferone, D.; Festa, P.; Pisacane, O. A GRASP with penalty objective function for the Green Vehicle Routing Problem

with Private Capacitated Stations. Comput. Oper. Res. 2022, 143, 105770. [CrossRef]
9. Xian-cheng, Z.; Yang, L.; Cai-hong, H.; Chang-shi, L.; Kun, Y. Multi-depot green vehicle routing model and its optimization

algorithm with time-varying speed. Control. Decis. 2022, 37, 473–482.
10. Li, J.; Zhang, J.H. Practice Vehicle routing problem with time windows based on carbon emissions and speed optimization. Syst.

Eng.-Theory Pract. 2014, 34, 3063–3072.
11. Cai, L.; Lv, W.; Xiao, L.; Xu, Z. Total carbon emissions minimization in connected and automated vehicle routing problem with

speed variables. Expert Syst. Appl. 2021, 165, 113910. [CrossRef]
12. Yin, F.; Zhao, Y. Optimizing vehicle routing via Stackelberg game framework and distributionally robust equilibrium optimization

method. Inf. Sci. 2021, 557, 84–107. [CrossRef]
13. Yang, J.; Jaillet, P.; Mahmassani, H. Real-time multivehicle truckload pickup and delivery problems. Transp. Sci. 2004, 38, 135–148.

[CrossRef]
14. Zhang, T.; Lai, P.Z.; He, Q.F.; Jin, Z.H. Optimization of Dynamic Vehicle Routing of Urban Distribution Based on the Real-time

Information. Syst. Eng. 2015, 33, 58–64.
15. Guo, X.; Samaranayake, S. Shareability network based decomposition approach for solving large-scale single school routing

problems. Transp. Res. Part C-Emerg. Technol. 2022, 140, 103691. [CrossRef]
16. Pan, W.; Liu, S.Q. Deep reinforcement learning for the dynamic and uncertain vehicle routing problem. Appl. Intell. 2023,

53, 405–422. [CrossRef]
17. Kucuk, M.; Yildiz, S.T. Constraint programming-based solution approaches for three-dimensional loading capacitated vehicle

routing problems. Comput. Ind. Eng. 2022, 171, 108505. [CrossRef]
18. Aydinalp Birecik, Z.; Oezgen, D. An interactive possibilistic programming approach for green capacitated vehicle routing problem.

Neural Comput. Appl. 2023, 35, 9253–9265. [CrossRef]
19. Wang, S.; Mei, Y.; Zhang, M.; Yao, X. Genetic Programming With Niching for Uncertain Capacitated Arc Routing Problem. IEEE

Trans. Evol. Comput. 2022, 26, 73–87. [CrossRef]
20. Souza, I.P.; Boeres, M.C.S.; Moraes, R.E.N. A robust algorithm based on Differential Evolution with local search for the Capacitated

Vehicle Routing Problem. Swarm Evol. Comput. 2023, 77, 101245. [CrossRef]

https://people.idsia.ch//~luca/macs-vrptw/problems/welcome.htm
https://people.idsia.ch//~luca/macs-vrptw/problems/welcome.htm
https://doi.org/10.1016/j.foodcont.2013.04.003
https://doi.org/10.3390/su12166668
https://doi.org/10.3390/agriculture12060793
https://doi.org/10.1155/2022/4667010
https://www.ncbi.nlm.nih.gov/pubmed/35958774
https://doi.org/10.1109/TITS.2022.3156685
https://doi.org/10.1016/j.cor.2022.105770
https://doi.org/10.1016/j.eswa.2020.113910
https://doi.org/10.1016/j.ins.2020.12.057
https://doi.org/10.1287/trsc.1030.0068
https://doi.org/10.1016/j.trc.2022.103691
https://doi.org/10.1007/s10489-022-03456-w
https://doi.org/10.1016/j.cie.2022.108505
https://doi.org/10.1007/s00521-022-08180-7
https://doi.org/10.1109/TEVC.2021.3095261
https://doi.org/10.1016/j.swevo.2023.101245


Agriculture 2023, 13, 1430 21 of 21

21. Eltoukhy, A.E.E.; Hussein, M.; Xu, M.; Chan, F.T.S. Data-driven Game-theoretic Model Based on Blockchain for Managing
Resource Allocation and Vehicle Routing in Modular Integrated Construction. Int. J. Prod. Res. 2022, 61, 4472–4502. [CrossRef]

22. Song, W.; Yuan, S.; Yang, Y.; He, C. A Study of Community Group Purchasing Vehicle Routing Problems Considering Service
Time Windows. Sustainability 2022, 14, 6968. [CrossRef]

23. Wu, L.-J.; Chen, Z.-G.; Chen, C.-H.; Li, Y.; Jeon, S.-W.; Zhang, J.; Zhan, Z.-H. Real Environment-Aware Multisource Data-
Associated Cold Chain Logistics Scheduling: A Multiple Population-Based Multiobjective Ant Colony System Approach. IEEE
Trans. Intell. Transp. Syst. 2022, 23, 23613–23627. [CrossRef]

24. Futalef, J.P.; Munoz-Carpintero, D.; Rozas, H.; Orchard, M.E. An online decision-making strategy for routing of electric vehicle
fleets q. Inf. Sci. 2023, 625, 715–737. [CrossRef]

25. Vieira, B.S.; Ribeiro, G.M.; Bahiense, L. Metaheuristics with variable diversity control and neighborhood search for the Het-
erogeneous Site-Dependent Multi-depot Multi-trip Periodic Vehicle Routing Problem. Comput. Oper. Res. 2023, 153, 106189.
[CrossRef]

26. Voigt, S.; Frank, M.; Fontaine, P.; Kuhn, H. Hybrid adaptive large neighborhood search for vehicle routing problemswith depot
location decisions. Comput. Oper. Res. 2022, 146, 105856. [CrossRef]

27. Abbaspour, S.; Aghsami, A.; Jolai, F.; Yazdani, M. An integrated queueing-inventory-routing problem in a green dual-channel
supply chain considering pricing and delivery period: A case study of construction material supplier. J. Comput. Des. Eng. 2022,
9, 1917–1951. [CrossRef]

28. Wang, Y.; Ran, L.; Guan, X.; Fan, J.; Sun, Y.; Wang, H. Collaborative multicenter vehicle routing problem with time windows and
mixed deliveries and pickups. Expert Syst. Appl. 2022, 197, 116690. [CrossRef]

29. Abdel-Basset, M.; Mohamed, R.; Jameel, M.; Abouhawwash, M. Nutcracker optimizer: A novel nature-inspired metaheuristic
algorithm for global optimization and engineering design problems. Knowl.-Based Syst. 2023, 262, 110248.

30. Demir, E.; Bektas, T.; Laporte, G. A comparative analysis of several vehicle emission models for road freight transportation.
Transp. Res. Part D-Transp. Environ. 2011, 16, 347–357. [CrossRef]

31. Suzuki, Y. A dual-objective metaheuristic approach to solve practical pollution routing problem. Int. J. Prod. Econ. 2016,
176, 143–153. [CrossRef]

32. Zhou, X.C.; Liu, C.S.; Zhou, K.J.; He, C.H.; Huang, X.B. Improved ant colony algorithm and modelling of time-dependent green
vehicle routing problem. J. Manag. Sci. China 2019, 22, 57–68.

33. Ghare, P.M.; Schrader, G.H. A model for exponentially decaying inventory system. Int. J. Prod. Res. 1963, 21, 449–460.
34. Hsu, C.-I.; Hung, S.-F.; Li, H.-C. Vehicle routing problem with time-windows for perishable food delivery. J. Food Eng. 2007,

80, 465–475. [CrossRef]
35. Leng, L.; Zhang, J.; Zhang, C.; Zhao, Y.; Wang, W.; Li, G. Decomposition-based hyperheuristic approaches for the bi-objective cold

chain considering environmental effects. Comput. Oper. Res. 2020, 123, 105043. [CrossRef]
36. Wang, J.; Liu, H.; Zhao, R. The optimization of cold chain operation based on fresh food safety. Syst. Eng.-Theory Pract. 2018,

38, 122–134.
37. Kilby, P.; Prosser, P.; Shaw, P. Dynamic VRPs: A Study of Scenarios. Univ. Strathclyde Tech. Rep. 1998, 1.
38. Montemanni, R.; Gambardella, L.M.; Rizzoli, A.E.; Donati, A. Ant colony system for a dynamic vehicle routing problem. J. Comb.

Optim. 2005, 10, 327–343. [CrossRef]
39. Wang, Z. Delivering meals for multiple suppliers: Exclusive or sharing logistics service. Transp. Res. Part E-Logist. Transp. Rev.

2018, 118, 496–512. [CrossRef]
40. Solomon, M. Algorithms for the vehicle routing and scheduling problem with time window constarints. Oper. Res. 1987,

35, 254–265. [CrossRef]
41. Ishibuchi, H.; Setoguchi, Y.; Masuda, H.; Nojima, Y. Performance of Decomposition-Based Many-Objective Algorithms Strongly

Depends on Pareto Front Shapes. IEEE Trans. Evol. Comput. 2017, 21, 169–190. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1080/00207543.2022.2154406
https://doi.org/10.3390/su14126968
https://doi.org/10.1109/TITS.2022.3203629
https://doi.org/10.1016/j.ins.2022.12.108
https://doi.org/10.1016/j.cor.2023.106189
https://doi.org/10.1016/j.cor.2022.105856
https://doi.org/10.1093/jcde/qwac089
https://doi.org/10.1016/j.eswa.2022.116690
https://doi.org/10.1016/j.trd.2011.01.011
https://doi.org/10.1016/j.ijpe.2016.03.008
https://doi.org/10.1016/j.jfoodeng.2006.05.029
https://doi.org/10.1016/j.cor.2020.105043
https://doi.org/10.1007/s10878-005-4922-6
https://doi.org/10.1016/j.tre.2018.09.001
https://doi.org/10.1287/opre.35.2.254
https://doi.org/10.1109/TEVC.2016.2587749

	Introduction 
	Problem Description and Model Construction 
	Problem Description 
	Vehicle Fuel Consumption Model 
	Fresh Agricultural Products Quality Attenuation Model 
	Temperature Cost Model 
	Green Capacitated Vehicle Routing Problem with Dynamic Demand Model 
	Initial Stage 
	Dynamics Adjustment Stage 


	Problem Solution and Algorithm Design 
	Problem Solution 
	The AH-NOA Design Based on K-Means Clustering Algorithm 
	K-Means Clustering Algorithm 
	Nutcracker Optimizer Algorithm 
	Adaptive Hybrid Nutcracker Algorithm 
	Time Complexity Analysis of AH-NOA 
	Algorithm Effectiveness Verification 


	Example Analysis 
	Example Design 
	Example Solution and Results Analysis 
	Temperature Sensitivity Analysis 
	Carbon Emissions Impact on GCVRPDD 


	Conclusions 
	References

