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Abstract: The excavation of the ocean has led to the submersion of numerous autonomous vehicles
and sensors. Hence, there is a growing need for multi-user underwater acoustic communication.
On the other hand, due to the limited bandwidth of the underwater acoustic channel, downlink
non-orthogonal multiple access (NOMA) is one of the fundamental pieces of technology for solving
the problem of limited bandwidth, and it is expected to be beneficial for many modern wireless
underwater acoustic applications. NOMA downlink underwater acoustic communication (UWA)
is accomplished by broadcasting data symbols from a source station to several users, which uses
superimposed coding with variable power levels to enable detection through successive interference
cancellation (SIC) receivers. Nevertheless, comprehensive information of the channel condition
and channel state information (CSI) are both essential for SIC receivers, but they can be difficult
to obtain, particularly in an underwater environment. To address this critical issue, this research
proposes downlink underwater acoustic communication using a deep neural network utilizing a 1D
convolution neural network (CNN). Two cases are considered for the proposed system in the first
case: in the first case, two users with different power levels and distances from the transmitter employ
BPSK and QPSK modulations to support multi-user communication, while, in the second case, three
users employ BPSK modulation. Users far from the base station receive the most power. The base
station uses superimposed coding. The BELLHOP ray-tracing algorithm is utilized to generate the
training dataset with user depth and range modifications. For training the model, a composite signal
passes through the samples of the UWA channel and is fed to the model along with labels. The DNN
receiver learns the characteristic of the UWA channel and does not depend on CSI. The testing CIR
is used to evaluate the trained model. The results are compared to the traditional SIC receiver. The
DNN-based DL NOMA underwater acoustic receiver outperformed the SIC receiver in terms of BER
in simulation results for all the modulation orders.

Keywords: multi-user underwater acoustic communication; non-orthogonal multiple access;
successive interference cancellation; deep neural network; 1D convolution neural network

1. Introduction

In the past few decades, the growing demand for ocean exploration has set up the
deployment of underwater sensors, autonomous vehicles, and base stations, resulting in
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the formation of underwater wireless sensor networks (UWSNs) [1]. They work collec-
tively to meet all requirements, including monitoring the ocean, warning for disaster, oil
exploration, and observing marine life. All devices must communicate with each other
and the base station for effective functioning [2]. Conventionally, the best-suited signal
for wireless communication in ocean environments is an acoustical signal due to its long-
distance communication and reliable transmission. However, the ocean’s characteristics,
such as its large delay spread, Doppler variations, ambient noise, and path loss, make
underwater acoustic wireless communication challenging [3]. Furthermore, multi-user
communication introduces multi-user interference, which makes signal decoding more
difficult. Multi-user detection has attracted many researchers compared to point-to-point
communication. Similarly, research has been conducted on a next-generation network that
focuses on interference cancellation [4–8]. In addition, research has also been conducted on
designing an optimized algorithm for resource allocation and positioning for multi-user
communication [9]. Furthermore, energy-efficient beamforming for an IoT system based
on NOMA has also been proposed [10].

Underwater acoustic multi-user communication can mainly be distributed into two
broad groupings, namely, orthogonal multiple access (OMA) and non-orthogonal multiple
access (NOMA). Orthogonal multiple access can be realized using time-division multiple
access (TDMA) [11,12]. TDMA provides reliability but it limits the data rate by increasing
the number of users/nodes. Another orthogonal technique assigns a PN (pseudo-random)
code to each user, known as code-division multiple access (CDMA). CDMA has gained
the attention of many researchers [13–16]. In CDMA, the PN sequence loses orthogonality
due to the selectivity of the frequency/time, and the time-varying nature of an underwater
acoustic channel, which results in multiple access interference (MAI). Alternatively, or-
thogonal frequency-division multiplexing (OFDM) is also used in multi-user UWA uplink
and downlink communication for higher data rates [17–19]. In addition, many chirp-
spread-spectrum-based multi-user hydro-acoustic wireless communication waveforms are
proposed in [20–22].

Extensive study has been conducted on the topic of spectral efficiency in the context
of underwater acoustic communication [23–28]. On the other hand, non-orthogonal multi-
user UWA communication has gained the attention of researchers because of its spectral
efficiency [29,30]. Since the UWA channel is bandwidth-limited and, therefore, has a
massive number of sensor nodes, AUVs can only be accommodated by using a spectrally
efficient manner. One of the methods to achieve NOMA is by transmitting the multi-user
signal by superimposing codes. The authors in [18] proposed superposition coding and
OFDM modulation for downlink multi-user underwater acoustic communication while
utilizing statistical channel state information (CSI). The receiver required interference
cancellation to correctly decode the signal. The node with a poor channel condition is
allocated the maximum power; therefore, it can decode the signal directly while the other
node with a good channel condition and with a lower power level first subtracts the
interference from the first user and then decodes the signal. In addition to successive
interference cancellation, time-reversal and decision feedback equalizer (DFE) is also used
for decoding NOMA multi-user underwater acoustic communication [31]. The authors
in [32] presented a soft SIC receiver for the multi-user UWA communication system. The
receiver works on the principle of block-wise detection. First, the channel estimated for
each user with data from multiple users are decoded according to the signal-to-interference
ratio (SNIR) and the signal is further processed using SIC, PTR, and turbo equalizers. The
productivity of the SIC receiver is highly dependent on the correct channel estimation and
reconstruction of multiple paths and MAI to subtract; therefore, far users or users with poor
channel conditions can be decoded correctly which is difficult sometimes in the underwater
environment. Recently, many deep-neural-network-based receivers for the detection of
multi-user data are proposed for terrestrial wireless communication. The authors in [33]
proposed a DNN-based receiver for multiple-in multiple-out (MIMO) non-orthogonal
multiple-access downlink communication. Similarly, DNN-based receivers are also proven
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to be effective for uplink wireless communication systems [34]. In addition, soft successive
interference cancellation using deep-neural-network-based receivers is also proposed by
the researchers [35,36].

The application of deep neural networks has gone beyond computer vision and has
proven to be effective in numerous areas of research including signal processing [37–39].
In many communication and related fields, a neural network is employed [40,41]. It
has also grabbed the attention of underwater acoustic communication [42–45]. A single-
carrier communication receiver for a time-varying UWA channel using deep learning
is presented by the authors [46]. The authors in [47] used a bi-directional long short-
term memory (LSTM) deep learning (DL)-based receiver for cyclic shift keying spread
spectrum UWA point-to-point communication. The results demonstrate that the proposed
receiver performed better than the conventional receiver when trained properly. An M-
ary spread spectrum using LSTM is proposed in [48]. In addition, a DL-based receiver
for multi-carrier underwater acoustic communication is also proposed [49,50]. DL-based
receivers for OFDM UWA communication are proposed in [51,52]. The convolutional
neural network (CNN) OFDM receiver with a skipped connection presented in [49] shows
better performance than the conventional receivers and fully connected DNN receivers.
The focus of deep learning in UWA is on point-to-point communication; therefore, this
article proposes multi-user UWA communication using DNN. The main contribution of
this research is to design a downlink NOMA deep-neural-network-based underwater
acoustic communication receiver by employing a widely used DNN architecture, namely,
1D CNN. The proposed model uses a black-box approach in which the receiver is fed with
the composite received signal that is trained with appropriate labels. The main advantage
of the proposed receiver model is that it does not require channel estimation and the
reconstruction of multipath and multiple-access interferences to decode users having poor
SINR. In addition, the proposed receiver is trained to learn the complex underwater channel
characteristics; therefore, it can decode the signal not only in the presence of a large delay
and Doppler spread, but also in high multi-user interference. Furthermore, the proposed
method is not prone to error propagation, unlike SIC receivers. The results of the proposed
DL-based receiver are compared to the conventional SIC receiver. The results show that the
proposed 1D-CNN-based DL NOMA receiver completely outperformed the conventional
SIC receiver without the need of channel state information.

The rest of the paper is organized as follows: Section 2 describes the downlink NOMA
underwater acoustic communication. The theory of a deep neural network using this is
discussed in Section 3. In Section 4, the proposed receiver design method based on 1D
CNN is explained. In addition, the dataset generation procedure to train the DNN is
introduced in Section 5. Moreover, Section 6 provides an analysis on the training results of
the proposed model. Furthermore, the real-time simulation and results are discussed in
Section 7, and, finally, the article is concluded.

2. Downlink NOMA Underwater Acoustic Communication

The downlink underwater acoustic communication may be achieved by considering a
scenario where a single source node is required to broadcast data to many nodes located
at varying distances and depths from the source, as illustrated in Figure 1. The use of
superimposed coding and power domain NOMA techniques is employed to achieve
downlink communication. Figure 2 depicts the superimposed coding vector diagram in
scenarios where both users employ BPSK modulation, one user employs BPSK while the
other utilizes QPSK modulation, and both users employ QPSK modulation. Initially, the
signal is modulated, and, subsequently, the multi-user signal is multiplexed through the use
of superposition coding. The allocation of power for each user is influenced by the channel
parameter and the receiver’s range or depth. The SIC approach is employed when the
receiver encounters channel impairments, such as multipath, delay spread, and multi-user
interference. The receiver characterized by a lower channel gain is subjected to decoding,
and a significant portion of power is allotted to this receiver. Conversely, the remaining
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receivers receive a smaller power allocation and are regarded as sources of interference
for the primary receiver. Following the correct decoding of the signal with the application
of increased power, the signal is subsequently reconstructed. The reconstructed signal is
modulated and convolved with the estimated channel to eliminate multipath interference.
Subsequently performing the subtraction operation among the reconstructed signal and the
received signal, the decoded data after the demodulation of the user with less power are
obtained. The aforementioned process is iterated until the recipient is able to decode the
intended information. SIC stands out as a very efficient multiple-access technique when
considering its impact on uplink and downlink multi-user communication.
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Consider a downlink multi-user UWA communication scenario where there is a
total M number of users/node and a single source node. The signal of the nth receiver
at the source node is denoted as sn(t), where n = 1, 2, 3 . . . M. The user’s allocation
power coefficient can be expressed as pn, while the overall transmission power is the
summation of all the power allocation coefficients can be represented by P, where P =
p1 + p2 + p3 + . . . + pM. Based on the aforementioned assumption, the composite transmit
signal in the presence of AWGN w(t) can be equated as:

sM(t) =
M

∑
n=1

√
pnsn(t) + w(t) (1)

The composite signal in Equation (1) obtained after a transmission over an underwater
acoustic channel is mathematically given as:

y(t) = h(t)⊗
M

∑
n=1

√
pnsn(t) + w(t) (2)

In the framework of symbol detection employing the SIC algorithm, the primary focus
is on detecting the user with the highest power level, while considering all other users as
sources of interference. The equations presented herein can be employed for the purpose
of determining and decoding the information referring to user 2, while simultaneously
mitigating the interference produced by user 1:

ŝ1 = arg min
s1∈q

|y−√p1h1s1| (3)

The variable q represents the constellation point. Ultimately, the detection of the
second user’s symbols can be achieved by the use of the maximum likelihood criterion.
Equation (4) can be implemented to eliminate the influence of user 2 on the composite
signal:

ŝ2 = arg min
s2∈q

|(yk −
√

p1hk ŝ1)−
√

p1hks2| (4)

As observed in Figure 3, the SIC method is repeated in an iterative manner until the
decoding of the signal associated with the user p is achieved. This objective can be achieved
by making a hard decision, that is, by estimating the transmit symbols:

ŝp = arg min
sp∈q

∣∣∣∣∣
(

y−
M−1

∑
n=1

√
p1hp ŝn

)
−√pphpsp

∣∣∣∣∣ (5)
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One of the main limitations associated with the SIC approach is its reliance on having
full-knowledge channel state information.

3. Deep Neural Network

Deep learning is a subcategory of machine learning that works on the principle of
classical artificial neural networks (ANNs). The ANN faces the problem of a vanishing
gradient as the hidden layers are increased [53]. Therefore, to counter this problem, deep
neural networks are proposed. The DNN normally consists of a single or multiple input
layer and a single/multiple output layer, whereas there are multiple hidden layers. The
number of hidden layers in a DNN depends on the complexity of the task it performs.
Compared to the ANN, deep neural networks consist of many hidden layers and can
classify or predict highly complicated problems requiring very complex mathematical
modeling. On the other hand, deep learning requires a large dataset to train a network.
The DNN used in this article is a 1D CNN.

1D Convolution Neural Network

The structure of the CNN can be realized by a neural network but has a superior
performance compared to the classical ANN. In the past few years, the CNN has dominated
various fields, including computer vision, medical image processing, facial recognition,
self-driving vehicles, and applications where object recognition is necessary. Since the 1D
CNN is inspired by feedforward neural networks, it essentially incorporates a sequence
input layer, a 1D convolutional layer, and a 1D max-pooling layer, followed by a global
max polling layer, a flatten layer, a fully connected layer, and an output layer. The key
goal of convolutional layers is to extract structures from input data. A max-pooling layer
is added to minimize the computation by selecting only salient features. Next in the 1D
CNN, the architecture is a traditional fully connected layer that consists of several neurons
having weights and biases. There can be multiple convolutional and 1D max-pooling layers
in a CNN depending upon the complexity of the task it performs. A conventional CNN
requires two-dimensional data and it is best suited for images. The alternative for signal
processing is the recently proposed 1D CNN [54]. The input to the 1D CNN is a sample
of a signal vector. The convolutional filter of the 1D CNN is also of one dimension. The
structure of the 1D CNN is presented in Figure 4.
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4. Downlink Underwater Acoustic Communication Using a Deep Neural
Network Receiver

This section outlines the suggested approach for underwater acoustic communication
in the downlink NOMA. The method involves the use of a deep neural network receiver
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for the purpose of signal detection. First, the input symbols of each user are modulated
using QPSK/BPSK modulation techniques. Following modulation, the power coefficient
is allocated to individual users by the source station based on variables that include the
condition of the receiver’s channel, distance, and location from the source. Furthermore,
the technique of superimposed coding is employed to facilitate the transmission of signals
from distinct users. The composite signal from all users can be represented by Equation (1).
The received signal, after passing through the training UWA channels, is fed into a 1D
CNN block at the receiver. The sequence input layer is provided with a set of 1000 samples
for each signal, since the sampling rate is 100 K and symbol duration is 10 ms along with
their corresponding labels. The diagram in Figure 5 illustrates the suggested concept for
downlink NOMA underwater communication. The composite signal samples are fed into
the 1D CNN in a sequential manner. After the input layer, the design comprises a sequence
of four 1D convolutional layers. The layers possess filter sizes of 250, 120, 60, and 30 in a
sequential manner. Furthermore, the number of filters utilized in each layer is 150, 100, 30,
and 20, respectively. The convolutional neural network employs the rectified linear unit
(ReLU) as its activation function, denoted as g(x) = max(0, x). The next component in
the architectural design is the max-pooling layer, followed by the dropout layer and the
flattening layer. Next, we implement a fully connected layer consisting of 120 neurons. The
output layer is used to calculate the estimated probability of each symbol. The output layer
uses the SoftMax activation function.

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 7 of 20 
 

 

4. Downlink Underwater Acoustic Communication using a Deep Neural Network Re-
ceiver 

This section outlines the suggested approach for underwater acoustic communica-
tion in the downlink NOMA. The method involves the use of a deep neural network re-
ceiver for the purpose of signal detection. First, the input symbols of each user are modu-
lated using QPSK/BPSK modulation techniques. Following modulation, the power coeffi-
cient is allocated to individual users by the source station based on variables that include 
the condition of the receiver’s channel, distance, and location from the source. Further-
more, the technique of superimposed coding is employed to facilitate the transmission of 
signals from distinct users. The composite signal from all users can be represented by 
Equation (1). The received signal, after passing through the training UWA channels, is fed 
into a 1D CNN block at the receiver. The sequence input layer is provided with a set of 
1000 samples for each signal, since the sampling rate is 100 K and symbol duration is 10 
ms along with their corresponding labels. The diagram in Figure 5 illustrates the sug-
gested concept for downlink NOMA underwater communication. The composite signal 
samples are fed into the 1D CNN in a sequential manner. After the input layer, the design 
comprises a sequence of four 1D convolutional layers. The layers possess filter sizes of 
250, 120, 60, and 30 in a sequential manner. Furthermore, the number of filters utilized in 
each layer is 150, 100, 30, and 20, respectively. The convolutional neural network employs 
the rectified linear unit (ReLU) as its activation function, denoted as ( ) max(0, )g x x= . The 
next component in the architectural design is the max-pooling layer, followed by the drop-
out layer and the flattening layer. Next, we implement a fully connected layer consisting 
of 120 neurons. The output layer is used to calculate the estimated probability of each 
symbol. The output layer uses the SoftMax activation function. 

Testing/Training  

Known 
labels/data 

for 
training 

Unknown 
data 

samples 
for testing 

Testing/Training  

Testing/Training  UWA 
channel

Source Node 

User 1

DL underwater 1D CNN Receiver for user 1 

Data bits Modulator 
1( )s t

2 ( )s t

 

Receive
Hydrophone 

1 

Transmit 
Hydrophone

O
ut

pu
t S

ym
bo

ls
 

Po
w

er
 A

llo
ca

tio
n 

DL underwater 1D CNN Receiver for user 2 

Receive
Hydrophone 

2 

O
ut

pu
t S

ym
bo

ls
 

DL underwater 1D CNN Receiver for user M 

Receive
Hydrophone 

M

O
ut

pu
t S

ym
bo

ls
 

…
…

…
…

…
…

…
…

…
…

…
…

…
…

…

…
…

…
…

…
…

…
…

…
...

…
…

…

User 2
Data bits Modulator 

1( )y t

2( )y t

U
nd

er
w

at
er

 c
ha

nn
el

 +
 

A
W

G
N



Known 
labels/data 

for 
training 

Unknown 
data 

samples 
for testing 

In
pu

t D
at

a 
sa

m
pl

es
 

In
pu

t D
at

a 
sa

m
pl

es
 

In
pu

t D
at

a 
sa

m
pl

es
 

Known 
labels/data 

for 
training 

Unknown 
data 

samples 
for testing 

…
…

…
…

…
…

…
…

…
…

…
…

…
…

dr

.

.

.

.

.

1
2h

1
Nh

2
1h

2
2h

2
Nh

.....

.....

.....

1
Mh

1
Mh

M
Nh

2y

2y

ky

1r

1
ijw 2

ijw
M
ijw

2
11w 11

Mw

Input 
Layer 

Hidden 
Layers 

Output 
Layer 

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

or
1
1h

dr

.

.

.

.

.

1
2h

1
Nh

2
1h

2
2h

2
Nh

.....

.....

.....

1
Mh

1
Mh

M
Nh

2y

2y

ky

1r

1
ijw 2

ijw
M
ijw

2
11w 11

Mw

Input 
Layer 

Hidden 
Layers 

Output 
Layer 

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

or
1
1h

dr

.

.

.

.

.

1
2h

1
Nh

2
1h

2
2h

2
Nh

.....

.....

.....

1
Mh

1
Mh

M
Nh

2y

2y

ky

1r

1
ijw 2

ijw
M
ijw

2
11w 11

Mw

Input 
Layer 

Hidden 
Layers 

Output 
Layer 

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

or
1
1h

User M

Data bits Modulator 

( )Ms t
( )My t

 
Figure 5. Proposed downlink DNN receiver model. 

The ADAM optimizer is used for weight updates in the 1D CNN model due to its 
higher efficiency compared to a traditional stochastic gradient descent. The ADAM up-
date rule can be stated in the following manner: 

1 ˆ
ˆr r r
r

n
u

ρθ θ
ε+ = −

+
 (6)

Figure 5. Proposed downlink DNN receiver model.

The ADAM optimizer is used for weight updates in the 1D CNN model due to its
higher efficiency compared to a traditional stochastic gradient descent. The ADAM update
rule can be stated in the following manner:

θr+1 = θr −
ρ√

ûr + ε
n̂r (6)
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In the above equation, the estimated first moment is denoted as nr, and the estimated
second moment is denoted as ur, which is determined by the decay mean α1 and decay
variance α2. Equations (7)–(10) demonstrate the use of past values in the computation of
the mean and moment, providing the estimation of the first and second moments.

nr = α1nr−1 + (1− α1)gr (7)

ur = α2vr−1 + (1− α2)g2
r (8)

n̂r =
nr

1− αr
1

(9)

ûr =
ur

1− αr
2

(10)

Once the deep neural network has undergone training to gather knowledge pertaining
to the properties of the underwater channel, it can be utilized for detecting transmit symbols,
without the need for any reliance on channel state information. For the simulation, two
scenarios are being examined: in the first case, only two users are considered, while, in a
second case, one more user is added in the system. Two users in the given scenario utilize
BPSK and QPSK modulation techniques. These users are situated at distances of 500 m and
1000 m, respectively. The modulated superimposed signal is passed through the underwater
test channels and fed to the trained 1D CNN model which is subsequently evaluated. To
evaluate the performance of the proposed novel system, the power coefficients assigned to
users were modified and, subsequently, the BER of the system was evaluated. In the second
scenario, a 1D CNN is trained using BPSK-modulated aggregated signals from three users,
and subsequently tested.

5. Underwater Acoustic Communication Dataset Generation for DL DNN Receiver

This section outlines the methodology employed for generating the dataset utilized in
the proposed system. One crucial phase in the process of working with the DNN model is
training the DNN model using a diverse dataset before conducting tests with unknown
data. It is essential that the DNN model conduct offline training using a specified dataset.

The BELLHOP ray-tracing technique is employed to determine the channel impulse
response of the downlink underwater channel. This procedure uses a measured sound
speed profile and modifies the range with a step of 20 m and the depth with a step of 2 m
of each user from the source node. As a result, 70 channels are obtained, with 20 reserved
for real-time testing. The parameters used for generating the channel impulse response
are listed in Table 1. Figure 6 illustrates the simulation setup utilized for generating the
channel impulse response of an underwater acoustic channel. Figure 7a displays the
channel impulse response obtained through the BELLHOP ray-tracing method for training
user 1, which is 500 m from the source station. Furthermore, Figure 7b,c illustrates the CIR
of user 2, located at a distance of 1 km from the source station, and the CIR of the user 3,
located at a distance of 2000 m from the source. In order to obtain a substantial number
of datasets initially, a stream of bits is generated for all the users. Furthermore, the bits
undergo modulation and the power coefficient is allotted to each user. Subsequently, the
modulated signals are superimposed. Two possibilities are under consideration. In the
initial instance, two distinct sets of user data were employed for the purpose of training. In
the second scenario, the simulation incorporated three users situated at different distances
and depths relative to the source.
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Table 1. Underwater channel parameters.

Parameters Values

Source station depth 5 m
No. of users 3

Depth of users [20:2:50] m
Distance of user 1 [485 m, 515 m]
Distance of user 2 [985 m, 1015 m]
Distance of user 3 [1985 m, 2015 m]

Transducer beam angle (◦) [−20, 20]
Total depth 50 m
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Figure 7. Training underwater acoustic channel impulse response of various users: (a) user 1 is 500 m
away from the source node; (b) user 2 is 1000 m away from the source node; and (c) user 3 is at
distance of 2000 m from the source node.
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The superimposed signal is convolved with the CIRs that have been generated for
each user, resulting in the final composite signal, which can be expressed as:

yMk (t) = sM(t)⊗ hMk(t, τ) + wMk(t) k = 1, 2, . . . K (11)

The equation above represents the composite signal, denoted as yMk (t), which is
formed by convolving it with the kth CIR of the Mth user, while the term wKn(t) represents
the AWGN that is present in the received signal. Consequently, a substantial number
of datasets is generated for training purposes. The DNN acquires knowledge about the
attributes of the UWA channel in the presence of multi-user interference through the
diverse dataset.

6. Training and Analysis of DNN Receiver

In this subsection, the performance of the training of the proposed novel model is
discussed. Figure 8 illustrates the downlink NOMA receiver for training performance,
which is based on the 1D CNN. Figure 8a depicts the training process of the receiver
associated with user 1, whereby a power allocation of 0.3 is employed while considering
two users in the system. The findings indicate that the accuracy of the training progressively
improves with an increasing number of epochs, approaching a value close to 99%. On the
other hand, a validation accuracy of 97% is attained. The training performance of user 2 at
a distance of 1 km is shown in Figure 8b. According to the training performance graph, the
accuracy of the training dataset nearly reaches an amount that is greater than 99% as the
number of epochs increases. Similarly, the validation performance of nearly 98% is achieve.
The DNN training performance with three users included in the training process is shown
in Figure 8c. The training results show performance levels exceeding 94% accuracy with
a validation accuracy of 93.70%. The training performance of user 3 at a distance of 2 km
is shown in Figure 8d. Based on the training performance graph, it can be observed that
the accuracy of the training dataset consistently approaches a value exceeding 94% with
an increasing number of epochs. Furthermore, a validation performance of approximately
94.40% has been achieved. In order to conduct a more in-depth study, a higher modulation
order, namely, QPSK, is employed to train the 1D CNN. The objective is to assess the
performance of a DNN-based receiver for higher-order NOMA downlink communication.
Two users are taken into account, both of whom have implemented QPSK modulation.
Figure 8e illustrates the training performance of the nearby user, located at a distance of
500 m from the source station, with a lower power ratio of 0.3. The validation accuracy of
97.39% is attained by increasing the number of epochs and decreasing the cross-entropy
loss. Similarly, the far user, which is at a distance of 1000 m, shows an accuracy of 95.2%, as
illustrated in Figure 8f. The trained neural network is tested using test data. The hyper-
parameters obtained for the DL multi-user 1D CNN receiver, as determined by the training
process, are presented in Table 2 for each user in the system. In the following section, a
real-time simulation is used to evaluate the proposed 1D-CNN-based receiver, and the
results are examined in relation to those of a conventional SIC receiver.
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Figure 8. Training progress of 1D-CNN-based receiver for various users: (a) training progress of
user 1 at 500 m from source when two users are considered and using BPSK modulation; (b) training
progress of user 2 at 1000 m from source when two users are considered and using BPSK modulation;
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(c) training progress of user 1 at 500 m from source when three users are considered and using BPSK
modulation; (d) training progress of user 2 at 2000 m from source when three users are considered
and using BPSK modulation user; (e) training progress of user 1 at 500 m from source when two
users are considered and using QPSK modulation user; and (f) training progress of user 2 at 1000 m
from source when two users are considered and using QPSK modulation.

Table 2. Downlink 1D CNN receiver architecture hyper-parameters.

1D CNN Factors User 1 User 2 User 3

Sequence I/P layer(s) 1 1 1
Total no. of convolution layer(s) 4 4 4
Filter size of convolution layer(s) [250, 120, 60, 30] [250, 120, 60, 30] [250, 120, 60, 30]

Number of filters in convolution layer(s) [150, 100, 30, 20] [150, 100, 30, 20] [150, 100, 30, 20]
1D max-pooling layer(s) 4 4 4

Number of flatten layer(s) 1 1 1
Total number of global max-pooling layer(s) 1 1 1
Number of neurons in fully connected layer 120 120 120

Total batch size 200 200 200
Hidden layer(s) activation function ReLU ReLU ReLU

Type of optimizer Adam Adam Adam
Output layer(s) activation function Softmax Softmax Softmax

Learning rate 10−3 10−3 10−3

Total number of training channels 50 50 50
BPSK training dataset (two-user case) 50,000 50,000 NA

BPSK training dataset (three-user case) 50,000 50,000 50,000
QPSK training dataset (two-user case) 125,000 125,000 NA

7. Simulation Results and Discussion

The underwater channel parameter settings used in the real-time simulation are the
same as listed in Table 1, while the NOMA communication specifications are provided in
Table 3. The proposed system was tested using a total of 20 channels. The CIR for test
user 1 is shown in Figure 9a. In addition, the test CIRs of user 2 and user 3 are shown in
Figure 9b,c, respectively. The source node depth is 5 m. The depth of the users varies from
20 m to 50 m in steps of 2 m, with the first user 500 m away from the source node, while
user 2 and user 3 are 1000 m and 2000 m away from the source node. The simulation results
were initially evaluated by varying the user’s power level, as shown in Figure 10. The
findings indicate that, when two users are present in the system that have undergone initial
training, and user 1 is given a power allocation of 0.3, the average BER of all test channels is
around 10−4 at 20 dB when there is a total of two users present in the system. Nevertheless,
when the power of user 1 is reduced to 0.2 and 0.1, respectively, the BER performance
deteriorates. Specifically, at a power level of 0.2, the BER reaches an approximately different
power 0.033 at 20 dB, while, at a power level of 0.1, the BER is approximately 0.159. For
user 2, the power ratio allocation is set to 0.9, 0.8, and 0.7, respectively. Figure 10b shows
the average BER of user 2 at varying power levels. At a power ratio of 0.9, the average
BER of the DNN-based receiver for user 2 is around 10−3 at 12 dB and provides error-free
transmission after 12 dB. However, as the power ratio of user 2 decreases to 0.8 and 0.7, the
performance of the systems degrades and the average BER for 20 test channels is 0.01 and
0.09 at 20 dB for the 0.8 and 0.7 power ratio, respectively.
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Table 3. Underwater communication parameters for testing.

Communication Parameters Values

Carrier frequency 12 kHz
Sampling frequency 100 kHz
Modulation order(s) [QPSK BPSK]
Duration of symbol 10 ms

Power allocation coefficient (two-user case) [0.7, 0.3]
Power allocation coefficient (three-user case) [0.6, 0.3, 0.1]

Total number of symbols for testing 50,000
Total number of testing channels 20
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The performance of the trained deep DNN is also examined when two users in the
system employ QPSK modulation. The analysis involves altering the power ratio of user 1
of the system. The BER graph in Figure 11a exemplifies the influence of changing power
ratios on the output of the DNN receiver. It is evident that, at a power ratio of 0.3, the DNN
receiver achieved an average BER of 0.036. However, as the power ratio decreases, the BER
deteriorates. At a power ratio of 0.2, the BER is measured to be 0.044. However, when the
power ratio is reduced to 0.1, the BER deteriorates significantly, increasing to 0.08. On the
other hand, user 2 showed an average BER of 0.0028 when the power allocation was 0.9,
but, as the ratio of power allocation decreases, the BER also increases in Figure 11b.
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Figure 10. BER vs. SNR graphs of two users having varying power coefficients and using BPSK
modulation: (a) BER vs. SNR graph of user 1 at 500 m from the source node when allocated different
power coefficient; and (b) BER vs. SNR graph of user 2 at 1000 m from the source node when allocated
different power.
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Figure 11. BER vs. SNR graphs of two users having varying power coefficients and using QPSK
modulation: (a) BER vs. SNR graph of user 1 at 500 m from the source node when allocated different
power coefficient; and (b) BER vs. SNR graph of user 2 at 1000 m from the source node when allocated
different power.

In the second scenario, three users were initially trained and, subsequently, tested
using distinct UWA channel impulse responses. User 1 is 500 m away from the origin
station, user 2 is 1 km away from the origin station, and user 3 is 2 km away from the origin
station. All three users are utilizing BPSK modulation, and the source station employs
superimposed coding to transmit data. The average BER achieved by altering the power
level of user 1 is depicted in Figure 12a. The simulation results dictate that, when the power
ratio of user 1 is 0.2, the BER at 20 dB is estimated to be 0.029. As the power level decreases,
the BER performance becomes worse. For a power level of 0.1, the BER performance is
around 0.038, and, for a power ratio of 0.05, the BER of the system decreases to 0.07. For
the DNN receiver for user 3, which is at 2000 m from the source node when tested from a
20-test-channel CIR and with a varying power level, the proposed 1D-CNN-based receiver
was able to detect data and the average BER of the system at power ratio 0.6 was around
10−2 as shown in Figure 12b. In contrast, at a power ratio 0.5, the average BER decreases
to 10−1.
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different power.

For further investigation, the proposed receiver is compared with a conventional SIC
receiver. The simulation results were evaluated using the same parameters described above.
User 1 is assigned a power of 0.3, while user 2 is assigned a power of 0.7. When considering
two users in the system, the results of the simulation are depicted in Figure 13, showing that
the proposed DNN-based receiver outperforms the conventional receiver without a priori
channel knowledge. However, it is necessary to estimate the channel of the SIC receiver
to successfully perform its operation. Furthermore, SIC receivers also suffer from error
propagation, which does not occur in the proposed 1D-CNN-based receiver. Furthermore,
a comparison between the proposed DNN receiver and the conventional SIC receiver is
also conducted when the modulation order of both users increases from BPSK to QPSK.
Figure 14 shows that, when the power ratio of the near user is 0.3 and both users in the
system implemented QPSK modulation, the proposed DNN-based receiver completely
outperformed the SIC receiver; even at the SNR of 20 dB, the SIC receiver was able to give
a BER of 0.176. On the other hand, the DNN was able to reduce the average BER to the
value of 0.036. The simulation results of the proposed 1D CNN receiver and conventional
SIC receiver when three users are considered is depicted in Figure 15. Real-time simulation
results are obtained by assigning a power ratio of 0.1 to user 1 located 500 m away from the
source node. Based on the BER results obtained from 20 test channels, it can be seen that
the performance of the proposed model initially exhibits inferior performance compared
to conventional SIC receivers. Nevertheless, as the SNR of the system increases, the
performance of the proposed model demonstrates improvement in comparison to the SIC
receiver. Specifically, at an SNR of 20 dB, the SIC receiver exhibits a BER of 0.164, whereas
the proposed 1D CNN model achieves a significantly lower BER of 0.0385, indicating its
superior ability to accurately decode data.

The analysis further shows that the computing complexity of the conventional SIC
is directly proportional to the number of users present inside the system. For instance,
if there are M users in a system, the computational complexity of the conventional SIC
receiver is denoted as O(M). In the context of a trained 1D CNN model, the task of signal
detection refers to the method of forward propagation. The computational complexity
associated with this process is denoted as O(1). This implies that the 1D CNN model
that has undergone training is capable of achieving effective and real-time UWA signal
detection. In contrast, it is necessary to have a substantial and varied dataset in order to
effectively train a deep neural network using a 1D CNN on a high-performance machine
equipped with a graphic processing unit (GPU).
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8. Conclusions

The article introduces a receiver design based on a deep neural network for downlink
non-orthogonal multiple access for acoustic communication in an underwater channel.
The 1D CNN architecture is employed in the development of a receiver for downlink
NOMA systems. A synthetic dataset is generated through the utilization of the BELLHOP
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ray-tracing algorithm to train a DNN. The DNN receivers are trained initially using known
bits that are labelled and passed through underwater acoustic channels. Consequently, the
receivers acquire knowledge about the features of the underwater acoustic channel and
effectively mitigate interference from other users. The proposed receiver, in contrast to
the SIC receiver, does not require channel information. In addition, the proposed receiver,
according to our investigation, holds the ability to decode the data directly from the low-
power signal. This eliminates the need for conventional SIC receivers which need to
deal with error propagation challenges. The simulation results indicate that the proposed
system is capable of functioning effectively across various power levels. In addition, the
performance of the proposed 1D CNN receiver has been demonstrated to be superior to that
of the conventional receiver. After a complete analysis, it is possible to conclude that the
proposed model exhibits encouraging prospects for downlink NOMA underwater acoustic
communication under circumstances where the channel state information is insufficient
or absent, and channel conditions are difficult to handle. Moreover, the proposed receiver
idea may be extended and utilized for multi-carrier and MIMO downlink underwater
acoustic communication.
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