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Abstract: This paper focuses on the financial health prediction of businesses. The issue of predicting
the financial health of companies is very important in terms of their sustainability. The aim of this
paper is to determine the financial health of the analyzed sample of companies and to distinguish
financially healthy companies from companies which are not financially healthy. The analyzed
sample, in the field of heat supply in Slovakia, consisted of 444 companies. To fulfil the aim,
appropriate financial indicators were used. These indicators were selected using related empirical
studies, a univariate logit model and a correlation matrix. In the paper, two main models were
applied—multivariate discriminant analysis (MDA) and feed-forward neural network (NN). The
classification accuracy of the constructed models was compared using the confusion matrix, error
type 1 and error type 2. The performance of the models was compared applying Brier score and
Somers’ D. The main conclusion of the paper is that the NN is a suitable alternative in assessing
financial health. We confirmed that high indebtedness is a predictor of financial distress. The benefit
and originality of the paper is the construction of an early warning model for the Slovak heating
industry. From our point of view, the heating industry works in the similar way in other countries,
especially in transition economies; therefore, the model is applicable in these countries as well.

Keywords: artificial neural network; financial distress; discriminant analysis; prediction

1. Introduction

It is the interest of every business owner to evaluate the financial health of their
company as quickly and as easily as possible. From this point of view, it is important to
find out, in particular, whether the company is able to increase its value and thus provide a
guarantee that the investment in the company will receive a return. The question remains
how to measure and predict the financial health of a company. The most important measure
is the monitoring of the financial performance of the company. There are a number of
approaches to measure a company’s financial health and predict its financial distress and
bankruptcy, but their use depends on the current market situation, as there is a shift in the
development of these measures applied for financial health prediction [1].

When choosing the method of measuring the financial health of the company, we
took into account the study by Coats and Fant [2], who focused on the creation of a NN
in order to predict the future financial health of companies. They created a framework of
financial indicators that can distinguish healthy companies from companies which are in
financial distress. At the same time, these authors pointed to the restrictive assumptions
of the MDA, which do not have to be met when using a NN. It is also possible to follow
the study of Anandarajan et al. [3], who created the distress prediction model using an
ANN. Other authors who applied NNs in predicting financial distress are Etheridge and
Sriram [4], Abid and Zouari [5].

In accordance with the abovementioned research studies, we have set the following
aim of the paper: to determine the financial health of the analyzed sample of companies
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and to distinguish financially healthy companies from companies which are not financially
healthy; and to identify financial indicators that are predictors of financial distress. The
purpose is to detect early warning signals for unfavorable financial conditions in currently
viable companies. To fulfill this goal, we applied both the MDA model and the NN model
and compared the classification ability of these models. The vast majority of authors
apply these methods in the field of corporate bankruptcy prediction. In our research, we
applied them to predict financial distress. For this study, we selected the heating industry,
because we have been dealing with the assessment of financial health of businesses from
this industry for a longer period of time.

The heating industry is crucial for every economy. It is a specific sector, which is
important from both an economic and social point of view and plays an important role in
daily lives of society and consumers. Companies operating in the Slovak heating industry
are local central heat supply systems. Some of them have a monopoly position in a given
geographical area. Another specific feature of this industry is that heat cannot be traded
between countries and, due to significant heat losses in transmission and distribution,
it cannot be traded between networks existing in individual locations [6]. Due to the
mentioned specifics, it is not appropriate to predict the financial health of companies
operating in the Slovak heating industry by applying commonly used models. In the
paper we fill this gap and propose a model for the heating industry, which can be applied
not only for Slovak businesses but also for businesses operating under similar conditions,
for example in transition economies. In this model, we applied indicators, which are
slightly different from other studies. Our aim was to contribute to the confirmation of the
importance of NNs in predicting financial distress on a sample of Slovak companies.

The remainder of the paper is structured as follows. Section 1 outlines the most
important research and studies in which NNs have been applied in predicting corporate
financial health. Section 2 is divided: into Section 2.1.: Definitions of financial distress as a
prerequisite for bankruptcy; and Section 2.2.: Review of the studies dealing with financial
distress and bankruptcy applying MDA and NN. Section 3 describes the analyzed sample of
companies and characterizes in more detail the methods applied in predicting the financial
health as well as the possible financial failure of companies. The Results section lists the
results of the analyzed models and the results of their ability to predict financial distress.
The Discussion section presents conclusions and findings, which includes a confirmation
of the high classification ability of our NN. This section contains also limitations and future
research. The process of the research is illustrated in Figure 1.
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Figure 1. Flowchart of the research. Source: authors.

2. Literature Review

A financially healthy company is a company that meets two basic conditions: namely
liquidity, i.e., it is able to repay its liabilities on time; and at the same time is profitable,
i.e., it achieves a return on the capital invested in the business. If the company does
not meet these two conditions, it is in financial distress. In general, the term financial
distress usually brings about negative connotations as it describes the financial health of a
company—especially a lack of liquidity and inability to repay liabilities [7].

2.1. Definitions of Financial Distress as a Prerequisite for Bankruptcy

In this part of the study, we focused on defining the financial distress of companies,
which may be a prerequisite for their bankruptcy. It is necessary to point out that financial
distress is not the same as bankruptcy, but it can be a sign of it. Such a situation does not
have to end in bankruptcy if the necessary measures are implemented.

Although in this study we deal with financial distress, we wish to define the con-
cept of business bankruptcy. We agree with opinion of Klieštik et al. [7] who considers
bankruptcy a formal termination of the company’s existence due to the valid legislation of
the respective country.

According to Dimitras et al. [8], bankruptcy can be defined as a situation where a
company is unable to repay liabilities to its creditors, pay preference shares to shareholders,
pay its suppliers or has overdrawn its accounts or the company has gone bankrupt under
the relevant law. The authors Ding et al. [9] state that bankruptcy is a situation where the
company is unable to pay its liabilities, priority dividends and has overdrawn its accounts.
In the vast majority of sources dealing with the issue, the authors define bankruptcy as
the inability of the company to repay its liabilities, thus triggers bankruptcy processes [10].
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Financial distress is one of the most important indications of bankruptcy; therefore we deal
with it in the following text.

Altman and Hotchkiss [11] defined the concept of financial distress and pointed
out that bankruptcy represents the legal end of financial distress. Hendel [12] uses the
probabilistic approach and defines financial distress as the probability of bankruptcy, which
depends on the level of liquid assets as well as the availability of credit.

Platt and Platt’s [13] (p. 155) hypothesis is that “financial distress is something that
happens to companies as a consequence of operating decisions or external forces while
bankruptcy is something that companies choose to do to protect their assets from creditors”.

Financial distress is different from bankruptcy; it occurs when the firm may not be
able to meet its financial obligations because of a decrease in the firm’s business operations,
illiquid assets and high fixed costs. By contrast, bankruptcy is a final state in which firms
stop doing business because of that financial distress. In some cases, financial distress can
be detected before the company falls into insolvency. Therefore, financial distress does not
always progress to bankruptcy [14].

The following Table 1 sets out the different views on the definition of financial distress
as a negative state of financial health of companies, which can be an indication of their
possible bankruptcy.

Table 1. Financial distress definitions.

Author/Authors Definition

Studies that Equate Distress to Inability to Pay Liabilities, Interest Loans or Dividends

Foster [15]
Defines financial distress as a “serious liquidity problem which is impossible to be

resolved without the large-scale restructuring of the operation or structure of
economic entities”

Wruck [16] Defines financial distress “as where net cash-flows are not adequate to pay off
current liabilities for example interest cost or accruals”

Opler, Titman [17]
Define financial distress as non-sporadic situation when companies can no longer
meet their liabilities when they become due and their break their commitments

with or face them with severe difficulties

Andrade and Kaplan [18] Financial distress is a circumstance in which a firm is unable to meet its debt
obligations to creditors, which in turn leads to either restructuring or bankruptcy

Gestel [19] Characterizes financial distress and financial failure because of chronic losses that
cause a disproportionate increase in liabilities accompanied by a loss of asset value

Purnanandam [20]
Defines financial distress as the loss of solvency. He also considers financial

distress to be a transitional stage between solvency and insolvency. The company
is in distress when it fails to pay interest or violates debt agreements

Gibson [21] Believes that distress is a company’s inability to pay its dividend preference shares,
short-term liabilities and interest on loans

Studies that link financial distress with low profitability
Hofer [22] Links financial distress to negative net income before special items

Asquith et al. [23]
Firm is classified as financially distressed if in any 2 years after issuing junk bonds,
its EBITDA is less than its interest expense, or if in any one year EB1TDA is less

than 80% of its interest expense
Asquith et al. [24]

Andrade and Kaplan [18] Firm is in financial distress when its EBITDA is smaller than its financial expenses

Platt and Platt [13]
Adopt a multidimensional approach to financial distress. They consider a

company to be financially distressed when it meets three criteria: negative EBIT,
negative EBITDA and negative net income before special items

Ding, Song and Zen [9] Confirmed the relationship between financial distress and low profitability
Studies that link financial distress with low business performance and efficiency

Jensen [25] Argues that financial distress forces management to implement efficiency
measures that improve the company’s performance

Whitaker [26]
Agrees with Jensen and argues that a state of financial distress is actually beneficial
for a company at an early stage, as it forces it to introduce measures to improve

efficiency and thus performance
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Table 1. Cont.

Author/Authors Definition

Studies that combine more above-mentioned approaches

Gordon [27]

Emphasizes that financial distress is only a state of a long-evolving process,
followed by failure and restructuring. This process should be defined in terms of
optimizing the financial structure and financial security measures. The company

experiences this situation when its ability to generate profit weakens and the
amount of debt exceeds the value of the company’s total assets

Gilbert et al. [28]

Financial distress is characterized by negative cumulative income for at least
several consecutive years, loss and poor performance. A company in financial
distress may restructure its debt and achieve an adequate level of solvency, or
merge, thereby ceasing to exist as an independent business entity, or to file for

bankruptcy as a strategic response by management or owners to
financial problems

John, Lang and Netter [29] Link financial distress to change in equity price and negative EBIT

Source: authors.

2.2. Rerview of the Studies Dealing with Financial Distress and Bankruptcy Applying MDA
and NN

In the recent past, more than 30 different methods have emerged that predominantly
use programming and artificial intelligence to predict the financial situation of compa-
nies. Messier and Hansen [30] In [31] were among the first to apply an expert system in
bankruptcy prediction.

The first experiments with artificial models that mimicked the biological nervous
system date back to the 1920s. However, it took another 20 years to lay the foundations
for a scientific discipline dealing with artificial neural networks. The first theoretical work
dealing with the issue is the work of McCulloch and Pitts [32]. In this work, they pointed
out the possibility of the existence of an artificial neural network that could work with
arithmetic or logical formulas. This work influenced other scientists who began to deal with
neural networks from a practical point of view [33]. At the turn of the 1940s and 1950s, the
laws of learning a neural network with layered feedforward topology were described [34]
In [33]. In the 1950s and 1960s, the first experiments with a simple single-layer neural
network for a real numerical range of parameters took place. This network was created by a
single neuron, and this simple type of network was called the “perceptron” [35]. It was the
simplest neural network constructed in 1958 by Rosenblatt. This model consisted of several
company inputs and one output. These experiments were terminated because it was found
that the linear neural network algorithm was not suitable for solving tasks that are more
complex. This limitation could be removed by constructing a multilayer network [33].
The turning point in the development came at the turn of the 1970s and 1980s, when an
algorithm for the backpropagation of errors for the training of multilayer neural networks
was discovered [33]. Although backpropagation is not a general algorithm for learning
neural networks, it can solve a large number of problems that single-layer perceptrons
cannot solve. It should be noted that the backpropagation algorithm is currently the most
widely used neural network method [36].

The neural network method has several variations. The most common is the multi-
layer perceptron (MLP). The multilayer perceptron is an important component of artificial
neural networks (ANNs), developed to mimic the ability of humans to learn and general-
ize, which sought to model the functions of biological neural networks [37]. Multilayer
feedforward neural networks (MLPs) trained by the backpropagation algorithm provide a
non-statistical and nonlinear approach to bankruptcy prediction. MLP-based models are
more reliable in predicting bankruptcy than logistic regression and multiple discriminant
analysis (MDA) [38–40]. However, MLPs are affected by a number of constraints (e.g.,
local minima and over-adaptation) and their predictive power depends on a number of
parameters (e.g., typology, learning) [41].
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Other versions of neural networks are, for example, the CASCOR network, proba-
bilistic neural networks, self-organizing maps (the main representative of a self-organizing
neural network with learning without a teacher is the Kohonen network or Kohonen
map, which was introduced by Kohonen in 1982 [42]), learning vectors (Support Vector
Machine—SVM) and many more. A study by Odom and Sharda [43], which was mentioned
in the introduction, developed a neural network model to predict bankruptcy. The model
uses financial data from various companies. The same set of data was also analyzed using
a more traditional method of predicting bankruptcy, namely multivariate discriminant
analysis. The results of both methods were be compared and the higher predictive power
of the neural network was confirmed. The study by Huang and Zhang [44] describes the
use of artificial neural networks in the field of production. According to these authors, a
self—organizing map (SOM) is very often used in predicting bankruptcy. It is a suitable
tool for predicting possible bankruptcy. The authors used this map to analyze and visual-
ize the financial situation of companies over several years through a two-step clustering
process [45].

A study by Wilson and Sharda [38] confirms the estimation accuracy of neural
networks and classical multidimensional discriminant analysis in predicting business
bankruptcy. The estimation accuracy of these two techniques is presented in a comprehen-
sive, statistically reliable framework that indicates the value added to the problem of fore-
casting the bankruptcy using each technique. The study suggests that neural networks per-
form significantly better than discriminant analysis in predicting corporate bankruptcies.

Lee and Choi [46] also confirmed the predictive ability of neural networks. According
to these authors, accurate prediction of business bankruptcy is a challenging issue. This
paper presents a multi-industry investigation into the bankruptcy of Korean companies
using back-propagation neural network. Sectors that were analyzed include construction,
retail and manufacturing. The aim of the study was to propose a specific model for pre-
dicting bankruptcy in selected industries, which was based on the selection of appropriate
independent variables. In the study, the estimation accuracy of a back-propagation neural
network was compared with the accuracy of multidimensional discriminant analysis. The
results show that the prediction using the selected industries sample exceeds the prediction
using the whole sample, by 6–12%. The estimation accuracy of bankruptcy prediction
using the back-propagation neural network is greater than the accuracy of multiple dis-
criminant analysis. The study proposes knowledge about a practical industry model of
bankruptcy prediction.

Raghupathi et al. [47] discuss the application of the error back-propagation network
in making bankruptcy prediction decisions. In their study, they present the results of
simulations with one and two hidden layers with different nodes. The configuration with
two hidden layers was be found to have excellent classification accuracy compared to the
single hidden layer configuration. Based on their initial results, it seems that neural network
algorithms can been further explored as potential models for predicting bankruptcy.

Shah et al. [48] have also confirmed the importance of neural networks in the field of
bankruptcy prediction. According to them, the neural network-based model works as well,
if not better, than some existing studies (In 1968, Altman developed a model of multidimen-
sional discriminant analysis (MDA), known as the Z-score. Since Altman’s study [49], the
number as well as the complexity of these models have increased dramatically. It was used,
among others, by Blum [50]; Deakin [51]; Elam [52]; Norton and Smith [53]; Wilcox [54];
Taffler [55]. Logistic regression was firstly used by Martin [56] to predict bankruptcy of
banks and by Ohlson [57] to predict bankruptcy of companies. Simak [58] was the first
who thought of using the DEA method.) However, it must be acknowledged that these
results are limited by the software solution and the choice of financial ratios.

Hongkyu et al. [59] also point out the prediction of bankruptcy as a significant problem
in the classification of companies. In their study, they applied three different techniques:
multidimensional discriminant analysis, case-based forecasting and a neural network. They
used these methods to predict bankrupt and non-bankrupt Korean companies. The average



Information 2021, 12, 505 7 of 23

hit ratios of these three methods ranged from 81.5% to 83.8%. However, the neural network
worked better than the other two methods.

The Gherghina study [60] was very useful. His empirical study looked at an approach
based on the application of artificial intelligence (AI) to detect bankruptcy in companies.
He pointed out that AI is mostly employed in expert systems (ES). He also pointed out the
application of the EC prototype to assess the risk of company failure and used indebtedness
and solvency indicators to do so.

Other authors who made use of neural networks in their works on bankruptcy predic-
tion include Atiya [40], Altman et al. [61], Abid and Zouari [62], Du Jardin [63], Zouari [64]
and Vochozka and Rowland [65].

In 2010, Du Jardin [63] investigated the prediction accuracy of various prediction
models. He found out that the neural network, which is based on a set of selected financial
indicators, achieves better predictive results compared to other models.

3. Data and Methodology

The MDA forecasts the financial situation of a company using various characteristics,
i.e., using a certain set of indicators, which are usually assigned different weights. In the
discriminant analysis models, various financial indicators and variables are applied, which
form one aggregate number—the multidimensional discriminant scores. The main benefit
of this method is the inclusion of companies in groups based on discriminant scores. Most
studies that deal with this method are based on the assumption that a low value of the
discriminant score signals poor financial health of the company [66].

If all independent variables are taken into account when creating a discriminant
function, can use canonical discriminant analysis. Its most important task is to find a
way to differentiate between prosperous and non-prosperous enterprises, as well as to
minimize intra-group variability and maximize inter-group variability. In order to best
distinguish the two groups of enterprises, a model of multidimensional discriminant
analysis is constructed which consists of a linear combination of variables and aims at
identifying among those enterprises that are likely to fail and those that are unlikely to fail.

For the enterprise i, the discriminant function yi is expressed by the formula (1):

yi = w +
p

∑
j=1

vjxij, (1)

where
xij—value of variable xj for the enterprise i,
vj—coefficients of canonical variable for j = 1, ..... , p,
w—constant.
The constant “w” is calculated according to the relation (2):

w = −
p

∑
j=1

vjxj, (2)

where
xj—is the average of all determined values of the quantity, for j = 1, ... , p.
To divide enterprises into prosperous and non-prosperous, a vector of average values

of discriminants in groups of enterprises, i.e., centroids for prosperous and non-prosperous
enterprises (y1, y2 ) should be calculated. The formula (3) is as follows:

y = w +
p

∑
j=1

vjxj, (3)

The impact of individual explanatory variables can be expressed using the standard-
ized canonical discriminant function coefficients as well as the correlations coefficients
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between discriminating variables and the standardized canonical discriminant function.
Standardized coefficients are used to determine which explanatory variables have the best
discriminatory ability.

The quality of the discriminant model can be assessed using the statistical significance
of the discriminant function. If the created canonical discriminant function distinguishes
between prosperous and non-prosperous enterprises, the model is statistically significant.
The distinction between these groups of enterprises is because the differences in the
mean values of the variables that are included in the model are statistically significant.
The statistical significance of each discriminator is tested by analysis of variance. Wilk’s
Lambda can be applied as a test statistic [67].

The classification ability of the discriminant model is assessed based on the confusion
matrix. This matrix contains the absolute and relative numbers of enterprises classified
into individual groups correctly and incorrectly. To confirm the classification ability of the
model, the samples are divided into training (80%) and testing (20%). If the sample is not
large enough, it is not divided, but cross validation is used instead. The most commonly
used method is the one-leave-out classification, which is implemented by dividing a set of
enterprises into K equal or approximately equal parts. The model is considered suitable if
a 25% higher classification accuracy is achieved than in the case of random classification
of enterprises into individual groups. In the case of two groups of enterprises, namely
prosperous and non-prosperous enterprises, the model could be considered suitable if its
classification accuracy is at least 75% of correctly classified enterprises [7].

However, the use of multidimensional discriminant analysis requires that the follow-
ing assumptions are met [66]:

• quantitative or binary characters;
• none of the characters may be a linear combination of another character or characters;
• it is not appropriate to use two or more strongly correlated characters at the same time;
• the covariance matrices for each group must be approximately identical;
• the characteristics describing each group should meet the requirement of a multidi-

mensional normal distribution.

At the same time, it is preferable that the number of discriminatory variables is
lower than the number of subjects in the analyzed sample [68]. The condition of normal
distribution of variables over time has not been observed for a long time, because it is very
difficult to comply with this condition in terms of financial indicators. In addition, based
on the research results of Klieštik et al. [7], a part of the companies is always incorrectly
classified and penetrations occur because the homogeneity of the failing companies is not
guaranteed due to the different causes of their financial problems. However, the aim is to
keep the number of misclassified companies as low as possible.

The non-parametric NN method does not require the fulfillment of the prerequisites
required by the MDA, in particular the normal distribution and conformity of covariance
matrices. This is why we used this method.

At present, the development of new types of ANN continues. However, implemen-
tation of ANNs is limited. In practice, MLP is the most widespread network because
perceptrons could solve only linearly separable problems. However, most real problems
are non-linear. Rumelhat et al. [69] introduced the error backpropagation method for feed-
forward ANN with hidden layers in 1986. This multilayer feed-forward neural network,
which follows this rule, is also able to solve nonlinear problems.

The feed-forward neural network is a feed-forward connection wm
ij (i is a neuron of

m-layer and j is a neuron of (m-1)-layer) between neurons, with each neuron of one layer
transmitting signals to each neuron of the next layer. A neuron works with two types of
inputs, namely, inputs from other neurons and inputs from the environment. Input from
the external environment is a threshold value—bias (θ). The outputs of each neurons are
ym

i while i is a number of neurons (i = 1, 2 . . . n) in m-layer. The total number of layers
is M, while the input layer is marked 0. The activation values of a neuron are marked as
Vm

i , where ym
i = Vm

i (m = 1, 2 . . . M). The activation values of the input neurons are V0
i .
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The total outputs of the network are VM
i , where yM

i = VM
i and M is the last layer of the

network. NN methodology processed according to authors [70,71]. The general formula
for calculating the activation value of any neuron and any layer is calculated according to
the relation (4):

Vm
i = ym

i = f (intm
i ) = f

(
n+1

∑
j=1

wm
ij ×Vm−1

j

)
= f

(
n

∑
j=1

wm
ij ×Vm−1

j − θ

)
, (4)

where
intm

i —represents the total input to the i-neuron of m-layer, which is calculated as the
sum of the product of the weight going from j-neuron to i-neuron and the activation value
of the neuron from which the signal originates

N—is the number of neurons in the input layer,
θ—is the value of the neuron threshold,
F—is an activating function, usually a unipolar sigmoidal function is used—

f (int) = 1
(1+e−int)

, or other functions (hyperbolic tangent, function with fixed bound-

ary signum).
If the signal is propagated up to the output layer, an error signal can be calculated.

This signal should be calculated differently for the output and differently for the hidden
layers. For the output layer, the error signal (δ) is calculated as follows (5):

δM
i = f ′

(
intM

i

)(
ζi − yM

i

)
, (5)

where,
f
(
intM

i
)
—total output of the i-neuron of M-layer,

f ′
(
intM

i
)
—derivation of the activation function in intM

i
ζi—required output of the i-neuron,(
ζi − yM

i
)
—difference between expected and obtained network output.

When propagating an error through other layers, it is possible to calculate the error
signal according to the formula (6):

δm−1
i = f ′

(
intm−1

i

)
(wm

ji δm
j

)
, (6)

where
(wm

ji δm
j ) —is the multiple of the weight coming from the j-neuron to i-neuron of m-layer

and the error of the neuron of the layer into which the signal enters.
After propagating the error across the network, the weights are modified so that the

size of the error is as small as possible. This modification takes place according to the
relationship (7):

wm(new)
ij = wm(old)

ij + ∆wm
ij =wm(old)

ij + ηδm
j Vm−1

j , (7)

where
wm(new)

ij —is a new, modified scale,

wm(old)
ij —is the old value of the scale,

∆wm
ij —is the weight gain,

δm
j —error signal of j-neuron on m-layer,

η—network learning speed.
Subsequently, it is necessary to assess whether the network also complies with the

data outside the training set. If the error for the training set is comparable to the error for
the testing set, the model is acceptable. If the model is not valid then it is necessary to:

• test other initial values for the instrument;
• modify the MLP scheme (change the number of vertices, layers);
• try another ANN method;
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• reject ANN as a suitable method.

The empirical study deals with the issue of MLP with two hidden layers. MLP was
applied to the data of heat management companies in Slovakia. In total, there are around
590 companies operating in the selected sector, employing approximately 17,430 employees.
The share of the sector in the sales of Slovak industry is on average around 12.4% and the
average value of production is at the level of 10.64 billion EUR. In 2021, a significant increase
in production and sales was recorded in the given sector, namely by 1.64% compared to
2020. This increase in share is the most significant increase since 2013.

A sample used in this empirical study consisted of 458 heat supply companies. From
this sample, we excluded 14 companies, which achieved extreme values and degenerated
mean values. Therefore, we performed the analysis on a sample of 444 companies. Of
the total number of registered enterprises of the given branch of business in Slovakia, the
sample of 444 companies represented 75%. The financial statements of companies for 2016,
for which the forecast of financial failure of companies was made, were provided by the
Slovak analytical agency CRIF—Slovak Credit Bureau, s.r.o. [70]. Companies were divided
into prosperous and non-prosperous based on the indicator indebtedness. The number of
prosperous companies was 366, the number of non-prosperous was 78.

The sample of the companies was divided into a training and testing group. The
training group consisted of 298 companies, which represents 67% of the validation group
of companies, and the test group was formed of 146 companies (33%). The selection of
indicators for forecasting the financial failure of companies is in Table 2. We started the
analysis with 19 indicators from all areas of financial health assessment and, using a corre-
lation matrix and a one-dimensional logit model, we reduced this number to 11 indicators.
Correlation matrix is stated in Appendix A (Table A1). Based on its results, we can say
that there is strong statistically significant relationship between the indicators TL, CL and
QR, indicators CPP, CTC and ROS and indicators EFAR and ELFAR. From these groups of
indicators we used only one indicator. In order to eliminate multicollinearity, we did not
use indicator TDTA, which was applied as a financial distress criterion.

Table 2. Input neurons.

Input Neurons Indicator Indicators’ Description Method of Calculation

x1 CL Current ratio short term assets/short term liabilities
x2 ACP Average collection period current receivables/sales× 360
x3 IT Inventory turnover inventory/sales× 360
x4 CPP Creditors payment period current liabilities/sales× 360
x5 TATR Total assets turnover ratio sales/assets
x6 ROA Return on assets EBIT/assets× 100
X7 ROC Return on costs EAT/costs× 100
X8 ICR Interest coverage ratio EBIT/interest expense
X9 EDR Equity to debt ratio equity/debt
x10 EFAR Equity to fixed assets ratio equity/ f ixed assets
x11 CR Cost ratio costs/revenues

Source: authors.

4. Results

At the beginning of the analysis and prediction of the financial health of enterprises
and their possible bankruptcy, means, medians and standard deviations were calculated for
selected financial indicators, especially for the group of enterprises that were prosperous
and non-prosperous (Table 3).
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Table 3. Means, medians and standard deviations of prosperous and non-prosperous businesses.

Prosperous Businesses (n = 366) Non-Prosperous Businesses (n = 78)

Indicator Mean Median Standard Deviation Mean Median Standard Deviation

Current Ratio 3.89 1.01 12.13 2.92 0.64 9.87
Average

collection
period

0.5 0.16 1.59 0.24 0.11 0.39

Inventory
turnover 0.05 0.00 0.31 0.05 0.00 0.2

Creditors
payment period 2.12 0.48 7.47 1.47 0.52 3.87

Total assets
turnover ratio 1.01 0.37 1.66 0.7 0.24 1.54

Return on
assets 0.03 0.04 0.31 −0.04 0.07 0.9

Return on costs −0.03 0.02 1.05 −0.32 0.04 2.7
Interest

coverage ratio 61.68 2.02 567.17 28.19 0.00 615.18

Equity to debt
ratio 1.06 0.28 3.56 −0.28 −0.22 0.24

Equity to fixed
assets ratio 1.63 0.3 6.52 −4.26 −0.4 14.64

Cost ratio 0.97 0.94 0.78 1.6 1.16 1.12

Source: authors.

Based on the results of a Mann–Whitney U test (Table 4) for these two groups of
enterprises, it could be stated that enterprises that face financial distress show deficiencies
in the values of indicators CL, ACP, TATR, ICR, EDR. EFAR, CR. The values of these
indicators show that these enterprises should focus on improving these areas of assessing
their financial health so that they are not at risk of bankruptcy.

Table 4. Results of Mann–Whitney test.

CL ACP IT CPP TATR ROA ROC ICR EDR EFAR CR

Mann–Whitney U 10,297.0 11,958.0 13,842.0 14,255.0 10,386.0 12,165.0 13,037.0 6559.0 114.0 124.0 4592.0
Wilcoxon W 13,378.0 15,039.0 16,923.0 17,336.0 13,467.0 79,326.0 80,198.0 9640.0 3195.0 3205.0 71,753.0

Z −3.865 −2.251 −0.444 −0.018 −3.779 −2.050 −1.202 −7.518 −13.762 −13.753 −9.410
Asymp. Sig.

(2-tailed) 0.000 0.024 0.657 0.985 0.000 0.040 0.229 0.000 0.000 0.000 0.000

Source: authors.

4.1. Results of Discriminant Analysis

When creating the discriminant function all independent variables were taken into
account. To test the normality of financial ratios, we used Shapiro–Wilk test. The re-
sults show that financial ratios do not have the properties of normal distribution (see
Appendices B and C, Tables A2 and A3).

In order to find whether covariance matrices were equal, we used Box’s M test, Based
on its results (Table 5) we state that the covariance matrices cannot be considered equal.

Table 5. Results of Box‘s M test.

Box‘s M 1246.287

F Approx. 17.896
df1 66
df2 62,925.997
Sig. 0.000

Source: authors.
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Despite the fact that financial ratios do not have the properties of normal distribution
and covariance matrices are not equal, we constructed a discriminant analysis model.
When using financial indicators, it is difficult to meet the conditions required by discrimi-
nant analysis.

From the results of the discriminant analysis (Table 6), it is clear that the following
indicators had the highest impact on discriminatory scores: equity to debt ratio—positive
impact; cost ratio—negative impact; and equity to fixed assets ratio—positive impact. Other
significant discriminators in the order include: return on costs; total assets turnover ratio;
and average collection period. Based on the above, it can be stated that these indicators are
significant discriminators in the classification of enterprises as facing bankruptcy and not
facing bankruptcy.

Table 6. Standardized canonical discriminant function coefficients.

Indicators Coeficients

Current Ratio 0.037
Average collection period −0.121

Inventory turnover 0.017
Creditors payment period 0.065
Total assets turnover ratio 0.155

Return on assets 0.103
Return on costs 0.191

Interest coverage ratio −0.074
Equity to debt ratio 0.386

Equity to fixed assets ratio 0.567
Cost ratio −0.659

Source: authors.

The influence of the explanatory variables on the discriminatory ability of the model
was also confirmed by the correlation coefficients calculation (the discriminant function
and the individual explanatory variables).

The calculation confirmed the influence of the above indicators on the value of the
discriminant score.

The created discriminant function-D, which is used to calculate the discriminant score,
has the following form:

D = 0.553 + 0.083ACP + 0.058IT + 0.094TATR + 0.217ROA + 0.129ROC + 0.119EDR + 0.067EFAR− 0.775C (8)

Results were confirmed by the stepwise model; after the exclusion of each indicator,
the results were approximately the same. The statistical significance of mean differences
was tested by analysis of variance using Wilks’ Lambda. The results are shown in Table 7.
Since the vectors of the mean values of the variables included in this function were statis-
tically significant, canonical discriminant function well separates between the groups of
prosperous enterprises and non-prosperous enterprises. It was also noticed that 84% of
variance in discriminant scores was not explained by group differences.

Table 7. Wilk’s Lambda analysis results.

Test of Function(s) Wilks’ Lambda Chi-Square df Sig.

1 0.838 77.302 11 0.000
Source: authors.

Centroids were calculated using the model. The centroids showed how individual
groups of enterprises differed from each other given the canonical variable. Centroid for
enterprises belonging to the group of prosperous enterprises reached the value of 0.203. On
the other hand, the centroid for non-prosperous enterprises reached the value of −0.951.



Information 2021, 12, 505 13 of 23

The classification ability of the created model was assessed using a Confusion matrix
(Table 8). The overall classification ability of the model is 84%. Classification ability for
prosperous businesses is 98.9%, for non-prosperous businesses it is 15.4%. Model for
original sample achieved Error type 1 at the level of 84.6% and error type 2 at the level
of 1.1%. Due to the fact that the sample was not large enough to be divided into training
and testing, cross validation was performed with 83.33% of cross-validated grouped cases
correctly classified.

Table 8. Classification ability of MDA.

Classification Results

Membership Total
1 2

Original Count 1 362 4 366
2 66 12 78

% 1 98.9 1.1 100.0
2 84.6 15.4 100.0

Cross-validated Count 1 360 6 366
2 68 10 78

% 1 98.4 1.6 100.0
2 87.2 12.8 100.0

Source: authors.

Based on the results of the confusion matrix we can conclude that the MDA model
achieved a very good overall classification ability and excellent classification ability for
prosperous businesses. On the other hand, its classification ability for non-prosperous
businesses was low. Results achieved in this study can be compared with the results of
other studies. Khemais et al. [71] achieved 76.3% classification ability for healthy businesses
and 76.5% classification ability for failing businesses. Mihalovič: [72], in his study, achieved
45.61% classification ability for bankrupt businesses and 81.97% classification ability for
non-bankrupt businesses.

4.2. Results of Neural Networks

We applied a four-layer MLP. which consisted of one input layer, two hidden layers
and one output layer. The model worked with 11 financial indicators at the input layer.
These represented all areas of the enterprise’s financial health. The list of indicators and
the method of their calculation is given in the Table 1. To these input indicators was added
the unit bias, which acted as a constant in the regression analysis (b). The first hidden layer
was formed by 8 units and unit b and the second hidden layer by 6 units and unit b. The
output layer represents one dependent variable—bankruptcy—while the total number of
units was equal to 2. The network parameters can be seen in the Table 9.

Figure 2 shows the MLP, which was constructed to predict a group of enterprises
facing bankruptcy and those which are not.
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Table 9. Network information.

Input Layer
Covariates

1 Current Ratio
2 Average collection period
3 Inventory turnover
4 Creditors payment period
5 Total assets turnover ratio
6 Return on assets
7 Return on costs
8 Interest coverage ratio
9 Equity to debt ratio

10 Equity to fixed assets ratio
11 Cost ratio

Number of Units 11
Rescaling Method for Covariates Standardized

Hidden Layer(s)

Number of Hidden Layers 2
Number of Units in Hidden Layer 1 a 8
Number of Units in Hidden Layer 2 a 6

Activation Function Hyperbolic tangent

Output Layer

Dependent Variables 1 Financial distress
Number of Units 2

Activation Function Identity
Error Function Sum of Squares

a Excluding the bias unit. Source: authors.

The resulting values of the model significance are given in the Table 10 for the training
sample and the testing sample. Since the given values are approximately the same, it can
be stated that the model is acceptable and has a good predictive power.

Table 10. The model significance.

Training sample Sum of Squares Error 5.292
Percent Incorrect Predictions 1.9%

Testing sample Sum of Squares Error 6.226
Percent Incorrect Predictions 5.9%

Source: authors.

The results in the Table 11 show that both the training and testing samples achieved
excellent results in classification accuracy when predicting corporate bankruptcy. Overall
classification ability of the model for the training sample was 98.3%; classification ability
for prosperous businesses was 99.2%, for non-prosperous 93.8%. The model for the training
sample achieved error type 1 at the level of 6.2% and error type 2 at the level of 0.8%.
Results of the model for the testing sample were similar, with overall classification ability
being 95.9%; classification ability for prosperous businesses was 98.3%, for non-prosperous
86.7%. The model for the testing sample achieved error type 1 at the level of 13.3% and
error type 2 at the level of 1.7%. Based on the results of confusion matrix we can conclude
that the NN model achieved very good results for prosperous as well as non-prosperous
businesses.
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Figure 2. MLP. Source: authors.
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Table 11. Classification ability of NN.

Sample Predicted
1 2 Percent Correct

Training
1 248 2 99.2%
2 3 45 93.8%

Overall Percent 84.2% 15.8% 98.3%

Testing
1 114 2 98.3%
2 4 26 86.7%

Overall Percent 80.8% 19.2% 95.9%
Source: authors.

Quality of constructed models was evaluated with the use of Brier score and Somers’
D, also called Gini coefficient (Table 12). Brier score takes values from 0 to 1. The ideal
case is 0. Somers’ D takes values from −1 to 1. Ideal case is 1. We can conclude that MLP
achieved excellent results, while MDA achieved worse results.

Table 12. Evaluation of models‘ performance.

MLP MDA

Brier score 0.0338 0.1577
Somers’ D 0.8278 0.1429

Source: authors.

5. Discussion

The study confirmed that the neural network is an important and precise tool for
predicting corporate bankruptcy. The classification accuracy of the neural network, for
prosperous and non-prosperous businesses, is high. The network, however, has a disad-
vantage: it is not possible to use it to determine significant discriminators for predicting
corporate bankruptcy. The method should be supplemented with the results of the method,
which provides this information.

The classification ability of MDA was excellent in the case of prosperous businesses,
but for non-prosperous businesses it was low. This might have been caused by the fact that
conditions of normal distribution and equality of covariance matrices were violated in this
study. When using financial indicators as independent variables, it is very difficult to meet
them. Therefore, it was necessary to supplement MDA with NN.

The initial analysis of the financial condition of enterprises showed that companies
facing bankruptcy show problems in the indicators of solvency, capital structure, stability
and costs, namely CL, ACP, TATR, ICR, EDR. EFAR, CR. These indicators were determined
by the Mann–Whitney U test. The discriminant analysis confirmed that of these indicators,
the most significant discriminators for confirming the bankruptcy are CR, EFAR, and EDR,
followed by the indicators TATR, ROC and ACP. This confirmed the assumption according
to the Mann–Whitney test regarding the significance of the difference between the above
indicators with regard to enterprises facing and not facing bankruptcy was correct. The
biggest financial problem of this sample of enterprises active in the heat management
sector is the high indebtedness (up to 84%). It can be stated that the indebtedness of the
enterprise is a significant predictor of bankruptcy, as indicators EDR and EFAR achieved
the highest coefficient in MDA.

Research needs to be continued and developed further. The aim is to focus on an
even more detailed and refined selection of inputs to the neural network. For this purpose,
genetic algorithms [73] and the LASSO method [74] could be used in the future. These
methods allow for the selection of indicators, which proved to be important predictors of
bankruptcy. The sample of companies studied in the future research should be larger in
order to make acceptable generalizations in the field. Since our research focuses on the
application of the DEA method in predicting the bankruptcy of enterprises, it would be
beneficial to compare the results of DEA models with the results of neural networks in
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future research. It is already clear that the DEA has its advantages compared to the neural
network in setting the target values of input and output variables.

The limiting factors of this research were a smaller sample of companies and extreme
values of indicators. However, research in bankruptcy prediction of an analyzed sample
of businesses is becoming more and more relevant. Recently, there has been a significant
increase in energy prices in Slovakia, which has had a negative impact on the financial
health of companies.

In the case of discriminant analysis, the problem is regarding the normal distribution,
because it is very difficult to meet this condition for financial indicators. It must therefore
be borne in mind that, in this case, some enterprises were misclassified. Despite this fact,
the results of DA were presented.

Each of the applied methods has its strengths as well as weaknesses. In practice,
however, several methods should be used and their results should be compared. There
is specialized software for all prediction methods. However, the personal contribution of
managers and their experience and knowledge in the field, as well as in the selection of
input indicators, is very important.
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Appendix A

Table A1. Correlation matrix.

Variable
Marked Correlations Are Significant at p < 0.05000

TL CL QR ACP IT CPP CTC TATR ROA ROE ROS ROC TDTA ER ICR EDR EFAR ELFAR CR

TL 1.0000 0.9998 0.9187 0.0058 −0.0046 −0.0099 0.0128 −0.0795 0.0125 −0.0108 0.0126 0.0249 −0.0142 0.0142 −0.0122 0.0374 0.0061 0.0073 −0.0144

p = −−− p = 0.00 p = 0.00 p = 0.901 p = 0.921 p = 0.832 p = 0.785 p = 0.089 p = 0.790 p = 0.817 p = 0.787 p = 0.595 p = 0.762 p = 0.762 p = 0.794 p = 0.424 p = 0.896 p = 0.877 p = 0.758

CL 0.9998 1.0000 0.9163 0.0057 −0.0055 −0.0100 0.0128 −0.0798 0.0125 −0.0107 0.0126 0.0265 −0.0139 0.0139 −0.0119 0.0379 0.0065 0.0077 −0.0142

p = 0.00 p = −−− p = 0.00 p = 0.903 p = 0.906 p = 0.831 p = 0.784 p = 0.088 p = 0.789 p = 0.819 p = 0.787 p = 0.572 p = 0.766 p = 0.766 p = 0.799 p = 0.418 p = 0.890 p = 0.870 p = 0.762

QR 0.9187 0.9163 1.0000 0.0056 −0.0054 −0.0084 0.0110 −0.0858 0.0082 −0.0095 0.0108 0.0220 −0.0120 0.0120 −0.0145 0.0426 0.0119 0.0132 −0.0127

p = 0.00 p = 0.00 p = −−− p = 0.906 p = 0.907 p = 0.857 p = 0.814 p = 0.066 p = 0.861 p = 0.840 p = 0.817 p = 0.639 p = 0.798 p = 0.798 p = 0.757 p = 0.363 p = 0.799 p = 0.777 p = 0.786

ACP 0.0058 0.0057 0.0056 1.0000 0.0186 0.5913 −0.4051 0.0051 0.0015 −0.0003 −0.3983 −0.0159 0.0009 −0.0010 0.0014 0.0076 0.0013 0.0012 0.0010

p = 0.901 p = 0.903 p = 0.906 p = −−− p = 0.691 p = 0.00 p = 0.00 p = 0.913 p = 0.974 p = 0.995 p = 0.000 p = 0.735 p = 0.985 p = 0.982 p = 0.976 p = 0.872 p = 0.978 p = 0.980 p = 0.983

IT −0.0046 −0.0055 −0.0054 0.0186 1.0000 0.0564 −0.0578 0.0437 0.0001 −0.0167 −0.0166 −0.0218 −0.0037 0.0036 −0.0043 −0.0161 −0.0038 −0.0043 −0.0036

p = 0.921 p = 0.906 p = 0.907 p = 0.691 p = −−− p = 0.228 p = 0.217 p = 0.350 p = 0.998 p = 0.721 p = 0.722 p = 0.641 p = 0.937 p = 0.938 p = 0.927 p = 0.731 p = 0.935 p = 0.926 p = 0.939

CPP −0.0099 −0.0100 −0.0084 0.5913 0.0564 1.0000 −0.9769 −0.0154 −0.0012 0.0031 −0.9740 −0.0304 −0.0017 0.0017 −0.0020 −0.0006 −0.0018 −0.0021 −0.0016

p = 0.832 p = 0.831 p = 0.857 p = 0.00 p = 0.228 p = −−− p = 0.00 p = 0.742 p = 0.979 p = 0.947 p = 0.00 p = 0.517 p = 0.971 p = 0.972 p = 0.967 p = 0.991 p = 0.969 p = 0.965 p = 0.973

CTC 0.0128 0.0128 0.0110 −0.4051 −0.0578 −0.9769 1.0000 0.0189 0.0018 −0.0036 0.9987 0.0302 0.0022 −0.0022 0.0026 0.0026 0.0024 0.0026 0.0021

p = 0.785 p = 0.784 p = 0.814 p = 0.00 p = 0.217 p = 0.00 p = −−− p = 0.686 p = 0.969 p = 0.938 p = 0.00 p = 0.519 p = 0.963 p = 0.963 p = 0.956 p = 0.955 p = 0.959 p = 0.955 p = 0.965

TATR −0.0795 −0.0798 −0.0858 0.0051 0.0437 −0.0154 0.0189 1.0000 0.0124 0.0254 0.0221 0.0244 −0.0239 0.0239 0.0486 −0.0075 −0.0031 −0.0053 −0.0273

p = 0.089 p = 0.088 p = 0.066 p = 0.913 p = 0.350 p = 0.742 p = 0.686 p = −−− p = 0.792 p = 0.588 p = 0.637 p = 0.602 p = 0.610 p = 0.610 p = 0.298 p = 0.873 p = 0.947 p = 0.909 p = 0.559

ROA 0.0125 0.0125 0.0082 0.0015 0.0001 −0.0012 0.0018 0.0124 1.0000 0.0601 0.0026 0.1063 −0.0084 0.0085 0.0089 0.0226 0.0153 0.0156 −0.0044

p = 0.790 p = 0.789 p = 0.861 p = 0.974 p = 0.998 p = 0.979 p = 0.969 p = 0.792 p = −−− p = 0.199 p = 0.956 p = 0.023 p = 0.857 p = 0.857 p = 0.849 p = 0.629 p = 0.744 p = 0.738 p = 0.925

ROE −0.0108 −0.0107 −0.0095 −0.0003 −0.0167 0.0031 −0.0036 0.0254 0.0601 1.0000 −0.0025 0.0452 −0.0040 0.0040 0.0075 −0.0179 0.0061 0.0079 −0.0098

p = 0.817 p = 0.819 p = 0.840 p = 0.995 p = 0.721 p = 0.947 p = 0.938 p = 0.588 p = 0.199 p = −−− p = 0.957 p = 0.333 p = 0.932 p = 0.932 p = 0.873 p = 0.702 p = 0.896 p = 0.867 p = 0.835

ROS 0.0126 0.0126 0.0108 −0.3983 −0.0166 −0.9740 0.9987 0.0221 0.0026 −0.0025 1.0000 0.0303 0.0021 −0.0021 0.0025 0.0023 0.0024 0.0026 0.0022

p = 0.787 p = 0.787 p = 0.817 p = 0.000 p = 0.722 p = 0.00 p = 0.00 p = 0.637 p = 0.956 p = 0.957 p = −−− p = 0.518 p = 0.964 p = 0.964 p = 0.957 p = 0.961 p = 0.959 p = 0.955 p = 0.962

ROC 0.0249 0.0265 0.0220 −0.0159 −0.0218 −0.0304 0.0302 0.0244 0.1063 0.0452 0.0303 1.0000 0.0017 −0.0017 0.0057 0.0201 0.0060 0.0077 −0.0058

p = 0.595 p = 0.572 p = 0.639 p = 0.735 p = 0.641 p = 0.517 p = 0.519 p = 0.602 p = 0.023 p = 0.333 p = 0.518 p = −−− p = 0.972 p = 0.972 p = 0.903 p = 0.668 p = 0.899 p = 0.870 p = 0.902

TDTA −0.0142 −0.0139 −0.0120 0.0009 −0.0037 −0.0017 0.0022 −0.0239 −0.0084 −0.0040 0.0021 0.0017 1.0000 −1.0000 −0.0024 −0.0210 −0.0028 −0.0033 −0.0005

p = 0.762 p = 0.766 p = 0.798 p = 0.985 p = 0.937 p = 0.971 p = 0.963 p = 0.610 p = 0.857 p = 0.932 p = 0.964 p = 0.972 p = −−− p = 0.00 p = 0.958 p = 0.654 p = 0.952 p = 0.944 p = 0.991

ER 0.0142 0.0139 0.0120 −0.0010 0.0036 0.0017 −0.0022 0.0239 0.0085 0.0040 −0.0021 −0.0017 −1.0000 1.0000 0.0024 0.0210 0.0028 0.0033 0.0005

p = 0.762 p = 0.766 p = 0.798 p = 0.982 p = 0.938 p = 0.972 p = 0.963 p = 0.610 p = 0.857 p = 0.932 p = 0.964 p = 0.972 p = 0.00 p = −−− p = 0.958 p = 0.653 p = 0.952 p = 0.944 p = 0.992

ICR −0.0122 −0.0119 −0.0145 0.0014 −0.0043 −0.0020 0.0026 0.0486 0.0089 0.0075 0.0025 0.0057 −0.0024 0.0024 1.0000 0.0036 −0.0007 −0.0015 −0.0028

p = 0.794 p = 0.799 p = 0.757 p = 0.976 p = 0.927 p = 0.967 p = 0.956 p = 0.298 p = 0.849 p = 0.873 p = 0.957 p = 0.903 p = 0.958 p = 0.958 p = −−− p = 0.939 p = 0.988 p = 0.974 p = 0.953
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Table A1. Cont.

Variable
Marked Correlations Are Significant at p < 0.05000

TL CL QR ACP IT CPP CTC TATR ROA ROE ROS ROC TDTA ER ICR EDR EFAR ELFAR CR

EDR 0.0374 0.0379 0.0426 0.0076 −0.0161 −0.0006 0.0026 −0.0075 0.0226 −0.0179 0.0023 0.0201 −0.0210 0.0210 0.0036 1.0000 0.0294 0.0236 −0.0176

p = 0.424 p = 0.418 p = 0.363 p = 0.872 p = 0.731 p = 0.991 p = 0.955 p = 0.873 p = 0.629 p = 0.702 p = 0.961 p = 0.668 p = 0.654 p = 0.653 p = 0.939 p = −−− p = 0.530 p = 0.614 p = 0.707

EFAR 0.0061 0.0065 0.0119 0.0013 −0.0038 −0.0018 0.0024 −0.0031 0.0153 0.0061 0.0024 0.0060 −0.0028 0.0028 −0.0007 0.0294 1.0000 0.9979 −0.0035

p = 0.896 p = 0.890 p = 0.799 p = 0.978 p = 0.935 p = 0.969 p = 0.959 p = 0.947 p = 0.744 p = 0.896 p = 0.959 p = 0.899 p = 0.952 p = 0.952 p = 0.988 p = 0.530 p = −−− p = 0.00 p = 0.940

ELFAR 0.0073 0.0077 0.0132 0.0012 −0.0043 −0.0021 0.0026 −0.0053 0.0156 0.0079 0.0026 0.0077 −0.0033 0.0033 −0.0015 0.0236 0.9979 1.0000 −0.0039

p = 0.877 p = 0.870 p = 0.777 p = 0.980 p = 0.926 p = 0.965 p = 0.955 p = 0.909 p = 0.738 p = 0.867 p = 0.955 p = 0.870 p = 0.944 p = 0.944 p = 0.974 p = 0.614 p = 0.00 p = −−− p = 0.934

CR −0.0144 −0.0142 −0.0127 0.0010 −0.0036 −0.0016 0.0021 −0.0273 −0.0044 −0.0098 0.0022 −0.0058 −0.0005 0.0005 −0.0028 −0.0176 −0.0035 −0.0039 1.0000

p = 0.758 p = 0.762 p = 0.786 p = 0.983 p = 0.939 p = 0.973 p = 0.965 p = 0.559 p = 0.925 p = 0.835 p = 0.962 p = 0.902 p = 0.991 p = 0.992 p = 0.953 p = 0.707 p = 0.940 p = 0.934 p = −−−

Legend: TL—Total liquidity, CL—Current ratio, QR—Quick ratio, ACP—Average collection period, IT—Inventory turnover, CPP—Creditors payment period, CTC—Cash−to−cash, TATR—Total assets turnover
ratio, ROA—Return on assets, ROE—Return on equity, ROS—Return on sales, ROC—Return on costs, TDTA—Total debt to total assets, ER—Equity ratio, ICR—Interest coverago ratio, EDR—Equity to debt ratio,
EFAR—Equity to fixed assets ratio, ELFAR—Equity and long−term liabilities to fixed assets ratio, CR—Costs ratio.
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Appendix B

Table A2. Results of Shapiro–Wilk test—prosperous businesses.

Variable Obs W V z Prob > z

CL 366 0.29307 179.757 12.302 0.00000
ACP 366 0.25657 189.037 12.421 0.00000

IT 366 0.19004 205.956 12.625 0.00000
CPP 366 0.25360 189.793 12.431 0.00000

TATR 366 0.55332 113.581 11.214 0.00000
ROA 366 0.35685 163.540 12.078 0.00000
ROC 366 0.39979 152.621 11.914 0.00000
ICR 366 0.11195 225.811 12.843 0.00000
EDR 366 0.24298 192.493 12.464 0.00000
EFAR 366 0.21987 198.371 12.536 0.00000

CR 366 0.22825 196.239 12.510 0.00000
Source: authors.

Appendix C

Table A3. Results of Shapiro–Wilk test—non−prosperous businesses.

Variable Obs W V z Prob > z

CL 78 0.28634 47.979 8.469 0.00000
ACP 78 0.54110 30.852 7.503 0.00000
IT 78 0.32882 45.124 8.335 0.00000
CPP 78 0.33201 44.909 8.324 0.00000
TATR 78 0.41853 39.092 8.021 0.00000
ROA 78 0.21245 52.947 8.685 0.00000
ROC 78 0.22597 52.038 8.647 0.00000
ICR 78 0.17952 55.161 8.774 0.00000
EDR 78 0.87917 8.124 4.583 0.00000
EFAR 78 0.30125 46.977 8.423 0.00000
CR 78 0.67947 21.549 6.718 0.00000

Source: authors.
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