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Abstract: Augmented reality (AR) technologies can blend digital and physical space and serve
a variety of applications intuitively and effectively. Specifically, wearable AR enabled by optical
see-through (OST) AR head-mounted displays (HMDs) might provide users with a direct view
of the physical environment containing digital objects. Besides, users could directly interact with
three-dimensional (3D) digital artefacts using freehand gestures captured by OST HMD sensors.
However, as an emerging user interaction paradigm, freehand interaction with OST AR still requires
further investigation to improve user performance and satisfaction. Thus, we conducted two studies
to investigate various freehand selection design aspects in OST AR, including target placement, size,
distance, position, and haptic feedback on the hand and body. The user evaluation results indicated
that 40 cm might be an appropriate target distance for freehand gestural selection. A large target
size might lower the selection time and error rate, and a small target size could minimise selection
effort. The targets positioned in the centre are the easiest to select, while those in the corners require
extra time and effort. Furthermore, we discovered that haptic feedback on the body could lead
to high user preference and satisfaction. Based on the research findings, we conclude with design
recommendations for effective and comfortable freehand gestural interaction in OST AR.

Keywords: augmented reality; freehand gestural interaction; haptic feedback

1. Introduction

Augmented reality (AR) enabled by mobile and wearable computing devices is be-
coming popular. With the fast development of personal computing devices and mobile
networks, AR has enormous potential in various application areas such as education, health-
care, and industry [1]. Compared to virtual reality (VR), which provides an immersive
virtual environment by completely occluding the user’s view with head-mounted displays
(HMDs), AR overlays digital information directly in the physical world [2], and users are
still aware of the real world. Thus, AR could be applied in scenarios requiring interaction
with virtual and physical objects and environments.

AR could be implemented on various platforms. Mobile devices, such as smartphones
or tablets, could use the camera to capture the real world and then display the digital
information on top of the camera video feed. Users then interact with the multi-touch
displays to control the mobile AR application. Apart from widely available mobile devices,
video see-through (VST) HMDs could also overlay the digital object with the video feed
captured by the cameras [2]. As there is no touch surface available any more, users have to
use hand-held devices or freehand gestures to perform the interaction.

Another emerging method to implement AR is using wearable optical see-through
(OST) devices. Users could view the physical world directly through the translucent
displays rather than looking at a video feed captured by the cameras. At the same time,
the displays could also render the three-dimensional (3D) digital content, and users could
interact with OST AR applications similarly as they interact with physical objects.
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The directness of OST AR has the potential to improve both user performance and
satisfaction. Users could interact with both the digital and the physical world simultane-
ously and perform freehand gestures (e.g., direct hand touch or manipulation). However,
such a leap of user interaction design from flat touch surfaces to wearable OST AR devices
could significantly affect user adoption. To accelerate the AR applications, the research and
design communities should pay more attention to the challenges of user interaction design
for wearable OST AR.

For example, selecting a target is one of the most-frequent user interaction tasks. Target
selection has been extensively studied in a variety of interaction contexts, including desktop
computers [3,4], multi-touch mobile devices [5], 3D displays with hand-held devices [6],
or freehand gestures [7–10]. In particular, freehand gestural interaction, which could
provide a direct and natural user experience, is already expanding outside lab settings
and is commonly supported by commercial wearable OST AR products. However, due to
numerous under-researched interaction design issues, it is still challenging to complete
some user interaction tasks.

Besides the commonly used visual and audio interaction modalities, haptic wearable
devices might also enable rapid and straightforward access to information. Wearable
haptic devices, such as smartwatches and wristbands, are becoming essential to our digital
infrastructure. Employing haptic feedback, they may provide on-the-go information access
without occupying the user’s visual attention. Smartwatches and wristbands are conve-
nient, but their interaction design options are restricted due to their diminutive size. In
contrast, body-worn devices, such as vests and jackets with tactile units, offer a significantly
bigger form factor and broader body coverage. Therefore, they may expand the design
space for haptic feedback from the wrist to the whole body.

Haptic feedback is receiving more attention from the research communities [11,12].
Especially, the wearable haptic feedback devices could be applied in many scenarios
to improve the user engagement, such as storytelling [13], animation [14], gaming [15],
or driving [16]. Haptic feedback could also offer information awareness for tasks such
as driving [16]. Ultrasonic haptic feedback could also facilitate the freehand gestural
interaction [17,18].

Unlike smartphones with multitouch displays, wearable OST AR lacks a portable
screen or physical surface to provide touch input or haptic feedback. Therefore, it is
essential for wearable OST AR applications to provide suitable haptic feedback. However,
the investigation of the combination of haptic feedback and freehand interaction in wearable
OST AR settings is still limited. Based on the existing research and investigations, we
analysed the design factors of freehand gestural target selection in the OST AR context. We
conducted two experimental studies on user freehand interaction selection. We present
the results, including user behaviour, preferences, and feedback, and we conclude with
design recommendations and guidelines for the freehand gestural target selection in OST
AR environments, as well as the future avenues of research.

2. Related Works

Numerous devices potentially enable gestural interaction, and interaction techniques
that enhance the user experience of gestural and haptic interaction have been investigated
for decades. Such efforts provide a strong foundation for the design of wearable OST AR
applications with freehand target selection. This section briefly summarises the research on
freehand gestural selection and haptic feedback design.

2.1. Gestural Interaction with Hand-Held Devices

The mouse is widely used as a pointing device with a graphical user interface (GUI)
for menu and object selection [19]. A mouse can also be used as a gestural input device for
many tasks such as menu selection [20] and object manipulations [21]. With the popularity
of smartphones and tablets, touch-sensitive devices are widely used currently. The touch
screen can enable similar interaction techniques such as a mouse and pen and extend the
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possibilities with multiple fingers via multi-touch support. The touch surface can also be
used with different types of devices, such as a large interactive surface [22], desktop-sized
screen [23], tablet and mobile phone [24], as well as wearable devices.

Hand-held devices are standard techniques for motion capture and, thus, widely used
for gestural input in video game applications [25–27]. There are several commercially
available implementations of six-degree-of-freedom (6-DOF) tracking devices, and they
have been commonly used for interacting with large displays for directly manipulating
virtual objects [28–31]. The Wii remote, for example, is a hand-held tracking game controller
widely adopted by both consumers and researchers. It has been used for interaction tasks
such as image analysis [32], TV control [33], and text input [34,35]. The Wii remote can also
be augmented for better performance [36].

With various sensors on mobile devices, interaction on smartphones can also be
enhanced by motion tracking. For example, SHRIMP [37] uses camera-based motion
sensing to enable the user to express preference through a tilting or movement interaction.
To address the problem of a gestural delimiter of mobile devices, DroubleFlip [38] proposes
a motion gesture for motion-based interaction.

2.2. Freehand Gestural Interaction

Early freehand interaction systems needed fiducial markers on the user to enable track-
ing of the gestures. This type of computer vision tracking has been used in different tasks
and applications, such as skeleton animation [39–41], virtual reality [42,43], monitoring
users’ behaviour [44], interactive environments [45], 3D reconstructions [46], and pervasive
displays [47].

Besides tracking with markers, users can also interact with the system more directly
without wearing tags. For example, the hand positions and gestures can be tracked in 3D
with two regular RGB cameras [48,49]. The fingertip can also be detected by cameras on
mobile devices [50] or stereo cameras [51].

Besides regular cameras, it is also possible to track freehand gestures with depth
cameras [7], enabling human skeleton tracking in 3D space without holding any device or
attaching any markers. However, such tracking techniques with a single remote camera
typically have low resolution and tracking accuracy. In practice, the skeleton tracking based
on the raw depth data can be even noisier.

Research illustrates the directness and immediacy of such gestural interaction enabled
by depth cameras in daily life use cases. For example, motion sensing input has been
explored using a Kinect sensor for object manipulation [52]. Two-handed operation is used
to address the lack of hand orientation tracking [53]. Virtual objects can also be manipulated
using skeleton tracking techniques, including on curved surfaces [54,55] and projected
directly onto everyday objects [56].

Computer-vision-enabled freehand gesture interaction is also increasingly used in
wearable HMDs for VR and AR applications. Users could interact with digital applications
using freehand gestures tracked by cameras on the wearable glasses. Numerous user
scenarios and applications could be supported, such as manipulation and interaction
with digital virtual objects [57–59] and annotation drawing for creating visual and spatial
references [60].

2.3. Haptic Feedback

With the development of smartphones and smartwatches, haptic feedback is growing
in popularity across various mobile devices. Devices such as finger rings [61,62] and
waistbands [63,64] could also be utilised as haptic input devices. Furthermore, haptic
interaction is utilised in many user scenarios. For example, through a wearable tactile
feedback belt, the designers might offer the visually impaired navigational information [65].
In addition, haptic vests and belts are utilised in navigation systems for automobiles and
motorcycles [66,67]. Experiments indicate that a haptic navigation belt can also give car
drivers a more precise sense of direction than conventional navigation techniques without
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raising their cognitive load [66]. Likewise, a tactile vest might be employed to enhance
the awareness of motorcycle drivers on peripheral information and road conditions [67].
The effects of the dynamic tactile feedback, such as speed, position, direction, length,
thickness, and intensity, could all be controlled [68,69] and utilised in entertainment such
as gaming [15] or storytelling [13,14].

Additionally, tactile feedback can increase people’s capacity to perceive and engage
with their home environment. For instance, tactile belts might assist those with hearing loss
in perceiving environmental or interpersonal cues through vibrations [70]. In addition to
tactile feedback via belts or vests, haptic feedback could also be provided via controlled elec-
trostatic stimulation. The application of electrical haptic feedback offers the benefit of further
miniaturising the tactile feedback device while retaining its natural sensitivity [71,72].

Adding haptic feedback to freehand gestural interaction could offer the potential for
more realistic and immersive user experiences. Various wearable devices such as gloves [73],
armbands [74], or wrist-based devices [75,76] have been applied to provide haptic feedback.
Besides wearable haptic devices, an array of ultrasonic transducers could also be used to
provide haptic feedback for gestures [77] or spatial cues for digital visualisations [17,18].
The user evaluation indicates that the haptic feedback from ultrasonic transducers could
improve the interaction accuracy [17] and reduce visual demand [77].

As one of the most-common and -frequent interaction tasks, target selection design is
essential for improving the user experience for freehand interaction in OST AR. However,
key interaction design features, such as the optimal target size, location, and depth, have
yet to be thoroughly examined. Moreover, limited research has been conducted on haptic
feedback for freehand selection in OST AR contexts. In addition, most current research on
haptic feedback for freehand selection concentrates on devices for the hand, wrist, or arms,
disregarding the potential of other body areas.

3. Study 1: Freehand Gestural Selection in Wearable OST AR

Wearable OST AR devices are now available as consumer electronics products. Hololens 2,
for example, has depth sensors supporting 3D spatial awareness and hand tracking. With
translucent displays, users can now view and touch the digital artefacts directly like physi-
cal objects, as shown in Figure 1. The user interaction enabled by OST AR devices has some
exciting characteristics compared to the multi-touch interaction.

Firstly, as users can see their hands directly, traditional cursors or virtual indicators
of hands in previous studies [6,7,78] are not necessary any more. The user could directly
view their real hands and interact with the digital targets in 3D environments. Such a
direct interaction style is very similar to the touch interaction on the multi-touch displays
on smartphones or tablets, where no cursor is needed. Secondly, unlike multi-touch user
interaction, there are no mobile screens or physical surfaces to support the user’s hand.
Thus, haptic feedback from the physical world is absent, and the user’s hand could go
through the digital targets during the interaction.

The 3D selection techniques in VR are also commonly applied in wearable OST AR
environments. For example, hand-held tracking devices could control virtual hands for
target selection [79,80]. Other input modalities, such as head motion, hand gesture, and
eye gazing, could also be used to point and select small remote targets [10]. Besides virtual
hands and pointing selection techniques, other selection methods, such as goal-crossing
selection enabled by freehand tracking of the Microsoft Hololens, have also been evaluated
in OST AR environments [9].

One of the most intuitive selection methods in the physical environment is using
real hands to touch the object directly. Although freehand tracking is commonly used
in commercial OST AR products (e.g., Microsoft Hololens 2), the natural selection with
freehand gestures is still under-explored. Few design suggestions and implications are
available for the research and design communities on wearable OST AR selection design.
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Figure 1. Target selection in OST AR environments.

3.1. Study Design

This section explores the optimal design of natural gestural selection to enhance user
performance and preference. We conducted an experimental evaluation to investigate sev-
eral main design factors for freehand gestural selection with a grid target layout, including
target placement, target size, target distance, and target location.

3.1.1. Freehand Gestural Selection Design

The direct user experience of grid layout selection in smartphone applications could
also deliver intuitive and straightforward OST AR interaction. However, compared to other
selection modalities (e.g., head motion and eye gazing [10]) or selection techniques (e.g.,
ray casting or gaze-and-commit [9]), direct hand gestural selection has not been sufficiently
studied in OST AR environments.

Grid target layouts are now widely used on various digital devices, such as smart-
phones, tablets, and smart TVs. The grid layout could offer well-organised targets to
support easy selection. Users are now familiar with interactions such as selecting an ap-
plication from the smartphone home screen or inputting text and numbers. Thus, we
employed three-by-three grid layout targets to investigate the freehand target selection in
OST AR, as shown in Figure 2a.

(a) (b)

Figure 2. Target layout and experimental settings. (a) Target Layout; (b) Experimental Settings.

3.1.2. Experimental Settings

We used a Microsoft Hololens 2 as the experimental platform. It has see-through
stereo displays, and the hand gesture is tracked by the camera array mounted in front. The
experimental applications were programmed using Unity 2019.4 with the Mixed Reality
Toolkit (MRTK) 2.6 and built with Microsoft Visual Studio 2019 version 16.9.4 on a Windows
10 PC. We used a group of nine squares in a three-by-three grid layout as the targets. In
both visual and motor space, the centre was 10 cm below the user’s head. The experimental
settings and target layout are illustrated in Figure 2b.
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3.1.3. Independent Variables

There were 4 independent variables (all sizes and distances here are measured the
same in both visual and motor space):

• Target placement (2 levels): centre and right (15 cm away from the centre);
• Target size (2 levels): large (48 mm length of side) and small (32 mm length of side);
• Target distance from the user (3 levels): short (30 cm), middle (40 cm), and long

(50 cm);
• Target position (9 levels): right-up (1), up (2), left-up (3), left (4), centre (5), right (6),

left-down (7), down (8), and right-down (9).

The design of independent variables was based on the previous work on target
selection. For example, the main factors that could affect the target selection are target
distance and target size according to previous studies [3–7]. The target location also affects
the user performance of freehand selection [76]. Considering that the user’s main hand rests
along the right side of the body (right-handed participants in our study), the placement of
the target (i.e., right or centre) could also affect the target distance from the user’s hand.

Microsoft Hololens is currently one of the most commonly used OST AR devices,
and Microsoft provides some documentation for MRTK developers. According to the
documents, Microsoft recommends a minimum target size of 32 mm from a distance
of 48 cm (https://learn.microsoft.com/en-us/windows/mixed-reality/design/button
(accessed on 28 November 2022)). We extended the target distance range from 30 cm to
50 cm and the target size range from 32 mm to 48 mm to further the understanding of the
design factors. We noticed that the user’s hand usually rests within the shoulder breadth
during the interaction. Considering the average shoulder breadth is about 35 cm [81], we
used the target placement at 15 cm on the right side.

3.1.4. Experimental Design

We used a repeated-measures within-participants design in this study. There were two
main sessions for different target placements (centre and right). The order of the two main
sessions was counterbalanced across 12 participants. There was a 5-min break between the
main sessions.

In each session, there were 6 test groups for different combinations of target size and
distance. The order of the different combinations was randomised. Each test group had
9 practice trials (1 trial in each target position) and 27 test trials (3 trials in each target
position). Thus, there were 432 trials performed in total for each participant.

3.1.5. Participants and Procedure

Twelve participants (three males and nine females) were recruited from the campus.
Their mean age was 22.5 (sd = 5.21), and they were all right-handed. Most participants
had some experience with 3D interaction, mainly with 3D gaming (10 participants); 4 partic-
ipants had VR experiences; 5 participants had used gestural interaction experience. During
the experiment, participants sat in a chair and were asked to select the target with their
right index finger quickly and accurately while remaining relaxed and comfortable.

In each trial, the target was displayed in red, and the other was in blue. When the user’s
hand approached the targets, the proximity light shader from the MRTK standard shader
library was applied. The default selection audio track from the MRTK standard audio
library was played when the index finger touched the target. During the experiment, the
MRTK hand mesh visualisation was enabled so users could see their hands’ tracking status.

After the test, the participant filled out a questionnaire about user preferences for
different target placements, sizes, distances, and positions. They rated the user preference
from 1 (strongly dislike) to 9 (strongly like). Participants were also asked to provide their
comments and discussions about their opinions of different interaction designs. The whole
experiment took about 50 min.

https://learn.microsoft.com/en-us/windows/mixed-reality/design/button
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3.2. Results

We recorded the selection time and error rate to evaluate the user performance. We
also recorded the user behaviour data such as hand movement, head position, and rotation.
A repeated-measures analysis of variance (ANOVA) for target placement × size × distance
× position was used to analyse the user performance measurements, including selection
time, error rate, hand movement, head movement, and rotation, as well as the mean user
distance to the target during the selection.

3.2.1. Selection Time

Main effects were found for size (F1,11 = 6.30, p < 0.05) and position (F8,88 = 5.17,
p < 0.001). An interaction effect was found for menu placement x distance (F2,22 = 4.75,
p < 0.05). No main effect or interaction effect was found for target placement or distance.
The mean selection time across target placement, size, distance, and position is illustrated
in Figure 3.

(a) (b)

Figure 3. Mean selection time and error rate. In this and later charts, error bars represent 95%
confidence intervals. (a) Mean selection time; (b) Mean error rate.

Post hoc Bonferroni pairwise comparisons showed that the selection time of the large
target size (0.75 s) was significantly faster than the small target size (0.77 s) (p < 0.05). The
selection time of the centre target (0.71 s) was significantly faster than the top-left (0.79 s),
bottom-left (0.77 s), and bottom-right (0.79 s) target item (p < 0.05).

3.2.2. Error Rate

Users were asked to select the target accurately. They needed to try more than once
if they failed to select the target correctly. Each failure to select the target was recorded
as an error. Main effects were found for size (F1,11 = 18.57, p < 0.05). No main effect or
interaction effect was found for target placement, distance, or position. The mean error
rate across target placement, size, distance, and position is illustrated in Figure 3. Post hoc
Bonferroni pairwise comparisons showed that large target item selection had a significantly
less error rate (0.5%) than a small target size (1.2%).

3.2.3. Hand Movement Distance

The hand movement distance was recorded while users were selecting the target
items. Main effects were found for target size (F1,11 = 44.76, p < 0.001) and position (The
sphericity assumption was not met, so the Greenhouse–Geisser correction was applied; the
corrected degrees of freedom are shown.) (F1.69,18.55 = 5.51, p < 0.05). No main effect or
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interaction effect was found for target placement or distance. The mean hand movement
distance across target placement, size, distance, and position is illustrated in Figure 4a.

(a) (b)

(c) (d)

Figure 4. Mean hand movement distance, head movement distance, head rotation degree, and head
target distance in the depth dimension. (a) Mean hand movement distance; (b) Mean head movement
distance; (c) Mean head rotation degree; (d) Mean head target distance in depth dimension.

Post hoc Bonferroni pairwise comparisons showed that large target item selection had
a significantly longer hand movement distance overall (38.4 cm) than the small target item
selection (31.2 cm). The hand movement distance for the centre item was shortest (31.4 cm)
and was significantly shorter than four corner items (i.e., top-left, top-right, bottom left,
bottom right) and left (p < 0.05). The hand movement distance for top-left was longest
(37.0 cm) and was significantly longer than the centre item (p < 0.05).

We also recorded the hand movement distance along the depth dimension. Main
effects were found for size (F1,11 = 17.76, p < 0.05). No other main effect or interaction
effect was found. Post hoc Bonferroni pairwise comparisons showed that large target item
selection had significantly longer hand movement distance along the depth dimension
(27.9 cm) than small target item selection (23.8 cm) (p < 0.05).
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3.2.4. Head Movement Distance

The user’s head also moved slightly during the selection, and we recorded the head
movement distance. For head movement, main effects were found for size (F1,11 = 25.77,
p < 0.001) and position (F8,88 = 8.56, p < 0.001). No main effect was found for target
distance or placement. The mean head movement distance across target placement, size,
distance, and position is illustrated in Figure 4b.

Post hoc Bonferroni pairwise comparisons showed that the mean head movement
distance for large target item selection (2.7 cm) was significantly longer than a short target
item (2.3 cm) (p < 0.001). The head movement for the centre item selection was the shortest
(2.2 cm), significantly shorter than four corner target items (p < 0.05). The top-left target
required the longest head movement distance (2.7 cm).

3.2.5. Head Rotation

Besides the head movements, users also rotated their heads to locate the target to
select. We also recorded the head rotation. Main effects were found for position (F8,88 = 3.10,
p < 0.05). Interaction effects were found for placement x size (F1,11 = 10.40, p < 0.05). No
main effect or interaction effect was found for target size, distance, and placement. The
mean head rotation across target placement, size, distance, and position is illustrated in
Figure 4c.

Post hoc Bonferroni pairwise comparisons showed that the head rotation for centre
target item selection was the smallest (28.74 degrees), significantly smaller (p < 0.05) than
the bottom right (30.21 degrees).

3.2.6. User Target Distance

While the users selected the target, they would slightly adjust their head position to a
more comfortable position. We recorded the average distance along the depth dimension
from the user’s head to the targets to evaluate the adjustment of the user’s head position.
Main effects were found for size (F1,11 = 32.93, p < 0.001) and distance (F2,22 = 365.70,
p < 0.001). Interaction effects were found for size × distance (F2,22 = 3.78, p < 0.05). No
main effect was found for target placement and position. The mean user target distance
across target placement, size, distance, and position is illustrated in Figure 4d.

Post hoc Bonferroni pairwise comparisons showed user target distance along the
depth dimension of a large target item (40.24 cm) was significantly longer than a small
target item (39.0 cm) (p < 0.001). User target distance along the depth dimension (32.2 cm,
39.6 cm, 47.3 cm) was also significantly different (p < 0.001) across three target distance
conditions (30 cm, 40 cm, 50 cm).

To understand the distance more accurately, we also recorded the overall distance
from the user to the centre of the menu. Main effects were found for target placement
(F1,11 = 14.76, p < 0.05), size (F1,11 = 29.71, p < 0.001) and distance (F2,22 = 384.94,
p < 0.001). No main effect was found for the target position. Interaction effects were found
for size × position (F1,11 = 2.16, p < 0.05).

Post hoc Bonferroni pairwise comparisons showed that the distance from the user
to the targets placed in the centre (42.8 cm) was significantly shorter than targets placed
on the right (44.2 cm) (p < 0.05). The user distance of a large target item (44.2 cm) was
significantly longer than a small target item (42.8 cm) (p < 0.001). The average user target
distance of short (30 cm), middle (40 cm), and long (50 cm) targets was 36.5 cm, 43.3 cm,
and 50.8 cm, respectively (p < 0.001).

3.2.7. User Preference

After the test, the participant needed to complete a questionnaire about her/his
preference and comments. A two-tailed dependent T-test found that placement (t11 = 2.10,
p = 0.59) and size (t11 = 1.33, p = 0.21) had no significant effect on user preference, as
shown in Figure 5a,b.
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(a) (b) (c) (d)

Figure 5. Mean user preference. (a) Target Placement; (b) Target Size; (c) Target Distance; (d) Target
Position.

A one-way ANOVA across the target distance found a significant effect on user
preference (F2,33 = 11.29, p < 0.001), as shown in Figure 5c. Post hoc Bonferroni pairwise
comparisons showed that the mean user preference of a 40 cm target distance (8.17) was
significantly higher than 30 cm (4.9) (p < 0.001) and 50 cm (6.2) (p < 0.05).

A one-way ANOVA across the target position found a significant effect on preference
(F8,99 = 2.60, p < 0.05), as shown in Figure 5d. Post hoc Bonferroni pairwise comparisons
showed that the preference of the centre item (8.00) was significantly higher than top-left
(5.00) (p < 0.05).

Figure 5 shows user preference for target placement, size, distance, and position (from
1 for strongly dislike to 10 for strongly like).

User feedback supported the preference findings. The 40 cm distance was chosen
as the most comfortable distance by the participants. The 30 cm target distance was too
short, especially considering the target size. Users must manage their hands and move
their heads to look at a close and large target to avoid making mistakes. Users found it
difficult to choose a target at a distance of 50 cm because they had to extend their hands,
adding to their exhaustion.

4. Study 2: Haptic Feedback for Freehand Gestural Selection in Wearable OST AR

This section explores the haptic feedback design and evaluation of freehand gestural
selection in OST AR. We designed and implemented haptic feedback on the hand and body
and conducted another experimental evaluation to investigate haptic feedback design on
the hand and body for freehand gestural selection.

4.1. Haptic Feedback Design for Freehand Gestural Target Selection

In freehand interactions, one fundamental design challenge is the absence of haptic
feedback [7,76]. Although haptic feedback has been studied in various user scenarios, such
as entertainment [13–15] and driving [16], the research on haptic feedback in freehand
selection tasks in the OST AT environment is still limited.

Therefore, we improved the freehand selection with OST AR by integrating wearable
haptic feedback based on Study 1. Based on the findings and user comments of Study 1, we
could determine a set of target selection designs for optimum user experience. For example,
most users preferred the 40 cm target distance and the target location in the centre; the large
target size had fewer errors and a faster selection time. Thus, we used those optimised
freehand target selection settings to investigate the haptic feedback design of freehand
selection in OST AR.

Previous investigations indicated that numerous tactile units could be sensed as a
single area by the user [68,69]. Thus, we could map the target location rendered by the
Hololens 2 to the position on the user’s chest via a haptic vest device with numerous tactile
units, as shown in Figure 6. For the haptic feedback on the hand, we could use a haptic
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wristband to deliver tactile feedback while the selection was performed, similar to the
haptic design in [76].

(a) Target Layout (b) Side view (c) Back view (d) Front view

Figure 6. Experimental settings of Study 2.

4.2. Study Design

Similar to Study 1, we still used the same Microsoft Hololens 2 as the OST AR device
with the same development tools. For wearable haptic feedback on the body and hand,
we used the bHaptics TactSuit X40 and Tactosy for Hands. The TactSuit X40 had 40 tactile
feedback units around the upper body (20 units on the chest and 20 on the back), and the
Tactosy for Hands had 3 tactile feedback units.

4.2.1. Experimental Settings

In our experiment, we used the top four rows of tactile units on the chest region of
the bHaptics TactSuit X40 to create a four-by-four tactile grid to map the three-by-three
targets rendered in the Hololens 2. For instance, while Target Number 6 was selected, the
four tactile units located at the right-middle area on the user’s chest were activated to
vibrate, as shown in Figure 6. The fifth row (with four tactile units) on the chest region
was disabled during the experiment. Similarly, we disabled all the tactile units on the
back. Thus, all target selection and corresponding haptic feedback were in front of the user.
For the haptic feedback on the wristband, all three tactile units on the Tactosy for Hands
vibrated together simultaneously.

The haptic devices were controlled by an application developed with Unity 2019.4
and the bHaptics Haptic Plugin on a desktop PC running Windows 10. While the user
selected a target with the Hololens, the selection message was published via the Message
Queuing Telemetry Transport (MQTT) messaging protocol (https://mqtt.org/ (accessed
on 28 November 2022)). The MQTT server was built on a Tencent Cloud (https://cloud.
tencent.com/product/lighthouse (accessed on 28 November 2022)) with EMQX V4.0.4
(https://www.emqx.io (accessed on 28 November 2022)) running on a centOS 7 server. The
haptic application subscribed to the selection message to activate the corresponding haptic
feedback. Each haptic feedback lasted for 50 ms with a 100% intensity.

4.2.2. Independent Variables

In the second study, we mainly investigated the effect of haptic feedback, so we used
the settings that could deliver an optimised user experience according to the user evaluation
results of Study 1. We used the targets located in the centre, with a size of 48 cm and a
distance of 40 cm. The independent variables in Study 2 were the haptic feedback type and
the target position:

• Haptic feedback type (4 levels): no haptic feedback, hand haptic feedback, body haptic
feedback, hand and body haptic feedback.

https://mqtt.org/
https://cloud.tencent.com/product/lighthouse
https://cloud.tencent.com/product/lighthouse
https://www.emqx.io
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• Target position (9 levels): right-up (1), up (2), left-up (3), left (4), centre (5), right (6),
left-down (7), down (8), and right-down (9).

4.2.3. Experimental Design

We used a repeated-measures within-participants design in this study. In each ex-
periment session, there were 4 test groups for different haptic feedback types. The order
of different haptic feedback types was randomised. Each test group had 9 practice trials
(1 trial in each target position) and 27 test trials (3 trials in each target position). Thus, there
were 144 trials performed in total for each participant.

4.2.4. Participants and Procedure

Twelve right-handed participants (five males and seven females) were recruited from
the campus. Their mean age was 24.5 (sd = 5.28). The experiment procedure and user
settings were similar to Study 1. The main difference is that the user wore a haptic vest and
a haptic wristband on the right hand during the experiment. The participants in Study 1
and Study 2 were different.

After the test, the participant filled out a questionnaire about user preferences for
different haptic feedback from 1 (strongly dislike) to 9 (strongly like). The participants were
also asked to provide their comments and discussions about their opinions of different
interaction designs. The whole experiment took about 30 min.

4.3. Results

Similar to Study 1, we recorded the selection time, error rate, and user behaviour
data (i.e., hand movement, head position, and rotation) to evaluate the user performance
with different haptic feedback types in Study 2. A repeated-measures analysis of variance
(ANOVA) for haptic type × position was used to analyse the user performance measure-
ments about selection time, error rate, and user behaviour data during the selection.

4.3.1. Selection Time, Error Rate, and User Behaviour Data

No main or interaction effect was found for target placement or distance for selection
time or error rate. The mean selection time and error rate across haptic feedback type and
position are illustrated in Figure 7a,b.

Similarly, no main or interaction effect was found for user behaviour. The mean user
behaviour data across haptic feedback type and position are illustrated from Figure 7c–f.

(a) (b) (c)

Figure 7. Cont.



Information 2022, 13, 566 13 of 21

(d) (e) (f)

Figure 7. Mean selection time, error rate, hand movement distance, head movement distance, head
rotation degree, and head target distance in the depth dimension of Study 2. (a) Mean selection time;
(b) Mean error rate; (c) Mean hand movement distance; (d) Mean head movement distance; (e) Mean
head rotation degree; (f) Mean head target depth distance.

4.3.2. User Preference and Feedback

After the experiment, the participant needed to fill out a questionnaire about her/his
preference and comments. A one-way repeated-measures ANOVA across haptic feedback
types found a significant effect on user preference (F3,33 = 23.59, p < 0.001), as shown in
Figure 8. Post hoc Bonferroni pairwise comparisons showed that mean user preference of
selection with all haptic feedback conditions was significantly higher than without (2.83)
(p < 0.01), and selection with vest haptic feedback (7.08) and vest and hand combined
haptic feedback (6.92) were significantly higher than haptic feedback only on the hand
(4.92) (p < 0.01).

Figure 8. Mean user preference.

The user comments and feedback confirmed the benefits of haptic feedback from many
aspects. Firstly, users felt more confident while selecting with haptic feedback provided
as a gestural selection confirmation. Secondly, the haptic feedback on the hand via the
wristband was relatively weak for our participants. On the other hand, the haptic feedback
on the chest via the vest could offer a larger vibration area. Thus, the participants could
feel stronger feedback. Thirdly, the large haptic area on the vest could accommodate
more tactile units, thus it could provide a cue for the selected target position. The haptic
cue of the target position could also help the participants confirm if they have made the
correct selection.

Another interesting user feedback was that the large body coverage could offer a better
immersive experience. Some participants indicated that the haptic feedback around the
body improved the immersion, making it fun to interact with the OST AR application.
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Overall, users agreed the haptic feedback could be effective. Thus, they expected more
haptic units and a larger coverage area on various body parts. The participants would also
like haptic feedback on their fingertips and the back. They mentioned more information
could be offered via haptic feedback, such as error selection warnings.

5. Discussion

In this section, we discuss the effects of the design factors in OST AR environments
based on the experimental results.

5.1. Effect of Target Distance

As Fitts’ law and the following related investigations indicated [4], the longer the
target distance, the more time it takes to select the target. This phenomenon has been
evaluated in various settings, such as the 2D desktop environment [3], touch displays [5],
and 3D selection environments [6]. For example, in 3D display environments [6], a tracking
clicker was used for evaluating the 3D selection performance.

Previous results revealed that the target distance affected the selection time signifi-
cantly. In our study, on the other hand, we found that the target distance from the user had
no significant effect on the selection time. The main reason could be that the targets in the
digital visual space of OST AR environments do not exist in the physical space. Thus, the
target cannot stop the user’s hand like a real physical target (e.g., a multi-touch surface or a
physical button). While users move their hands towards the virtual target, their hands and
fingers will go through it and continue until they actively hold to stop themselves.

Furthermore, the user’s hands could move freely in a 3D environment in OST AR
environments. There are no other physical surfaces available to keep their hands still (e.g.,
moving a mouse on a desktop), so users have no support on their hands to dwell and hover
on the target at a specific location. Thus, users must keep moving their hands around the
targets to select.

The results of the error rate and other user performance measurements provided
further evidence. There was no main effect found for error rate, target distance on hand
movement, head movement, and head rotation. All the user performance data suggested
that the user behaviour was similar across different target distances.

Although the target distance to users had no significant effect on user performance,
our participants expressed a strong user preference for different distance settings. Most
users liked the 40 cm distance. On the other hand, the shortest 30 cm target distance could
make the target difficult to view, so users needed to lean back for a larger view angle. The
furthest 50 cm distance could offer a large view angle for all the targets, but required extra
reach distance. Thus, the longer target distance could cause more hand fatigue during the
selection and more body movements as users might need to lean forward a little to make a
more comfortable selection.

The 40 cm target distance received no complaints from our participants. All users
agreed that 40 cm was a proper target distance to perform the direct gestural selection.
The user target distance measurements could further support the user preference for a
40 cm distance. The participants moved away from the target at a 30 cm distance (32.2 cm),
moved towards the target at a 50 cm distance (47.3 cm), and kept almost the same distance
in the 40 cm condition (39.6 cm). Thus, we could conclude that a 40 cm target distance to
the user could provide a clear view of the targets while still keeping a comfortable reach
distance for the selection.

5.2. Effect of Target Size

Compared to the target distance, the target size had much more impact on the user
performance, including selection time, error rate, hand movement distance, head movement
distance, and user target distance. A large target size showed apparent benefits for selection
time and error rate. The users had fewer errors (0.5% for the large target size and 1.2% for
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the small target size) and a faster selection time (0.71 s for the large target size and 0.79 for
the small target size).

However, the subjective feedback from the participants suggests otherwise. Some
participants mentioned that it felt uncomfortable when the large target appeared at a close
distance (i.e., 30 cm), making it difficult to view and select the target. Many participants
agreed that the small targets were easier to select and the large targets required longer hand
movements and more head and body movements.

The user performance measurement data support the user comments well. The
hand movement data suggests that a large target size required significantly longer hand
movement distance (38.4 cm for the large and 31.2 cm for a small target), head movement
distance (2.7 cm for the large and 2.3 cm for a small target) and user target distance
along depth dimension (40.4 cm for the large target and 39.0 cm for a small target). The
comparison of the user performance measurements of large and small target sizes is shown
in Table 1.

As suggested in a previous study [76], a large target size is not always a better option
in freehand selection environments. This study indicates that the application designer
should consider a large target size when only a few targets are available or interaction
precision is crucial and consider a small target size when there are numerous targets.

Table 1. The comparison of user performance measurements of large and small target size.

Target Size Large (48 mm) Small (32 mm)

Mean Selection Time 0.71 s 0.79 s
Mean Error Rate 0.5% 1.2%

Mean Hand Movement Distance 38.4 cm 31.2 cm
Mean Head Movement Distance 2.7 cm 2.3 cm

Mean User Target Distance 40.4 cm 39.0 cm

5.3. Effect of Target Position

Our participants liked to put their hands near the centre position and put the visual
focus on the centre. Thus, all participants expressed a high preference for the central
location. On the other hand, the targets located in the corners were not preferred by the
participants as extra selection efforts were required. Some participants also mentioned that
targets in the top-left corner were particularly challenging to select.

All the user preferences about the target location were well-supported by the user
performance measurement data. Target position significantly affected the selection time,
hand movement distance, head movement distance, and head rotation. The centre tar-
get significantly outperformed all four corner targets for both hand and head movement
distance. For selection time, the centre target was significantly faster than the top-left,
bottom-left, and bottom-right targets. The centre target required significantly less head rota-
tion than the bottom-right target for head rotation. The comparison of the user performance
measurements of the target located in the centre and corner is shown in Table 2.

According to the user comments, we also noticed that locating the target position
was also an essential part of the target selection in OST AR environments. Participants
mentioned that the targets located in the corners, especially when rendered in a large
size, could be difficult to find. Again, this was mainly due to the limited viewing angle (a
diagonal field of view of 52 degrees and a resolution of 2048 × 1080 pixels per eye) [82] of
the OST AR device (i.e., Microsoft Hololens 2) used in this study. Users tended to move
their heads to ensure they had not missed the targets rendered in red before performing
the selection with their hands.
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Table 2. The comparison of user performance measurements of the centre and corner target position.

Target Position Centre Corner

Mean Selection Time 0.71 s 0.79 s (top-left)
Mean Hand Movement Distance 31.4 cm 37.0 cm (top-left)
Mean Head Movement Distance 2.2 cm 2.7 cm (top-left)

Mean Head Rotation 28.74 degree 30.21 degree (bottom-right)

5.4. Effect of Target Placement

Like the target distance to the user, there was no main effect between the targets placed
in the centre and right in all user performance measurements. During the user interview,
while a minority mentioned that targets on the right side required less hand motion,
most participants preferred targets placed in the centre as they were more convenient and
comfortable to select.

5.5. Effect of Haptic Feedback

In Study 2, although there was no significant user performance difference in the target
selection task, the user preference and feedback suggest that haptic feedback has unique
advantages. First, haptic feedback could provide the cue for completing the selection
gesture via a different interaction modality, making the user interaction more confident
and fluent when the hand moves freely in the air.

Secondly, the haptic feedback on the chest is often stronger than on the wrist and hand
since the haptic vest provides a larger body coverage area and more tactile units, which
offers extra benefits in OST AR interaction. For example, the numerous tactile units on the
vest could provide the position of the selected target, giving users an additional selection
cue. Additionally, the large haptic coverage area on the upper body may also provide a
more immersive user experience.

6. Conclusions

The emergence of wearable OST AR devices such as the Microsoft HoloLens 2 implies
that AR might be a potential platform for personal computing. Thus, it is increasingly
imperative to advance our understanding of the interface design of wearable OST AR.
As natural freehand gestural selection is highly intuitive, it is vital to investigate user
performance and preference for a pleasant, fluid, and efficient selection approach.

This paper evaluated the design of selection tasks in the AR environment. We investi-
gated different design factors, such as target placement, target size, target distance to the
user, target position, and haptic feedback. According to user performance and feedback,
we revealed several design guidelines and suggestions for natural gestural selection in the
OST AR environment:

• Our study proves that the large target size could reduce the selection time and error
rate, so when the application designers only have a small number of options or targets
available, a large target size should be considered. For other selection tasks (e.g., input
a string of text or number with a keyboard), a large target size might introduce longer
hand and head movement distance and more fatigue. Thus, a small target size could
be used for a sequence selection with a group of targets tiled together.

• A 40 cm target distance to the user could be a very suitable target distance. Although
the evaluation results indicated that target distance had little impact on the user
selection performance, our participants showed a strong subjective preference for a
40 cm target distance. The 40 cm distance provides a good balance of a comfortable
reach distance and sufficient visual space to observe the targets. A longer target
distance could lead to a far arm reach motion; thus, it may bring fatigue issues. If the
viewing angle of HMDs is similar to our study, a short target distance could make
targets challenging to observe and cause more body adjustment before the selection.

• For a three-by-three grid layout, a target located in the centre position is the most
accessible position to select because the users naturally put their visual attention
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and hand position in the centre, resulting in less selection time and hand movement
distance. The four corner locations, especially the left-top corner, could be difficult to
select for right-handed users. Therefore, the designer should put the targets frequently
used to the centre and set the other options less used to the corner locations.

• Target placement has little effect on user’s performance. We recommend putting the
targets in the centre if possible due to the user preference data in the experiment.

• For the haptic feedback design, the user preferences and comments imply that wear-
able haptic feedback on the hand and body might improve the user experience. Par-
ticularly, haptic feedback on the body may achieve the optimal user experience as
multiple haptic feedback units are provided on the chest, giving the confirmation of
the selection and the target position. Thus, haptic input on the upper body may boost
freehand interaction confidence and engagement. Therefore, with the emergence
of wearable haptic feedback devices, the designer might explore including haptic
feedback in the OST AR interface to enhance the user experience.

Research in user interaction suggests that OST AR could offer a natural and enhanced
user experience. However, we still require comprehensive knowledge of optimising the
interaction design for the research community and product designers. Our future work
would be progressively investigating more OST AR selection interaction design aspects. For
example, an artificial algorithm could be introduced to improve selection performance [83],
and more interaction modalities should be considered in the selection scenarios containing
both near and distant targets [10]. Future explorations should also investigate the quanti-
tative models of freehand selection tasks in OST AR environments and take future OST
AR technique improvements (e.g., larger viewing angles, higher tracking accuracy, and
more feedback modalities) and more user aspects (e.g., gender, age group) into research
consideration.
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