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Abstract: Video-based dynamic facial emotion recognition (FER) is a challenging task, as one must
capture and distinguish tiny facial movements representing emotional changes while ignoring the
facial differences of different objects. Recent state-of-the-art studies have usually adopted more
complex methods to solve this task, such as large-scale deep learning models or multimodal analysis
with reference to multiple sub-models. According to the characteristics of the FER task and the
shortcomings of existing methods, in this paper we propose a lightweight method and design three
attention modules that can be flexibly inserted into the backbone network. The key information for
the three dimensions of space, channel, and time is extracted by means of convolution layer, pooling
layer, multi-layer perception (MLP), and other approaches, and attention weights are generated.
By sharing parameters at the same level, the three modules do not add too many network parameters
while enhancing the focus on specific areas of the face, effective feature information of static images,
and key frames. The experimental results on CK+ and eNTERFACE’05 datasets show that this
method can achieve higher accuracy.

Keywords: facial emotion recognition; lightweight; attention module

1. Introduction

In recent years, automated dynamic facial emotion recognition (FER) has been widely
used in psychology, security, and healthcare and has become a research area of great interest
in both academia and industry. In medical research, Saravanan [1] found that patients with
Parkinson’s disease have reduced spontaneous facial expressions and have difficulties in
posing emotional expressions and imitating non-emotional facial movements. Patients with
some other neurological disorders such as Alzheimer’s disease [2], multiple sclerosis [3],
and others have some similar deficits in facial movements. In addition, emotion recognition
also affects human daily life in perception, learning, life, and other aspects. For various
application scenarios, facial emotion recognition has emerged from many related studies
on efficient computing, multimodal analysis, and other aspects. Although researchers
have done a lot of work around this task, automated FER that can be applied to medical
scenarios remains a challenging problem due to the small magnitude of facial movements,
irregular timing of appearances, and scene differences.

Given a video, the currently popular FER pipeline (FER based on multimodal compu-
tation is not within this scope) mainly consists of three steps, namely video preprocessing,
feature extraction, and sentiment classification [4]. Among them, video preprocessing
refers to video frame sampling, data enhancement, face alignment, and the normalization
of illumination and poses. Feature extraction is a key part of FER, which quantizes and
encodes each frame and image sampled into a dense feature vector. Finally, these dense
feature vectors are fed into the classifier for sentiment classification.
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Ekman classified human facial emotions into six basic categories, namely anger, dis-
gust, fear, happiness, sadness, and surprise, and proposed FACS to describe facial move-
ments as motor units [5]. The classic facial emotion recognition method needs to combine
the corresponding problems, manually perform feature extraction [6,7], and then perform
classification. With the application of deep learning in computer vision, in recent years
many studies have applied deep learning to facial emotion recognition. Kahou et al. [8] used
a fused CNN-RNN structure for facial emotion analysis. A classifier with RNN or LSTM
structures can more efficiently model motion information in the temporal dimensions of the
video. While this method is much more effective than taking a time-domain average of the
CNN output as a classification result or using fully connected network (FC) as a classifier,
it also significantly increases the size of the network and the demand on computational
resources. Byeon et al. [9] applied C3D, originally developed for video motion analysis,
to FER, causing 3D convolution blocks to slide and perform convolution operations on
blocks of data consisting of video frames. In the feature extraction phase, this method
takes into account both temporal and spatial dimensional information. Fan et al. [10] used
CNN-RNN and C3D as two branches of the model for emotion recognition, and finally
introduced the idea of multimodal analysis to splice the model output with the speech
analysis results and then to perform classification. Noroozi et al. [11] also adopted the
multimodal analysis method, which combined the results of three branches of feature point
analysis based on prior knowledge, a convolutional neural network, and audio analysis to
obtain the final emotion classification result. Fei et al. [12] tried to use GAN to solve the cat-
egory imbalance problem existing in sentiment data so as to improve the final recognition
effect, and also achieved some positive results.

One shortcoming of the above approach is that some of the general video analysis
methods are applied to the facial emotion recognition task. Since these methods are often
initially proposed for applications in more mainstream tasks such as action recognition
and scene classification, they lack optimization for the features of FER, such as the small
magnitude of facial actions, random timing of appearances, and complexity of scenes.
Additionally, some of the above methods were proposed in the EmotiW challenge. The au-
thors focused more on the final accuracy while ignoring some other factors, such as the
computational cost, system complexity, and difficulty of tuning the parameters.

In this article, we hope to propose a FER method that makes up for the shortcomings
of the above methods and that is optimized for the characteristics of the FER task without
increasing the computational cost too much. Therefore, we propose a FER method that
augments a multi-attention module. Based on ResNet, the method uses attention modules
in three dimensions of space, channel, and time to select the parts of the video that are
important for identifying specific emotions. For the choice of baseline, we show that
through experiments ResNet18 does not underperform against other more complex models
on the FER task. We conduct experiments on the CK+ [13] and eNTERFACE’05 [14] datasets.
Compared with the baseline and other recognition methods, the emotion recognition
method with an increased attention module shows significantly improved effects.

2. Related Works

In the Introduction, we mentioned the shortcomings of some FER methods. Recently,
some researchers have paid attention to this problem. Meng et al. [15] believed that the
importance of different frames in the video should be different, and that ignoring this
difference will lead to recognition errors. Their proposed FAN introduces self-attention
and relation–attention between frames, giving weights to different frames, achieving good
results, and maintaining a lightweight model. Alireza et al. [16] also focused on the
frame-to-frame relationship. They added an MLP-based attention learning layer to the
output of the Bi-LSTM. Masih et al. [17] added a spatial attention module based on a
self-attention mechanism to a CNN network with a Vgg16 backbone and used softmax
pooling to filter the frames that may contain possession information in the frame images.
Min et al. [18] used the popular residual attention network in image classification as a
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feature extraction network and innovatively proposed TS-SATCN, a two-stage TCN with
added spatiotemporal attention. The attention mechanism in both the image space and
frame dimensions was finally identified. In multimodal analysis, Wang et al. [19] proposed
a method of analyzing the attention between fusion mode and mode. On the one hand,
the representative emotional features are extracted in the single frame sequences, while on
the other hand, based on their importance, the specific pattern features are automatically
protruded based on their importance.

3. Materials and Methods

Here, we propose a multi-attention module for the emotion recognition task based on
video analysis. The module calculates the spatial attention and channel attention on the
feature map of each frame and weights them. At the end of the feature extraction network,
the frame attention is calculated based on the information contained in the feature vector
for each frame output. We choose ResNet18 [20] as the baseline for the convolutional neural
network part. We add spatial and channel attention modules to each basic block of the
baseline and frame attention modules between the ResNet18 and classification network.
Figure 1 also shows the location and function of the spatial attention module and the
channel attention module in the baseline. The two modules act on the feature map in a
serial manner.

Figure 1. ResNet’s basic block that increases the spatial attention and channel attention. The two
concatenated convolution modules are the original parts of ResNet’s basic block. In the middle of
the bipolar convolution module, the channel attention module and the spatial attention module are
added to adjust the value of the feature map adaptively.

3.1. Spatial Attention

Here, we design a spatial attention module that uses the spatial correlation of feature
maps for computation. Spatial attention focuses on the distribution of useful information
in space. In order to obtain a 2D weight map, the feature map needs to be compressed in
the channel dimension. First of all, the initial compression would be used to obtain several
feature maps containing key information, and then to calculate the importance of weights
for each spatial location based on these feature maps. The details of this attention module
are listed below.

Suppose we have a feature map as F of N × N × C, we use NIN [21], i.e., 1 × 1
convolution, to extract key information in the channel dimension from the feature map.
After experiments, we think it is appropriate to keep the feature maps of 16 channels in
this step. After the convolution in the channel domain, we will obtain the key information
map of N × N × 16, Fin f o, followed by the activation layer ReLU. Then, we perform a
convolution on Fin f o to obtain the attention weight matrix of N × N × 1. Figure 2 shows
the structure of this attention module.



Information 2022, 13, 207 4 of 12

Figure 2. Schematic diagram of the spatial attention module. As mentioned in the text, the spatial
attention module uses the “network in network” approach to extract information, while the obtained
key information matrix is calculated by convolution and activation, to obtain the spatial attention
weight map.

Finally, the attention weight matrix is the inner product on the feature map caused by
broadcasting, and the result of applying spatial attention can be obtained. The formula for
calculating spatial attention is as follows:

Asp = σ(Conv(ReLU(NIN(F))))
= σ

(
Conv

(
ReLU

(
Fin f o

))) (1)

where Asp is the attention weight matrix of the spatial dimension, σ is the sigmoid activation
function, and F is the feature map of the input attention module.

3.2. Channel Attention

Similar to spatial attention, here we design a module that utilizes feature maps to
compute channel attention. We think that each channel of the feature map contains a
certain feature. The purpose of the channel attention is to discover which features are
useful for our task. We use max pooling and average pooling to extract the key information
from each channel to obtain the channel key information vector. In order to improve
the computational efficiency, we refer to the methods used by Woo and use a bottleneck
multi-layer perceptron (MLP) to operate on the extracted channel key information vector.
The details of the channel attention module are as list below.

We still assume that there is a feature map of N × N × C as F. We extract the key
information in the spatial dimension from the feature map by performing average pooling
and max pooling in the spatial dimension. After the pooling operation, we obtain two sets
of 1 × 1 × C key information vectors Fmax and Favg. The obtained key information vectors
Fmax and Favg are added to the input of a three-layer MLP to obtain the weight vector of
1 × 1 × C channel attention. Figure 3 visualizes this process. Finally, the attention weight
vector is the inner product on the feature map caused by broadcasting, and the result from
applying the channel attention is obtained. The calculation formula of the channel attention
is as follows:

Ach = σ(MLP(MaxPool(F) + AvgPool(F)))
= σ

(
MLP

(
Fmax + Favg

)) (2)

where Ach is the attention weight matrix of the channel dimension, σ is the sigmoid
activation function, and F is the feature map of the input attention module.
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Figure 3. Schematic diagram of the channel attention module. As mentioned in the paper, the channel
attention module uses max pooling and average pooling to extract information and uses MLP and
other methods to calculate the channel attention weight vector.

3.3. Frame Attention

We also propose a frame attention module for video-based facial emotion recognition.
We believe that the biggest difference between video-based facial emotion recognition and
static facial emotion recognition lies in the relationship and continuity of the previous
and next frames. In most cases, not every frame of a video will have a distinct emotional
label. Based on this idea, we hope to be able to give more attention to frames with obvious
emotional features. The details of this attention module are as listed below.

The flow of the frame attention module is shown in Figure 4. The convolutional neural
network part of the model will output a one-dimensional feature vector of 256 × 1 for each
frame of the video. The feature vector contains a variety of information, and we use an
MLP with shared parameters to compute the feature vector, simply extract the emotional
features it may contain, and compute the attention weight to the current frame, as follows:

a′i = M f ( fi) (3)

where fi is the final feature vector of each frame, M f is the MLP used for frame weights,
and a′i is the unnormalized frame weight. After the attention weights for all frames are
calculated, we perform a normalization calculation based on the sum of the attention
weights. The normalized weights are superimposed on the feature vector of each frame of
the video.

ai =
n

∑
j=1

M f ( fi)

M f
(

f j
) (4)

Figure 4. Schematic diagram of the fully connected network(FC) part of the baseline. In this part,
the feature vectors output by the convolutional neural network are spliced together by frame to
obtain the feature vector of the current video, and the final classification result is obtained through
the MLP calculation.
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4. Results

In this section, we will evaluate our model on datasets CK+ and eNTERFACE’05. In or-
der to classify the video-based facial emotion data, we decompose the videos into several
single-frame images and evenly sample 16 of them as inputs to the emotion recognition
model to obtain the final prediction results. For the purpose of evaluating the impact of each
attention module on the experimental results, we will add space, channel, and attention
modules to the baseline, and observe the changes in the accuracy of the model predictions.
At the same time, we will compare the performance of the FER proposed in this paper with
other FER methods that introduce the attention mechanism to the eNTERFACE’05 dataset.

4.1. Datasets

We select datasets CK+ and eNTERFACE’05 to evaluate our models. The following is
a brief introduction to these two models.

CK+ contains 593 video sequences from 123 subjects. In these videos, 327 clips from
118 subjects are labeled into seven categories, including anger, contempt, disgust, fear,
happiness, sadness, and surprise. Under the guidance of the researchers, the subjects make
various expression labels by combining various facial action units. The examples of this
dataset are shown in Figure 5. Since CK+ does not divide the training set and the test set,
we divide the dataset according to the ratio of 8:2 and selected 20% of the training set for
verification, then conducted ten training, verification, and testing procedures. The average
prediction accuracy on the test set is used as the final result.

Figure 5. Example of CK+. Subjects are first familiarized with various facial action units, and then
combine facial action units to make expressions under the direction of the researcher.

Here, eNTERFACE’05 contains 1166 video sequences from 42 subjects of 14 different
nationalities, of which 81% are male, 19% are female, 31% wear glasses, and 17% have a
beard. The dataset contains six categories, namely angry, disgusted, fearful, happy, sad,
and surprised. The researchers give subjects a text containing a scene and five reactions.
After the subjects read the material and prepared their emotions, five reactions are read
out as emotional data. An example of eNTERFACE’05 is shown in Figure 6. Like CK+,
eNTERFACE’05 also does not divide training and test sets. We adopt the same evaluation
method for evaluating model.

4.2. Experiment

Next, we evaluate our model on CK+ and eNTERFACE’05 and compare the perfor-
mance of the baseline on the test set with different combinations of attention modules
applied. Since neither CK+ nor eNTERFACE’05 is divided into a training set and test
set, we obtain 10 groups of training set and test set divisions via random sampling and
conduct independent experiments on each group to obtain the final result. We add a spatial
attention module and a channel attention module to each basic block of ResNet18 and add
a frame attention module to the output of ResNet18.
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Figure 6. Example of eNTERFACE’05. Subjects perform emotions in preset scenes and read pre-
set lines.

To overcome overfitting during training, we use data augmentation operations, includ-
ing rotation, folding, and resizing of images to a resolution of 224 × 224. We use Adam as
the optimization algorithm and set the weight decay to 0.000005 and the learning rate decay
to 0.1 times when the loss function does not decline for 10 epochs. The ResNet18 backbone
is pretrained for face recognition on the LFW dataset and fine-tuned for 50 epochs on the
experimental dataset. We assign an initial learning rate of 0.0001 to the ResNet18 backbone
and an initial learning rate of 0.001 to the rest.

4.2.1. Experiment on CK+

Our experimental results on the CK+ dataset are shown in Table 1. On the CK+ dataset,
the accuracy of our baseline reaches 81.25%. We separately add a spatial attention module,
a channel attention module, and a frame attention module to the baseline. The spatial
attention shows the most obvious improvement in the prediction results, reaching 85.23%.
On the basis of adding the spatial attention module, the network is added with the channel
attention module. The recognition accuracy of the model remains basically unchanged, only
increasing by 0.19% to 85.42%. Finally, the recognition accuracy shows further improvement,
reaching 89.52%, when adding the frame attention module. Meanwhile, because the
attention module uses a pooling operation and shallow convolution and full connection
operation to extract key information, a large number of convolution operations are not
performed, meaning the amount of calculation required by the model and the computing
resources do not increase significantly.

4.2.2. Experiment on eNTERFACE’05

Our experimental results on the eNTERFACE’05 dataset are shown in Table 2. On the
eNTERFACE’05 dataset, our baseline achieves 80.83% accuracy. As with the experiment
on CK+, we separately add three attention modules to the baseline. The three modules
show similar improvements in terms of network performance, and the channel attention
module is the highest, reaching 85.38%. On the basis of increasing the channel attention,
the network adds a spatial attention module and the recognition accuracy is increased by
0.87% to 86.25%. Finally, adding the frame attention module further improves the accuracy,
reaching 88.33%. After experiments, the model using multiple attention modules shows a
5.41% improvement compared to the original baseline.
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Table 1. Evaluation on the CK+ datasets of the recognition accuracy under different attention modules.

Model Acc.

ResNet18+FC (Baseline) 81.25%
Baseline with SA 85.23%
Baseline with CA 82.34%
Baseline with FA 84.38%

Baseline with SA, CA 85.42%
Ours (Baseline with SA, CA, FA) 89.52%

CNN-RNN 87.52%
FAN (with Relation-attention) 83.28%
ResNet18+FC with CBAM [22] 85.38%

Vgg16+Bi-LSTM with Attention 87.26%
RAN+TS-SATCN 90.17%

Table 2. Evaluation on the eNTERFACE’05 datasets of the recognition accuracy under different atten-
tion modules and comparison of the performances of our method and state-of-the-art FER methods.

Model Acc.

Vgg16 [23] + FC 72.18%
ResNet18+FC (Baseline) 80.83%

Baseline with SA 85.00%
Baseline with CA 85.38%
Baseline with FA 84.17%

Baseline with SA, CA 86.25%
Ours (Baseline with SA, CA, FA) 88.33%

CNN-RNN 86.18%
FAN (with Relation-attention) 82.08%

ResNet18+FC with CBAM 85.41%
Vgg16+Bi-LSTM with Attention 85.83%

RAN+TS-SATCN 89.25%

On the CK+ and eNTERFACE’05 dataset, we also compare the effectiveness of our
method with some other FER methods, including CNN-RNN, FAN, ResNet18 with CBAM,
Vgg16+Bi-LSTM with Attention, and RAN+TS-SATCN. In contrast, our method outper-
forms these methods. Although the effect of RAN+TS-SATCN is slightly better than our
method, the network sizes of both RAN and TS-SATCN are much larger than ours. During
the training process, RAN+TS-SATCN takes up 8–10 times more computational resources
than ours. The cost of this accuracy is not what we want. Notably, our method outperforms
the CNN-RNN structure without paying attention to the deterministic temporal order of
video frames. This shows that in the FER task, the sequence of time series may not be more
important information than the information contained in key frames.

After the experimental comparison, it can be seen that our method with the addition
of spatial, channel, and frame attention modules is better than the method without multiple
attention and other advanced FER methods. Compared to FAN and CBAM, our approach
gives attention to more dimensions. Intuitively, spatial and frame attention mechanisms
can help us to better locate key facial movements and key frames. Channel attention,
by modeling the importance of each feature channel, focuses the network on effective
information and inhibits the propagation of harmful information to the later layers of
the network.

Next, we show the confusion matrices of the experimental results of the baseline and
our method for CK+ and eNTERFACE’05 in Figures 7 and 8. It can be seen that our method
identifies most emotions better than the baseline method. For eNTERFACE’05, although
the baseline is more accurate than our method for ‘happiness’ alone, it also misclassifies
more of the other emotions as ‘happiness’. In the CK+ experiments there are more ‘natural’
emotion patterns (not labeled in the figure). Our method still outperforms the baseline
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method for most of the emotions. For a few emotions, such as ‘disgust’ and ‘sadness’ in
CK+, the baseline is slightly more accurate. However, for most emotions, the classification
accuracy is higher when using our method. This suggests that our method could more
effectively utilize the information for most emotions for classification tasks.

Figure 7. The confusion matrices of different methods on the CK+ dataset: (a) baseline. (b) our
proposed method.

Figure 8. The confusion matrices of different methods on the eNTERFACE’05 dataset: (a) baseline;
(b) our proposed method.

We show the advantages of our method in capturing facial actions in Figure 9. We over-
lay the weight matrix output from the spatial attention module trained to the best state onto
the original image as a soft mask. The brightness of each region on the image represents
how much attention the network pays to it. Completely irrelevant parts of the image such
as hair and clothes are totally covered by the mask. Most areas of the subject’s face are also
darker, which means that these areas are also relatively underweighted. The areas around
the mouth, eyes, eyebrows, and other areas that are prone to muscle movements are given
higher weights and are highlighted in the figure.

In Table 3, we compare the number of parameters of our method with some advanced
FER methods. ResNet18+FC with CBAM and ResNet18+FC with FAN are optimized for
FER methods from different perspectives by introducing attention mechanisms in frame
images or interframes, respectively. CNN-RNN is a more complex FER method than the
above methods, but the experiments on eNTERFACE’05 and the comparison of the number
of parameters show that our method performs better while being lighter.
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Figure 9. Comparison of the original data in the dataset before and after using applied spatial
attention weights. The images are overlaid with a soft mask based on the values of the spatial
attention matrix to demonstrate the role of spatial attention in capturing facial action regions.

Table 3. Comparison of the number of parameters for different FER methods, including ResNet18+FC
(baseline), ResNet18+FC with CBAM, FAN, CNN-RNN, and our proposed method.

ResNet18+FC ResNet18+FC with CBAM FAN Ours CNN-RNN

11.78 M 11.87 M 11.79 M 13.39 M 30.99 M

5. Conclusions

In this paper, we propose a facial emotion recognition algorithm to enhance the feature
extraction capability of CNN by introducing multiple attention modules. We propose three
separate attention modules, namely spatial, channel and frame, based on video charac-
teristics. In the spatial and channel dimensions, we use average pooling and maximum
pooling to extract key information and superimpose it on the feature map after simple
computation. In the frame dimension, we use MLP to calculate the weight of the current
frame based on the feature vector output from CNN and overlay it on the feature vector.
We conduct controlled experiments on the CK+ and eNTERFACE’05 datasets. The results
show that the attention module improves the recognition accuracy to varying degrees.
In addition, we also experiment with the extraction method of key information, and the
results show that using the “network in network” approach would be slightly better than
the pooling operation.

We also note that there are some limitations in our work, mainly in terms of data
and model training. We find that although the proposed method performs well on the
experiment dataset, the recognition accuracy is not satisfactory for our locally collected
small-scale data. This is caused by inconsistent data distribution. Applying this work to
other application scenarios requires adequate datasets and a reasonable model training
strategy. In the next step, we plan to design and refine the facial data collection system and
continue our research to solve medical problems. Simultaneously, we are moving towards
designing models that are lightweight and target small datasets.
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