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Abstract: Over the last few years, there has been an unprecedented proliferation of fake news. As
a consequence, we are more susceptible to the pernicious impact that misinformation and disinfor-
mation spreading can have on different segments of our society. Thus, the development of tools
for the automatic detection of fake news plays an important role in the prevention of its negative
effects. Most attempts to detect and classify false content focus only on using textual information.
Multimodal approaches are less frequent and they typically classify news either as true or fake. In
this work, we perform a fine-grained classification of fake news on the Fakeddit dataset, using both
unimodal and multimodal approaches. Our experiments show that the multimodal approach based
on a Convolutional Neural Network (CNN) architecture combining text and image data achieves
the best results, with an accuracy of 87%. Some fake news categories, such as Manipulated content,
Satire, or False connection, strongly benefit from the use of images. Using images also improves the
results of the other categories but with less impact. Regarding the unimodal approaches using only
text, Bidirectional Encoder Representations from Transformers (BERT) is the best model, with an
accuracy of 78%. Exploiting both text and image data significantly improves the performance of fake
news detection.

Keywords: Multimodal Fake News Detection; Natural Language processing; deep learning learning;
BERT

1. Introduction

Digital media has provided a lot of benefits to our modern society, such as facilitating
social interactions, boosting productivity, and improving sharing information. However,
it has also led to the proliferation of fake news [1]; that is, news articles containing false
information that has been deliberately created [2]. The effects of this kind of misinformation
and disinformation spreading can be seen in different segments of our society. The Pizzagate
incident [3], as well as the mob lynchings that occurred in India [4], are some of the most
tragic examples of the consequences of fake news dissemination. Changes in health
behavior intentions [5], an increase in vaccine hesitancy [6], and significant economic
losses [7] are also some of the negative effects that the spread of fake news may have.

Every day, a huge quantity of digital information is produced, making the detection
of fake news by manual fact-checking impossible. Due to this, it becomes essential to use
techniques that help us to automate the identification of fake news so that more immediate
action can be taken.

During the last few years, several studies have already been carried out to perform
the automatic detection of fake news [8–13]. Most previous works only exploit textual
information for identifying fake news. These approaches can be considered unimodal
methods because they only use a type of input data to deal with the task. The last few
years have shown great advances in the field of machine learning by combining multiple
types of data, such as audio, video, images, and text [14], for different tasks such as text
classification [15] or image recognition [16]. These systems are known as multimodal
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approaches [14]. The use of multimodal data (combining texts and images) for detecting
fake news has been explored little [10,11,17]. These approaches have shown promising
results, obtaining better results than the unimodal approaches. However, these studies
typically address the problem of fake news detection as a binary classification task (that is,
consisting of classifying news as either true or fake).

The main goal of this paper is to study both unimodal and multimodal approaches
to deal with a finer-grained classification of fake news. To do this, we use the Fakeddit
dataset [18], made up of posts from Reddit. The posts are classified into the following six
different classes: true, misleading content, manipulated content, false connection, imposter
content, and satire. We explore several deep learning architectures for text classification,
such as Convolutional Neural Network (CNN) [19], Bidirectional Long Short-Term Memory
(BiLSTM) [20], and Bidirectional Encoder Representations from Transformers (BERT) [21].
As a multimodal approach, we propose a CNN architecture that combines both texts and
images to classify fake news.

2. Related Work

Since the revival of neural networks in the second decade of the current century,
many different applications of deep learning techniques have emerged. Many Natural
Language Processing (NLP) advances are due to the incorporation of deep neural network
approaches [22,23] .

Text classification tasks such as sentiment analysis or fake news detection are also one
of the tasks for which deep neural networks are being extensively used [24]. Most of these
works have been based on unimodal approaches that only exploit texts. More ambitious
architectures that combine several modalities of data (such as text and image) have also
been tried [25–29]. The main intuition behind these multimodal approaches is that many
texts are often accompanied by images, and these images may provide useful information
to improve the results of the classification task [30].

We review the most recent studies for the detection of fake news using only the
textual content of the news. Wani et al. [31] use the Constraint@AAAI COVID-19 fake
news dataset [32], which contains tweets classified as true or fake. Several methods were
evaluated: CNN, LSTM, Bi-LSTM + Attention, Hierarchical Attention Network (HAN) [33],
BERT, and DistilBERT [34], a smaller version of BERT. The best accuracy obtained was
98.41% by the DistilBERT model when it was pre-trained on a corpus of COVID-19 tweets.

Goldani et al. [35] use a capsule network model [36] based on CNN and pre-trained
word embeddings for fake news classification of the ISOT [37] and LIAR [38] datasets.
The ISOT dataset is made up of fake and true news articles collected from Reuters and
Kaggle, while the LIAR dataset contains short statements classified into the following six
classes: pants-fire, false, barely-true, half-true, mostly-true, and true. Thus, the authors
perform both binary and multi-class fake news classification. The best accuracies obtained
with the proposed model were 99.8% for the ISOT dataset (binary classification) and 39.5%
for the LIAR dataset (multi-class classification).

Girgis et al. [39] perform fake news classification using the above-mentioned LIAR
dataset. More concretely, they use three different models: vanilla Recurrent Neural Net-
work [40], Gated Recurrent Unit (GRU) [41], and LSTM. The GRU model obtains an accuracy
of 21.7%, slightly outperforming the LSTM (21.66%) and the vanilla RNN (21.5%) models.

From this review on approaches using only texts, we can conclude that deep learning
architectures provide very high accuracy for the binary classification of fake news; however,
the performance is much lower when these methods address a fine-grained classification of
fake news. Curiously enough, although BERT is reaching state-of-the-art results in many
text classification tasks, it has hardly ever been used for the multiclassification of fake news.

Recently, some efforts have been devoted to the development of multimodal approaches
for fake news detection. Singh et al. [10] study the improvement in performance on the binary
classification of fake news when textual and visual features are combined as opposed to using
only text or image. They explored several traditional machine learning methods: logistic
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regression (LR) [42], classification and regression tree (CART) [43], linear discriminant analy-
sis (LDA) [44], quadratic discriminant analysis (QDA) [44], k-nearest neighbors (KNN) [44],
naïve Bayes (NB) [45], support vector machine (SVM) [46], and random forest (RF) [47].
The authors used a Kagle dataset of fake news [48]. Random forest was the best model, with
an accuracy of 95.18%.

Giachanou et al. [11] propose a model to perform multimodal classification of news
articles as either true or fake. In order to obtain textual representations, the BERT model [21]
was applied. For the visual features, the authors used the VGG (Visual Geometry Group)
network [49] with 16 layers, followed by an LSTM layer and a mean pooling layer.
The dataset used by the authors was retrieved from the FakeNewsNet collection [50].
More concretely, the authors used 2745 fake news and 2714 real news collected from the
GossipCop posts of the collection. The proposed model achieved an F1 score of 79.55%.

Finally, another recent architecture proposed for multimodal fake news classification
can be found in the work carried out by [17]. The authors proposed a model that is made
up of four modules: (i) ABS-BiLSTM (attention-based stacked BiLSTM) for extracting the
textual features), (ii) ABM-CNN-RNN (attention based CNN-RNN) to obtain the visual
representations, (iii) MFB (multimodal factorized bilinear pooling), where the feature
representations obtained from the previous two modules are fused, and (iv) MLP (multi-
layer perceptron), which takes the fused feature representations provided by the MFB
module as input, and then generates the probabilities for each class (true of fake). In order
to evaluate the model, two datasets were used: Twitter [51] and Weibo [52]. The Twitter
dataset contains tweets along with images and contextual information. The Weibo dataset is
made up of tweets, images, and social context information. The model obtains an accuracy
of 88.3% on the Twitter dataset and an accuracy of 83.2% on the Weibo dataset.

Apart from the previous studies, several authors have proposed fake news classifica-
tion models and have evaluated them using the Fakeddit dataset. Kaliyar et al. [53] propose
the DeepNet model for the binary classification of fake news. This model is made up of one
embedding layer, three convolutional layers, one LSTM layer, seven dense layers, ReLU
for activation, and, finally, the softmax function for the binary classification. The model
was evaluated on the Fakeddit and BuzzFeed [54] datasets. The BuzzFeed dataset contains
news articles collected within a week before the U.S. election, and they are classified as
either true or fake. The models provided an accuracy of 86.4% on the Fakeddit dataset
(binary classification) and 95.2% on the BuzzFeed dataset.

Kirchknopf et al. [55] use four different modalities of data to perform binary classifica-
tion of fake news over the Fakeddit dataset. More concretely, the authors used the textual
content of the news, the associated comments, the images, and the remaining metadata
belonging to other modalities. The best accuracy obtained was 95.5%. Li et al. [56] pro-
posed the Entity-Oriented Multimodal Alignment and Fusion Network (EMAF) for binary
fake news detection. The model is made up of an encapsulating module, a cross-modal
alignment module, a cross-model fusion module, and a classifier. The authors evaluated
the model on the Fakeddit, Weibo, and Twitter datasets, obtaining accuracies of 92.3%,
97.4%, and 80.5%, respectively.

Xie et al. [57] propose the Stance Extraction and Reasoning Network (SERN) to obtain
stance representations from a post and its associated reply. They combined these stance
representations with a multimodal representation of the text and image of a post in order
to perform binary fake news classification. The authors use the PHEME dataset [58] and
a reduced version of the Fakeddit dataset created by them. The PHEME dataset contains
5802 tweets, of which 3830 are real, and 1972 are false. The accuracies obtained are 96.63%
(Fakeddit) and 76.53% (PHEME).

Kang et al. [59] use a heterogeneous graph named News Detection Graph (NDG) that
contains domain nodes, news nodes, source nodes, and review nodes. Moreover, they
proposed a Heterogeneous Deep Convolutional Network (HDGCN) in order to obtain the
embeddings of the news nodes in NDG. The authors evaluated this model using reduced
versions of the Weibo and Fakeddit datasets. For the Weibo dataset, they obtained an
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F1 score of 96%, while for the Fakeddit dataset they obtained F1 scores of 88.5% (binary
classification), 85.8% (three classes), and 83.2% (six classes).

As we can see from this review, most multimodal approaches evaluated on the Fakked-
dit dataset have only addressed the binary classification of fake news. Thus far, only
work [59] has addressed the multi-classification of fake news using a reduced version of
this dataset. To the best of our knowledge, our work is the first attempt to perform a fine-
grained classification of fake news using the whole Fakeddit dataset. Furthermore, contrary
to the work proposed in [59], which exploits a deep convolutional network, we propose a
multimodal approach that simply uses a CNN, obtaining a very similar performance.

3. Materials and Methods

In this section, we describe our approaches to dealing with the task of fake news
detection. First, we present the unimodal approaches that only use texts. Then, we describe
our multimodal approach, exploiting texts and images.

3.1. Dataset

In our experiments, we train and test our models using the Fakeddit dataset [18], which
consists of a collection of posts from Reddit users. It includes texts, images, comments,
and metadata. The texts are the titles of the posts submitted by users, while the comments
are made by other users as an answer to a specific post. Thus, the dataset contains over
1 million instances.

One of the main advantages of this dataset is that it can be used to implement systems
capable of performing a finer-grained classification of fake news than the usual binary
classification, which only distinguishes between true and fake news. In the Fakeddit
dataset, each instance has a label that distinguishes five categories of fake news, besides the
unique category of true news. We briefly describe each category:

• True: this category indicates that the news is true.
• Manipulated Content: in this case, the content has been manipulated by different

means (such as photo editing, for example).
• False Connection: this category corresponds to those samples in which the text and

the images are not in accordance.
• Satire/Parody: this category refers to the news in which the meaning of the content is

twisted or misinterpreted in a satirical or humorous way.
• Misleading Content: this category corresponds to the news in which the information

has been deliberately manipulated or altered in order to mislead the public.
• Imposter Content: in the context of this project, all the news that belongs to this

category include content generated by bots.

The Fakeddit dataset is divided into training, validation, and test partitions. Moreover,
there are two different versions of the dataset: the unimodal dataset, whose instances
only contains texts, and the multimodal dataset, whose instances have both text and
image. The full dataset contains a total of 682,661 news with images. There are almost
290,000 additional texts without images. Therefore, 70% of the instances include both texts
and images, while 30% only contain texts. Actually, all texts of the multimodal dataset are
also included in the unimodal dataset.

Table 1 shows the distribution of the classes in the unimodal dataset. Table 2 provides
the same information for the multimodal dataset. As we can see, all classes follow a similar
distribution in both versions of the dataset (unimodal and multimodal) as well as in the
training, validation, and test splits. Moreover, both datasets, unimodal and multimodal, are
clearly imbalanced (the classes true, manipulated content, and false connection have more
instances than the other classes satire, misleading content, and imposter content, which are
much more underrepresented in both datasets). This imbalance may cause the classification
task to be more difficult for those classes with fewer instances.
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Table 1. Class distribution for the unimodal scenario.

Class Training Validation Test

True 400,274 (49.86%) 42,121 (0.5%) 42,326 (0.5%)
Satire/Parody 42,310 (5.27%) 4450 (0.05%) 4446 (0.05%)

Misleading Content 141,965 (17.68%) 14,964 (0.18%) 14,928 (0.18%)
Imposter Content 23,812 (2.97%) 2514 (0.03%) 2471 (0.03%)
False Connection 167,857 (20.91%) 17,810 (0.21%) 17,472 (0.21%)

Manipulated Content 26,571 (3.31%) 2677 (0.03%) 2838 (0.03%)
Total 802,789 84,536 84,481

Table 2. Class distribution for the multimodal scenario.

Class Training Validation Test

True 222,081 (39.38%) 23,320 (0.39%) 23,507 (0.4%)
Satire/Parody 33,481 (5.94%) 3521 (0.06%) 3514 (0.06%)

Misleading Content 107,221 (19.01%) 11,277 (0.19%) 11,297 (0.19%)
Imposter Content 11,784 (2.09%) 1238 (0.02%) 1224 (0.02%)
False Connection 167,857 (29.76%) 17,810 (0.3%) 17,472 (0.29%)

Manipulated Content 21,576 (3.83%) 2176 (0.04%) 2305 (0.04%)
Total 564,000 59,342 59,319

3.2. Methods

We now describe our approaches to deal with the task of fake news detection.
First, we present the unimodal approaches that only use texts. Three models only us-
ing the texts are proposed: CNN, BiLSTM, and BERT. Then, we describe our multimodal
approach, exploiting texts and images.

All texts were cleaned by removing stopwords, punctuations, numbers, and multiple
spaces. Then, we split each text into tokens and we apply lemmatization. After lemmatiza-
tion, we transform the texts into sequences of integers. This is performed first, by learning
the vocabulary of the corpus and building a dictionary where each word is mapped to a
different integer number. This dictionary is used to transform each text into a sequence of
integers. Every non-zero entry in such a sequence corresponds to a word in the original
text. The original order of the words in the text is respected.

As we need to feed the deep learning models with vectors of the same length, we
pad and truncate the sequences of integers so that they have the same number of entries.
This has the disadvantage that those vectors that are too long will be truncated, and some
information will be lost. In order to select the length of the padded/truncated vectors, we
computed the percentage of texts that are shorter than 10, 15, 20, and 25 tokens. We saw
that 98% of the texts have less than 15 tokens.

Since the number of texts that will have to be truncated is very small (less than 2%),
very little information is lost. Therefore, we selected 15 as the length of the vectors after
padding and truncating.

Then, an embedding layer transforms each integer value from the input sequence
into a vector of word embeddings. Thus, each text is represented as a sequence of word
embeddings, which is the input of each deep learning model. In particular, every text is
transformed into a matrix of 15 rows and 300 columns (300 being the dimension of the
word embeddings).

3.2.1. CNN

We now explain the CNN architecture for the text classification of fake news. As was
mentioned above, the first layer is an embedding layer. We initialize the embedding matrix us-
ing both random initialization and the pre-trained GloVe word embeddings of dimension 300.
We chose this size for the word embeddings over other options (50, 100 or 200) because word
embeddings of a larger dimension have been proven to give better results [60].
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After the embedding layer, we apply four different filters in a convolutional layer. A
convolutional operation is essentially the multiplication of the embedding matrix with a
filter to extract the most representative features from the matrix. Each of these filters slides
across the (15 × 300) matrix with the embeddings of the input sequence and generates
50 output channels. The 4 filters have sizes (2 × 300), (3 × 300), (4 × 300), and (5 × 300),
respectively, since these are the typical filter sizes of a CNN for text classification [61]. As a
consequence, the outputs of the previous filters have shapes (14 × 1), (13 × 1), (12 × 1),
and (11 × 1), respectively.

The next step is to pass the outputs obtained from the previous layer through the
ReLU activation function. This function is applied element-wise, and, therefore, it does not
alter the size of the outputs obtained after the previous step. The effect of this function is to
set all the negative values to 0 and leave the positive values unchanged.

To reduce the size of the model, after going through the ReLU activation, we will
apply a maxpooling layer that selects the biggest element out of each of the 200 feature
maps (50 feature maps per each of the 4 filters). Thus, 200 single numbers are generated.

These 200 numbers are concatenated, and the result is passed through 2 dense layers
with 1 ReLU activation in between [24]. The resulting output is a vector of six entries (each
entry corresponding to a different class of the Fakeddit dataset) that, after passing through
the logsoftmax function, can be used to obtain the predicted class for the corresponding
input text.

Early stopping [62] with the train and validation partitions is used in order to select the
appropriate number of epochs. We use the Adam optimization algorithm [63] for training
the model and the negative log-likelihood as the loss function.

3.2.2. BiLSTM + CNN

We now present a hybrid model that uses a bidirectional LSTM followed by a CNN
layer. First, texts are processed as was described above, and these inputs are passed through
the same embedding layer that was used for the CNN model. Therefore, each input vector
of length 15 is transformed into a matrix of shape 15 × 300.

Then, the matrix with the word embeddings goes through a bidirectional LSTM layer
with hidden states of length 70. The output of this layer is a matrix of size 15 × 140 that
contains two hidden states (corresponding to the two directions of the BiLSTM) for each
word embedding. The output of the BiLSTM layer is the input of a convolutional layer,
which applies 240 filters of size (3 × 140). Therefore, it generates 240 output arrays of size
(13 × 1). Then, the ReLU activation is applied, followed by a maxpooling layer that selects
the largest element within each of the 240 feature maps. Thus, this layer outputs a sequence
of 240 numbers.

Similar to what was done for the CNN model, the output of the maxpooling layer
is concatenated and passed through two dense layers with ReLU activation in between.
The resulting vector goes through the logsoftmax function, and the predicted class is
obtained. Figure 1 shows the architecture of the BiLSTM for text classification.

Early stopping is again used for selecting the optimal number of epochs. We use Adam
as the optimization algorithm and the negative log-likelihood as the loss function.

3.2.3. BERT

In this case, instead of using random initialization of the pre-trained Glove embed-
dings, we now use the vectors provided by BERT to represent the input tokens. As opposed
to the GloVe model [64], BERT takes into account the context of each word (that is, the words
that surround it).

For the preprocessing of the texts, the steps are similar to those described above.
The main differences are that we tokenize the texts by using the BertTokenizer class from
the transformers library [65]. This class has its own vocabulary with the mappings between
words and ID, so it was not necessary to train a tokenizer with the corpus of texts. We also
add the [CLS] and [SEP] tokens at the beginning and at the end of each tokenized sequence.



Information 2022, 13, 284 7 of 16

It was also necessary to create an attention mask in order to distinguish what entries in each
sequence correspond to real words in the input text and what entries are just 0 s resulting
from padding the sequences. Thus, the attention mask is composed of 1 s (indicating
non-padding entries) and 0 s (indicating padding entries). We use the BERT base model in
its uncased version (12 layers, 768 hidden size, 12 heads, and 110 million parameters).

Figure 1. BiLSTM + CNN for text classification.

Then, we fine-tune it on our particular problem; that is, the multi-classification of
fake news. To do this, we add a softmax layer on top of the output of BERT. The softmax
layer receives a vector of length 768 and outputs a vector of length 6 (see Figure 2), which
contains the probabilities for each class.

Figure 2. BERT for text classification.
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For the training process, we used the Adam algorithm for optimization with a learning
rate of 2 × 10−5. We trained the model for two epochs since the authors of BERT recom-
mended using between two and four epochs for fine-tuning on a specific NLP task [21].

3.2.4. Multimodal Approach

Our multimodal approach uses a CNN that takes both the text and the image corre-
sponding to the same news as inputs. The model outputs a vector of six numbers, out of
which the predicted class is obtained. In the following lines, we describe the preprocessing
steps applied before feeding the data into the network, as well as the architecture of the
network (see Figure 3).

Figure 3. Architecture of the multimodal approach for fake news detection.

Regarding the preprocessing of the images, we only reshaped them so that they all
have the same shape (560 × 560). Once the preprocessed data are fed into the network,
different operations are applied to the texts and images. We use the same CNN architecture
that we have used for the unimodal scenario, except for the fact that we eliminate the last
two dense layers with ReLU activation in between.

We now describe the CNN model to classify the images. The data first goes through a
convolutional layer. Since each image is made up of three channels, the number of input
channels of this layer is also three. Moreover, it has six output channels. Filters of size
(5 × 5) are used with a stride equal to 1 and no padding. The output for each input image
is, therefore, a collection of 6 matrices of shape (556 × 556). The output of the convolutional
layer passes through a non-linear activation function (ReLU), and then maxpooling is
applied with a filter of size (2 × 2) and a stride equal to 2. The resulting output is a set of six
matrices of shape (278 × 278). The output from the maxpooling layer again passes through
another convolutional layer that has 6 input channels and 3 output channels. The filter
size, stride length, and padding are the same as those used in the previous convolutional
layer. Then, the ReLU non-linear activation function and the maxpooling layer are applied
again over the feature maps resulting from the convolutional layer. Thus, for a given input
(image), we obtain a set of 3 feature maps of shape (137 × 137). Finally, these feature maps
are flattened into a vector of length 56,307.

The texts are also processed by using the same CNN model for texts, which was
described previously. However, instead of feeding the output of the dense layer to the
softmax layer in the CNN model, this output vector representing the text is concatenated
to the vector obtained by the CNN model for images. Then, this vector is passed through
two dense layers with a ReLU non-linear activation in between. Finally, the logsoftmax
function is applied, and the logarithm of the probabilities is used in order to compute the
predicted class of the given input.
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4. Results

In this section, we present the results obtained for each model. We report the recall,
precision, and F1 scores obtained by all the models for each class. The accuracy is computed
over all the classes. It helps us to compare models and find the best approach. Moreover,
we are also interested in knowing which model is better at detecting only those news
containing false content. For this reason, we also compute the micro and macro averages
of the recall, precision, and F1 metrics only over five classes of fake news without the
true news. Macro averaging computes the metrics for each class and then calculates the
average. Micro averaging calculated the sum of all true positives and false positives for all
the classes, and then computes the metrics. We use the F1micro score and the accuracy to
compare the performance of the models.

4.1. CNN Results

Our first experiment with CNN uses random initialization to initialize the weights of
the embedding layer, which are updated during the training process. This model obtains an
accuracy of 72%, a micro F1 of 57%, and a macro F1 of 49% (see Table 3). We can also see that
True and Manipulated content are the classes with the highest F1 (79%). A possible reason
for this could be that they are the majority classes. On the other hand, the model obtains
the lowest F1 (13%) for Imposter content, which is the minority class in the dataset (see
Table 1). Therefore, the results for the different classes appear to be related to the number of
instances per class. However, the model achieves an F1 of 61% for the second minority class,
Misleading content. As was explained before, the content of this news has been deliberately
manipulated. Identifying these manipulations appears to be easier than detecting humor
or sarcasm in the news (Satire) or fake news generated by bots (Imposter content).

Table 3. Results of CNN with random initialization.

Class P R F1

True 0.71 0.87 0.79
Manipulated content 0.75 0.84 0.79

False connection 0.70 0.48 0.57
Satire 0.63 0.26 0.37

Misleading content 0.71 0.54 0.61
Imposter content 0.72 0.07 0.13

micro-average 0.73 0.62 0.57
macro-average 0.70 0.44 0.49

Interestingly, although the model only exploits the textual content of the news, it
achieves an F1 of 57% for classifying the instances of False connections. In these instances,
the text and the image are not in accordance.

We also explore CNN with static (see Table 4) and dynamic (see Table 5) GloVe
embeddings [64]. In both models, the embedding layer is initialized with the pre-trained
Glove vectors. When dynamic training is chosen, these vectors are updated during the
training process. On the other hand, if static training is chosen, the vectors are fixed
during the training process. The model with dynamic vectors overcomes the one with
static vectors, with a slight improvement in accuracy (74%) (roughly one percentage point).
However, in terms of micro F1, the static model is better than the dynamic one. Both models
provide the same macro F1 (69%). Regarding the classes, there are no significant differences,
except for Imposer content. For this class, updating the pre-trained Glove vectors results in
a decrease of seven percentage points in F1.
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Table 4. Results of CNN with static Glove vectors.

Class P R F1

True 0.76 0.81 0.79
Manipulated content 0.75 0.82 0.79

False connection 0.65 0.59 0.62
Satire 0.60 0.40 0.48

Misleading content 0.71 0.59 0.64
Imposter content 0.35 0.21 0.26

micro-average 0.70 0.67 0.69
macro-average 0.61 0.52 0.56

Table 5. Results of CNN with dynamic Glove vectors.

Class P R F1

True 0.74 0.87 0.80
Manipulated content 0.76 0.83 0.80

False connection 0.71 0.54 0.61
Satire 0.67 0.35 0.46

Misleading content 0.74 0.58 0.65
Imposter content 0.70 0.11 0.19

micro-average 0.74 0.65 0.69
macro-average 0.71 0.48 0.54

We also compared the effect of the pre-trained Glove vectors with random initialization
(see Table 3). In both dynamic and static approaches, initializing the model with the pre-
trained GloVe word embeddings gets better results than random initialization. The reason
for this is that the GloVe vectors contain information about the relationship between
different words that random vectors can not capture.

As the dataset is highly unbalanced, we use the micro F1 to assess and compare the
overall performances of the three models. Thus, the best model is a CNN with dynamic
Glove vectors. However, dynamic training takes much more time than static training
(around 6000 to 8000 s more). This is due to the fact that, in a dynamic approach, word
embeddings are also learned, and this significantly increases the training time.

4.2. BiLSTM + CNN Results

As a second deep learning model, we explore a hybrid model based on a BiLSTM
followed by a CNN. We replicate the same experiments as described for CNN; that is, using
random initialization and pre-trained Glove vectors.

The BiLSTM initialized with random vectors (see Table 6) very similar results to those
achieved by CNN with random initialization (see Table 3). In fact, both models provide the
same accuracy of 0.72. However, in terms of micro F1, the BiLSTM model obtains up to
nine points more than the CNN model with random initialization. This improvement may
be because the BiLSTM improved its scores for Imposter content.

Table 6. Results of BiLSTM with random initialization.

Class P R F1

True 0.70 0.88 0.78
Manipulated content 0.73 0.85 0.79

False connection 0.73 0.44 0.55
Satire 0.58 0.25 0.35

Misleading content 0.71 0.54 0.61
Imposter content 0.86 0.08 0.14

micro-average 0.73 0.61 0.66
macro-average 0.74 0.41 0.48
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The use of static Glove vectors (see Table 7) appears to have a positive effect on
the performance of the BiLSTM model. The model shows significant improvements for
False connection, Satire, Misleading content, and Imposter content, with increases of
6, 12, 3, and 10 points, respectively. The model obtains an accuracy of 73%. Therefore,
the pre-trained Glove vectors achieve better results than random initialization.

Table 7. Results of BiLSTM with static Glove vectors.

Class P R F1

True 0.74 0.85 0.79
Manipulated content 0.77 0.82 0.79

False connection 0.68 0.55 0.61
Satire 0.55 0.41 0.47

Misleading content 0.77 0.55 0.64
Imposter content 0.45 0.17 0.24

micro-average 0.72 0.65 0.69
macro-average 0.65 0.50 0.55

Table 8 shows the results obtained by BiLSTM with dynamic Glove vectors. If these
vectors are updated during the training of the BiLSTM model, an accuracy of 75% is
achieved; that is, two points more than BiLSTM with static Glove vectors. Moreover, this
model with dynamic Glove vectors improves the results for all classes, with increases
ranging from one to four points. In terms of micro F1, using dynamic Glove vectors is
the best approach for BiLSTM. Moreover, this model slightly overcomes the CNN model
with dynamic Glove vectors by roughly one percentage point. However, as mentioned
above, dynamic training takes much more time than static training.

Table 8. Results of BiLSTM with dynamic Glove vectors.

Class P R F1

True 0.75 0.86 0.80
Manipulated content 0.77 0.84 0.80

False connection 0.72 0.55 0.63
Satire 0.63 0.41 0.50

Misleading content 0.78 0.57 0.66
Imposter content 0.57 0.18 0.28

micro-average 0.74 0.67 0.70
macro-average 0.69 0.51 0.57

4.3. Bert Results

Table 9 shows the results obtained by BERT. This model achieves an accuracy of 78%
and a micro F1 of 74%. Therefore, it outperforms all the previous unimodal deep learning
approaches. This proves the advantage of the pre-trained contextual text representations
provided by BERT, as opposed to the context-free GloVe vectors or random initialization
for neural networks.

Table 9. BERT results.

Class P R F1

True 0.81 0.86 0.83
Manipulated content 0.80 0.86 0.83

False connection 0.72 0.64 0.68
Satire 0.70 0.53 0.61

Misleading content 0.77 0.70 0.73
Imposter content 0.61 0.28 0.38

micro-average 0.76 0.73 0.74
macro-average 0.72 0.60 0.65
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Moreover, BERT is better in all classes. Comparing the classes, the behavior of BERT is
very similar to the previous deep learning models; that is, the more training instances for a
class, the better predictions for it. In this way, True and Manipulated content both get the
highest F1 (83%), while the worst-performing class is Imposter content (F1 = 38%). As in
previous models, Misleading content gets better scores than Satire, despite the fact that this
class is more represented than the first one, Misleading content (see Table 2).

4.4. Multimodal Approach Results

The multimodal approach obtains an accuracy of 87% and a micro F1 of 72% (see
Table 10), which are the highest scores out of all the unimodal models.

Table 10. Multimodal approach results.

Class P R F1

True 0.85 0.88 0.86
Manipulated content 1 1 1

False connection 0.77 0.76 0.76
Satire 0.82 0.72 0.77

Misleading content 0.75 0.79 0.77
Imposter content 0.46 0.25 0.32

micro-average 0.88 0.86 0.87
macro-average 0.76 0.70 0.72

As expected, the training set size for each class strongly affects the model scores. While
True and Manipulated content, the majority classes, get the highest scores, Imposter content,
the minority class, shows the lowest F1 (32%), even six points lower than that provided
by BERT for the same class (F1 = 38%). Thus, we can say that the image content provides
little information for identifying instances of Imposter content. Manipulated content shows
an F1 of 100%. This is probably due to the fact that the images in this category have been
manipulated. These manipulations may be easily detected by CNN.

As expected, the use of images significantly improves the results for False connection.
The multimodal model shows an F1 of 76%, 8 points higher than that obtained by BERT,
the best unimodal approach, and 15 points higher than the unimodal CNN model using
only texts. The improvement is even greater for detecting instances of Satire, with an
increase of 16 points higher than those obtained by BERT and by the unimodal CNN model.

5. Discussion

In addition to the deep learning algorithms, we also propose a Support Vector Machine
(SVM) as a baseline for the unimodal approaches. SVM is one of the most successful algo-
rithms for text classification. For this algorithm, the texts were represented using the tf-idf
model. Table 11 shows a comparison of the best models (traditional algorithms, CNN, BiL-
STM, BERT, and multimodal CNN) according to their accuracy and micro average scores.

Table 11. Comparison of the best models (micro_averages).

Model P R F1 Acc.

SVM 0.71 0.64 0.67 0.72
CNN (Dynamic + GloVe) 0.74 0.65 0.69 0.74

BiLSTM + CNN (Dynamic + GloVe) 0.74 0.67 0.70 0.75
BERT 0.76 0.73 0.74 0.78

Multimodal CNN 0.88 0.86 0.87 0.87

We can see that the multimodal CNN outperforms all the unimodal approaches. In
fact, the multimodal approach achieves higher accuracy than that provided by the best
model of the unimodal approaches, BERT, with a difference of 9% in overall accuracy.
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In terms of micro-F1, the improvement is even greater, 13 points over the micro F1 of
BERT. This proves the usefulness of combining texts and images for a fine-grained fake
news classification.

Focusing on the unimodal approaches, the BERT model is the best both in terms
of accuracy and micro F1 score, which shows the advantage of using contextual word
embeddings. In terms of accuracy, BERT achieves a significant improvement over the other
deep learning models. The third best approach is BiLSTM + CNN with dynamic Glove
vectors, with an accuracy of 0.75 (three points lower than the accuracy achieved by BERT).
The fourth approach is the CNN model, with an accuracy of 0.74 (four points lower than
the accuracy provided by BERT). In terms of micro F1, BERT also outperforms the other
deep learning models, with improvements of around 4–5%. Finally, all the deep learning
approaches outperform our baseline SVM, with an accuracy of 0.72. This also shows that
when a large dataset is available, as in the case of the Fakeddit dataset, the deep learning
models provide better performance than traditional machine learning algorithms.

6. Conclusions

Fake news could have a significant negative effect on politics, health, and economies.
Therefore, it becomes necessary to develop tools that allow for the rapid and reliable
detection of misinformation.

Apart from the work carried out by the creators of the Fakeddit dataset [18], this is,
to the best of our knowledge, the only study that addresses a fine-grained classification
of fake news by performing a comprehensive comparison of unimodal and multimodal
approaches based on the most advanced deep learning techniques.

The multimodal approach overcomes the approaches that only exploit texts. BERT
is the best model for the task of text classification. Moreover, using dynamic GloVe word
embeddings outperforms random initialization for the CNN and BiLSTM architectures.

In future work, we plan to use pre-trained networks to generate the visual representa-
tions. In particular, we will use the network VGG, which was pre-trained on a large dataset
of images, such as ImageNet. We also plan to explore different deep learning techniques,
such as LSTM, BiLSTM, GRU, or BERT, as well as different methods of combining the visual
and textual representations. In our current study, we have built our multimodal CNN using
an early fusion approach, which consists of creating textual and visual representations,
combining them, and then applying a classifier over the resulting combined representa-
tion to get the probabilities for each class. Instead of this, we plan to study a late fusion
approach, which would require two separate classifiers (one for the textual inputs and the
other for the image inputs). The predictions from both classifiers are then combined, and
the final prediction is obtained.
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