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Abstract: In a chemical analysis laboratory, sample detection via most analytical devices obtains
raw data and processes it to validate data reports, including raw data filtering, editing, effectiveness
evaluation, error correction, etc. This process is usually carried out manually by analysts. When
the sample detection volume is large, the data processing involved becomes time-consuming and
laborious, and manual errors may be introduced. In addition, analytical laboratories typically use
a variety of analytical devices with different measurement principles, leading to the use of various
heterogeneous control software systems from different vendors with different export data formats.
Different formats introduce difficulties to laboratory automation. This paper proposes a modular
data evaluation system that uses a global unified management and maintenance mode that can
automatically filter data, evaluate quality, generate valid reports, and distribute reports. This modular
software design concept allows the proposed system to be applied to different analytical devices;
its integration into existing laboratory information management systems (LIMS) could maximise
automation and improve the analysis and testing quality and efficiency in a chemical analysis
laboratory, while meeting the analysis and testing requirements.

Keywords: chemical analysis; sample detection; raw data; heterogeneous system; data formats;
evaluate quality; modular software; LIMS

1. Introduction

Data evaluation includes comprehensive data processing, investigation, as well as
evaluation, storage, and output from respective data applications to improve data re-
liability and effectiveness. Data evaluation also provides a more favourable basis for
decision-making [1]. Traditional chemical analysis laboratories usually undertake many
tasks, and many sample detections produce large amounts of data. Taking the laboratory
where the authors work as an example, the continuous flow analysis (CFA) analyses about
15,000 samples, and the HPLC-ICP-MS, ICP-AES analyses about 45,000 samples, every
year. Experimental analyses of these samples would generate a large amount of data every
year. Therefore, the quality and efficiency of data evaluation is extremely important. The
traditional processing method involves manually processing all relevant tasks. After detec-
tion, analysts export all the original experimental data from the analytical device software
system, filter out the corresponding item data according to customer needs, and sort the
data to evaluate its effectiveness. Sometimes, statistical analyses and validation calculations
are needed, such as the determination of precision and detection and quantification limits.
Finally, effective item data are required to formulate valid data reports for distribution.
In addition, the analysts also need to evaluate the experimental process according to the
relevant information obtained from the original data, in order to judge the stability and
reliability of the analytical device state. These tasks are usually completed manually by
laboratory personnel. When the number of sample detections is large and processing time
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is critical, this traditional data evaluation method will become particularly time-consuming,
laborious, inefficient, and may also introduce manual errors [2,3]. Therefore, effective data
evaluation tools are becoming increasingly important in daily sample testing at chemical
analysis laboratories.

Taking the interval flow analyser as an example, which is an inorganic analytical
device that is supervised by one of the authors, the original data file generated by the
device after an experiment contains the concentration value of the analysis item and other
information, such as signal strength, peak time, and peak identification. However, this
information is not the output required by customers in the final data report. Therefore,
analysts must manually screen and separate the original data files in order to obtain the
concentration values of the analysis items. On the other hand, for experimental analysts,
the rich data are usually necessary to judge the stability and reliability of the state of
the analytical device according to the data related to the detection signal, which requires
relevant information such as the original signal strength of the sample, peak time, baseline
signal strength, quality control signal strength, sensitivity correction, etc., from the original
data file [4,5].

According to the authors’ years of work experience, in addition to long-term commu-
nication with other peers and customers, for the same original data produced by analytical
devices, it is often necessary to output different results according to different target needs.
Thus, for the experimental data output, analysts often need to carry out processing. For
example, analysts use statistical methods and combine quality control results to evaluate
the effectiveness of the experimental data and correct the errors, marking the data that do
not meet the quality requirements, and retesting the samples [6]. Therefore, in any case,
it is difficult for us to directly obtain the final data products from the device system after
detection. For most analytical devices, there is also a last-mile problem between the device
system itself and customers’ particular needs for the experimental data. Using a unified
system to meet these differentiated needs is a complex challenge [7].

Generally speaking, different analytical device manufacturers provide different soft-
ware systems, and the software also varies depending on the type of analytical device
that is involved. Even for the same type of device, its software functions may vary from
manufacturer to manufacturer, and the formats of exported data also depend on the man-
ufacturer (such as table layout); this means that the data and table styles provided by
different software solutions are inconsistent with each other [8]. These factors further
increase the difficulty and complexity of manual completion.

In order to meet these challenges and improve work quality and efficiency, various
studies have been completed. Zhu, B.Y. et al. summarised the applications of artificial
intelligence in contemporary chemical research, and pointed out that artificial intelligence
can mine correlations in massive experimental data generated in chemical experiments,
help chemists make reasonable analyses and predictions, and consequently accelerate the
process of chemical research [9]. Emerson, J. et al. pointed out that multivariate data
analysis (MVDA) has been successfully applied to various applications in the chemical and
biochemical industries, including bioprocess monitoring, identification of critical process
parameters, assessment of process variability, comparability during process development,
scale-up, and technology transfer [10]. Qi, Y.L. et al. introduced data processing in Fourier
transform ion cyclotron resonance mass spectrometry [11]. Urban, J. et al. described the
currently available methods and techniques commonly used in HPLC-MS for processing
and analysis, as well as the main types of processing and most popular methods [12]. These
studies often focused on the purpose of experimental research or the method of analysing
experimental data, but did not address the process of obtaining the experimental data.
In addition, the high-throughput screening method can generate a large amount of data
in a short time; furthermore, this method is used not only in the field of biotechnology
and bio-screening [13,14], but also in the fields of analytical chemistry (such as catalyst
research [15]), clinical studies, and toxicology [8,16]. Moreover, laboratory information
management systems have also been applied to the organisation and storage of proteomic
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data [17]. In the data evaluation of these fields, many individual software solutions have
been developed for flexible applications.

The authors of this paper have been engaged in analytical devices management and
sample analysis in a traditional chemical analysis laboratory affiliated with the Institute
of Soil Science, the Chinese Academy of Sciences, for more than ten years. This is a
traditional modern chemical analysis laboratory that uses various analytical devices. The
analysis and detection business covers many fields, such as soil, water, and plants, and
has a perfect quality assurance system and a standardised service management process.
Customers are mainly internal or external scientific research personnel at the Institute, and
the sources of samples are mainly scientific research projects of customers, including soil
samples and solution samples. The devices supervised by the authors include the CFA,
HPLC-ICP-MS, ICP-AES, and other inorganic analysis devices. This paper is the authors’
experience and technical summary regarding data processing and evaluation in sample
analysis work conducted over many years. The purpose of this paper is to develop a
special data evaluation system for the interval flow analyser of inorganic analytical devices,
aiming at a series of business problems faced by laboratory devices after analysis and
testing, such as original data screening, editing, effectiveness evaluation, error correction,
etc.; the objective is to meet analysis and testing needs, and improve quality and efficiency.
At the same time, the idea of combining the business process with the development and
application of the proposed data evaluation system is quite representative. The proposed
system is also applicable to the sample analysis business of many other devices in chemical
analysis laboratories.

The main contributions of this paper are as follows:

1. This paper combs and analyses the data evaluation work in the analysis and detection
business of traditional chemical analysis laboratories and points out the common
problems and risks in the traditional data evaluation business.

2. Taking the inorganic analytical device for the interval flow analyser as an example, a
data evaluation system is developed, which realizes automatic data screening, quality
evaluation, data management and distribution, integrates with the existing LIMS,
provides the maximum automation effect, and improves the quality and efficiency of
the analysis and testing business.

3. The idea of modular design makes it easy for a data evaluation system to be partially
or wholly extended to different analysis systems produced by different analysis
device manufacturers. This provides a reference method for data evaluation work in
a chemical analysis laboratory, as well as a reference for improving the quality and
efficiency of analysis and testing.

The rest of this paper is organised as follows: Section 2 introduces the overall archi-
tecture design of the system, including the functions and composition of each module, as
well as the relationships between them. Section 3 describes the functions of each system
software module, the problems that are solved, and their specific development design.
Section 4 verifies the application and effect of each system module according to the interval
flow analyser analysis and detection processes. The last section summarises the application
effect of the data evaluation system developed in this paper specifically with regards to
analytical devices, and discusses the significance and implementation method of extending
the design idea of this paper to different analytical systems produced by different analytical
device manufacturers.

2. Overall Structure of the System

Generally, analysis and detection processes in chemical analysis laboratories include
chemical analysis and instrumental analysis. This paper studies instrumental analysis,
which generally involves relatively complex or special instruments and equipment to obtain
chemical compositions, components content, chemical structures, and other information
of substances. Instruments measure the parameters and changes in various physical or
physicochemical properties, and use relevant software to conduct qualitative and quantita-
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tive analyses of the results. The measurement results are stored in an original data file [18].
In most cases, these data can be exported in the form of Microsoft Excel or CSV files, and
external software modules can be used for automatic data evaluation.

This paper uses interval flow analyser data as an example. According to its business
process that uses an object-oriented programming language, a special data evaluation
system was developed to assist business processes and improve business quality and
efficiency. The overall structural diagram of the system is shown in Figure 1.
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In the development of this system, we divide the system into four modules: data
filtering; quality control analysis; valid data reports; and data management and distri-
bution [19,20]. Data filtering and valid data reports are completed locally at the client,
which are customer-oriented. Quality control analysis refers to the visual expression of
the experimental quality by the analysts through the rich data of each analysis item, and
the output results are oriented to the analysts. Finally, according to our business process,
we need to distribute the standard reports to users and upload them to our LIMS for
management. In the past, reporting the data documents was carried out manually, one
by one; this is cumbersome, time-consuming, and inefficient. Generally, data document
reporting processing for four businesses requires a total of 40 page clicks. The speed of
the whole process depends on the manual proficiency of the experimenters, as well as
the computer system and broadband resources. In addition, when the data reporting
process is implemented locally, the local computer resources of the experimenters will
be occupied in real time, and the processing must communicate with the corresponding
business modules of the LIMS. The access of the LIMS system and the transmission of data
documents will occupy the local bandwidth resources of the experimenters. Therefore,
data management and distribution adopted the C/S architecture and were completed by
the client, in collaboration with the local server to achieve efficient, low-latency reporting
of data documents, along with persisting and high-reliability storage management and
maintenance. The report documents are centrally archived locally, while the server is fully
retained for backup. The server adopts Elastic Compute Service (ECS) provided by Alibaba
Cloud, which has the characteristics of low latency, persistence, and high reliability [21].

3. Modular Software Development
3.1. Data Filter

The continuous flow analyser is based on the design by J. Ruzicka and E.H. Hansen,
who proposed the concept of flow injection and designed an analytical instrument [22].
Based on continuous flow analysis (CFA), also called segmented flow analysis (SFA), pump
pipes with different diameters are compressed through a peristaltic pump; the reaction
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reagent and the sample to be tested are injected into a closed and continuous flow carrier
in proportion. A colour reaction is produced in the chemical reaction unit, its signal value
in the detector is measured, and the concentration of the sample to be tested is determined
according to the standard curve method. The continuous flow analyser can be used to
detect the content of soluble nitrogen and phosphorus in soil and water. It is an important
instrument to support scientific research tasks related to the soil nitrogen cycle and global
change, as well as nitrogen migration and transformation [23,24]. Taking the detection of
total nitrogen (TN) as an example, the data file generated by the flow analyser after the
experiment contains not only the concentration value of the analysis item, but also a great
deal of other information, as shown in Table 1.

Table 1. Raw data generated by the CFA after detecting TN.

Position Type Identity Ext.Dil Weight Pre.Dil TN mg/L Height TN Corr.Ht TN Flag TN Time TN

WT IW Initial Wash 1 1 1 0 38,868 0 IW 805
ST1 T Tracer 1 1 1 9.09 41,053 2204 N 1298
ST1 D Drift 1 1 1 9.47 41,126 2296 N 1482
Wt W Wash 1 1 1 0 38,811 0 N 1646
Wt S1 Standard 1 1 1 1 −0.01 38,810 −1 A 1846
E51 S2 Standard 2 1 1 1 3.17 39,605 769 N 2065
E52 S3 Standard 3 1 1 1 6.08 40,348 1474 A 2222
E53 S4 Standard 4 1 1 1 8.98 41,105 2178 A 2373
E54 S5 Standard 5 1 1 1 12.24 41,968 2967 N 2544
ST1 D Drift 1 1 1 10.17 41,279 2465 N 2719
Wt W Wash 1 1 1 0 38,814 0 N 2904
D1 U 1 5 1 1 8.59 39,091 260 A 3077
D2 U 2 5 1 1 8.07 39,071 244 A 3258
D3 U 3 5 1 1 8.6 39,080 261 A 3808

Customers only need to obtain the concentration value information of the sample;
most of the other field data are not necessary. In contrast, the experimenters must judge
the stability and reliability of the experimental instrument according to the multidata
information supplied by the detection signals. Therefore, even if the unnecessary data
are eliminated, a single analysis item will output up to seven fields and seven types of
data. If fields such as sample position, type, and number are added, more information will
be output; if nitrate nitrogen, nitrite nitrogen, ammonia nitrogen, and total nitrogen are
analysed at the same time, up to 35 fields and 7 types of data will appear. Usually after
experimental completion, experimenters can only use the traditional manual method to
process these data and generally, there is no problem in doing so. However, when we strive
to improve experimental quality and efficiency, especially when the volume of sample
analyses is large and time is limited, the traditional data evaluation method will become
particularly time-consuming and laborious, and human errors may also be introduced.
Therefore, we developed a data filtering module to realize the automatic filtering processing
of the target data. According to the set effective value and limit of detection (LOD), the
sample data information can be screened out, and the necessary data format processing
can be carried out. The samples beyond the effective value can be marked, and the quality
control data can be listed separately in order to make a preliminary judgement on the
quality of the experimental analysis data. Figures 2 and 3 show the interface of the filtering
module and the basic workflow of data filtering.

The module interface contains all of the analysis items of the CFA. During data filtering,
we check the analysis items we want in order to extract according to need. The effective
value and LOD give the maximum and minimum values of the effective value of the
item, respectively. Values beyond this range will be regarded as abnormal and specially
marked in the results. The business delegation from whence these data were processed
will be listed under the order number. Generally, different analytical device manufacturers
provide different software systems, and even the software functions may vary according
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to manufacturer [8]. However, for the same type of analysis and detection items, the
same analysis and detection principles are usually applicable, and the output original
experimental data usually have similar compositions and structures. Therefore, this data
filtering module can adapt and be applied to the original data generated by a flow analyser
produced by another analytical device manufacturer by simply modifying the name and
location of the analysis items.
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3.2. Data Quality Control

In the chemical analysis laboratory, instrument analysis plays an important role in
the stable and accurate detection results of the instrument, from selecting the correct
measurement principle to effectively monitoring each link of the measurement process.
Therefore, analysts should strive to establish effective control and evaluation methods for
the detection process, in order to prevent the occurrence of detection errors and ensure the
reliability of the detection results [25].

In addition to the concentration value of the analysis item, the data file generated by
the CFA after the experiment also contains a lot of other information, such as signal strength,
peak time, and peak mark. For customers, this information is not required, and they do not
need them in the data report; however, for analysers such information is usually necessary
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to judge the stability and reliability of the state of the experimental instrument according to
the data related to the detection signal. Therefore, the original data file needs to contain
relevant information such as the original signal strength of the sample, peak time, baseline
signal strength, quality control signal strength, sensitivity correction, etc. Therefore, we
designed a quality control module through which analysers can capture the rich data
of each analysis item and express the experimental quality visually. The analysers can
evaluate the stability and reliability of the experiment through the standard curve, baseline
state, sensitivity change, and other information. The quality of the experimental data can
be evaluated through appropriate QC analysis. Feedback to the instrument analysis system
can be used to adjust the parameters of the analysis system and improve the operating
state and quality of the analysis system. The quality control module is shown in Figure 4.
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3.3. Data Report

After data filtering and processing, the data need to be further arranged into a standard
format analysis report according to the specification requirements of the quality control
system. A standard format data report is shown in Figure 5.
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When making a standard data report, analysts need to be very careful when filling
the experimental data according to the standard template in an Excel spreadsheet. This
is particularly important when there are many samples and many analysis items, as the
spreadsheet will produce a cross-page distribution. In short, manually adjusting the data
analysis report according to the standard data report format is very inconvenient and time
consuming. Therefore, we have developed an automatic data report generation module to
realise the automatic typesetting of the experimental data report and output the standard
format data report that conforms to specifications. The module interface is shown in
Figure 6.
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After entering the order number, tester, and approver into the module interface, we can
manually set the number of rows and columns of each page below, or click automatic rows
and columns so that the software module will automatically set the number of rows and
columns of each page according to the numbers of rows and columns in the original data,
and according to the requirements of the standard data report. Then, we click “generate
report”, and the data report in standard format will be automatically generated and typeset.
We click “print report” to automatically print the data report when a printer is connected.

3.4. Data Manage and Distribute

After analysing, processing, and compiling the experimental data to generate the stan-
dard report, the analysts have no unified management means and maintenance mechanism
for their storage, maintenance, submission and distribution [26]. People save data report
documents locally according to their personal habits, often without follow-up maintenance
and disaster recovery measures, yet there can be data unavailability caused by unexpected
hardware failure. The submission and distribution of the current document can only be
carried out according to their respective information conditions, and the corresponding
upload operation can only be carried out manually, one by one, according to the order
number. When the number of documents is large, this process becomes time-consuming
and laborious; there is no convenient method for the maintenance, archiving, and statistical
analysis of historical documents. In other words, current data management lacks efficient
submission and distribution means, nor are there means for low-latency, persistent, and
highly reliable storage management and maintenance. In order to address this issue, we
developed a data management module in which the client cooperates with the server to
complete data management and distribution. The server uses Alibaba cloud ECS with low
latency, durability, and high reliability, to achieve efficient reporting of data documents as
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well as achieve reliable storage management and maintenance. The data report documents
are archived locally and centrally, while the server maintains complete backups.

After the standard data report is generated, according to our business process, we
need to distribute the reports to end customers and upload them to our LIMS for man-
agement. In the past, reporting data documents was done manually, one by one; this is
cumbersome, time consuming and inefficient. According to the design of the LIMS system
module, analysts must manually click on the corresponding position of the analysis and
test business list page in order to open the analysis result page of a specific business, then
select the corresponding data document, save and submit, and complete the submission.
The operation steps of an order can require more than ten steps. When there are many
orders, this way of manually submitting data documents one by one is cumbersome, time
consuming, and inefficient. Since the upload task is executed by the local computer in real
time, it will occupy the local computer and bandwidth resources of the analyst. In order
to address this issue, we used an automatic uploading method for customer data in the
LIMS system under the user mechanism in the module design [27], which is based on the
Client/Server (C/S) architecture design, and is designed by Microsoft Visual Studio with
its integrated development environment. The workflow is shown in Figure 7.
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The client realizes login and loads the corresponding business module of the LIMS
system. When the local data document is updated, it will be automatically backed up to
the server (S) through the client (C), and the data document upload request of a specific
business will be submitted to the server. The data backup and upload requests are exe-
cuted in parallel with multiple threads, and the local computer and broadband resources
are reasonably allocated to improve the execution efficiency of the client. The server re-
ceives the data document backup request from the client and cooperates to realize the
data document backup, receive the client-side data document upload request, and select
the corresponding business data document on the server side according to the request
information to automatically upload to the corresponding business module of the LIMS.
By identifying and locating the page button position of LIMS-related business modules,
the server simulates the implementation of the manual mouse click operation, completes
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the upload of data documents, and automates data uploading. The server system has rich
resources and bandwidth, which can quickly realize and complete the upload operation
and data communication with the LIMS system. It can respond to multiple client requests
at the same time. The experimenters only need to send a few request command bytes to
the server at the client, and the server will automatically complete data report processing
without occupying their local computer and bandwidth resources. The software module
interface is shown in Figure 8.
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4. Results and Discussion

The flexible data evaluation system designed in this paper was developed according
to modular functions. Each module can run independently to fulfill its function, and can
also be integrated for application. The integrated system is shown in Figure 9.
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In the flexible data evaluation system, the processing targets of the data filtering mod-
ule and the data quality control module are the original data derived from the instrument
analysis system. The processing results of the data quality control module are used by
analysts to evaluate the stability and reliability of the experiment and are fed back to the
instrument analysis system to adjust the parameters of the analysis system and improve
the operation state and quality of the analysis system. The processing object of the stan-
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dard report module is the data document output after data filtering, and finally, the data
report module outputs the standardised standard format data report, which is the final
analysis result required by customers. The processing object of the data management and
distribution module is the standard data report, which realizes storage management and
maintenance with low delay, durability, and high reliability; moreover, it cooperates with
the existing LIMS system to complete the efficient distribution of data reports to customers.

In this section, we verify the application and effect of each module in the business
according to the business process of using the CFA for detection. Following analyses, we
export all the original data from the device as the source data for the next step of processing;
we select Excel Sheet 1 containing all the original data, run the software system, and check
the analysis items for TN, NOx, NO2, and NH4, in turn. The effective value is the maximum
value effectively measured under the initial weight of the device, which is set according
to the maximum value of the standard curve and the analysis experience of the device.
The LOD is the minimum value effectively determined by the CFA. After selecting the
analysis items, the start processing button is clicked, and the software will automatically
filter, identify, and mark the source data. The processed results are placed in the new sheet.
The results after data filtering are shown in Figure 10.
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Figure 10. Data processing results. After processing the raw data, all samples are placed in sequence,
and the values are processed according to three significant digits. The quality control data and
the samples that exceed the standard to be diluted are displayed separately, and all processes
are completed automatically. Cells with a yellow background indicate that the value exceeds the
maximum effective value of the analysis item and needs to be analyzed again after dilution. Cells
with a red background indicate the number of the sample and the position information on the sample
disk of the CFA.

The automatic processing time for 220 sample data in this experiment is 50 s; this
usually takes at least 10 min for manual processing. Therefore, after using automatic data
filtering, the data processing speed is greatly improved, and labour costs are saved. Along
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with the reliability of machines and equipment being constantly improved, the focus of
system reliability has switched away from human reliability analysis. Most accidents are
caused by human errors [2]. Therefore, we can also avoid human errors by using automatic
data filtering.

Similarly, Sheet1 containing all of the original data is selected, the data quality control
module is run, and the experimental quality and data quality are visually expressed
through the rich data of each analysis item. This output result is for analysts, as shown
in Figures 11–14. The stability and reliability of the experiment can be evaluated through
information on the standard curve, baseline state, and sensitivity change. The quality of
the experimental data can be evaluated through an appropriate QC analysis. Based on this,
analysts can adjust the operating parameters of the instrument analysis system in order to
improve its operating state and quality.
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Figure 14. Sample data trend of the detection.

The filtered and processed data are stored in different sheets according to the business
order number. According to the business process, it needs to be further arranged into a
standard report format according to the specification requirements of the quality system.
Double click the blank of the input column in the data report module to automatically fill
in the order number, tester, and approver information; then, manually set the number of
rows and columns of each page, or click automatic rows and columns for the software to
automatically set the numbers of rows and columns of each page according to the numbers
of rows and columns of the original data and the requirements of the standard report; click
“generate report”, and the standard format report as shown in the previous Figure 5 will be
generated automatically. The standard report interface is shown in Figure 15. According to
the number of samples and the number of analysis items, the module is recommended to
be arranged into 30 rows and 2 columns
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After the standard report is generated, it needs to be stored, maintained, and dis-
tributed. Previously, laboratory personnel kept the report documents locally according to
their personal habits, which may have lacked follow-up maintenance and disaster recovery
measures; there may have been data unavailability caused by unexpected hardware failure.
With manual processing, the distribution of documents can only be manually uploaded
to the LIMS, one by one, according to their respective information conditions and order
numbers. In contrast, our data management and distribution module realises unified,
highly reliable management means and maintenance mechanisms, as well as efficient auto-
matic upload and distribution means. As shown in Figure 16, “Distribution” can query the
current business status of the analyst, including approved, sample registered, and analysed
results. In order to do this, we initially check the order whose status is sample registered.
After configuring parameters such as the LIMS account, “Bulk Distribution” is clicked
to automatically match multiple data standard reports stored in the specified path to the
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corresponding order for uploading and submission to the LIMS. This avoids the troubles
involved with manually uploading report documents to the browser [27].
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5. Conclusions

The flexible data evaluation system designed in this paper was developed according
to modular function. The functions of these four software modules are independent and
can be implemented separately or in combination. According to the selected analysis items
and the set maximum value and LOD, the data filtering module filters out data that are
irrelevant to the customer from among a large number of original data, and automatically
and quickly filters out the data required by the customer. From the test results, compared
with the traditional manual screening method, the speed of this process was improved
to be dozens of times faster, with errors introduced by human handling avoided. The
processing object of the data report module is the data document output after data filtering.
Through automatic typesetting and compilation, the final automatic output of the standard
format data report meets all specifications for the final analysis result required by customers
for sample instrument analysis. Compared with manual typesetting, it is efficient and
unified without deviation. The data management and distribution module realize a unified
management means and maintenance mechanism. It cooperates with the existing LIMS
to upload and distribute data reports. The automatic uploading method of customer
data in the LIMS system under the user mechanism is adopted, which overcomes the
manual approach of submitting data documents one by one. This method is cumbersome
and inefficient, and moreover occupies local computer and bandwidth resources when
uploading a large amount of data is involved.

In addition, the modular design idea proposed in this paper enables the flexible data
evaluation system to be easily extended and applied to different analysis systems produced
by different analysis device manufacturers. By simply modifying the name and location
identification of the analysis items, the data filtering module developed in this paper can
be adapted and applied to the original data generated by the CFA produced by other
analysis device manufacturers. The processing object of the data report module is the
filtered data, and the processing object of the data management and distribution module is
the standard data report; they have no direct correlation with the analysis system of the
device and the output raw data. Therefore, even the output data evaluation of different
types of device analysis systems can be integrated into the data evaluation system merely
by developing the data filtering module through separate adaptation. Thus, the application
scope of the data evaluation system can be expanded. In fact, in subsequent research, we
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also developed data screening modules that were suitable for different analysis systems,
such as HPLC-ICP-MS, ICP-AES, and industrial nano CT, which were integrated into the
data evaluation system to meet the needs of these instruments and equipment testing, and
improve the analysis and testing quality and efficiency.

In summary, this paper combed and analysed the data evaluation work in the analysis
and testing business of traditional chemical analysis laboratories, and developed a flexible
data evaluation system for CFA; realized automatic data filtering, quality control, data
management and distribution; integrated with the existing LIMS to maximise automation;
and improved the quality and efficiency of the analysis and testing business. The modular
design idea makes it easy for the data evaluation system to be partially or entirely extended.
It provides a reference for different analysis systems produced by different analysis device
manufacturers, and provides a reference for improving the quality and efficiency of the
analysis and testing business in chemical analysis laboratories.

6. Patents

The research involved in this paper secured a Chinese invention patent [27], which
discloses an automatic uploading method of customer data in the LIMS system under the
user mechanism, including the following steps: S1: the client stores the customer data
document in real time to the designated path of the local storage data document of the
corresponding user; S2: the client regularly determines whether the document under the
above path has been updated; if so, it sends a document update request to the server
and transmits the updated document to the server, and sends a report request when data
reporting is needed; S3: the server determines the received request information of the client;
if it is an update request, it receives the update document sent by the client and saves it to
the corresponding user path; if it is a submission request, the document is found under the
corresponding path on the server side for submission. The invention only needs to select
single or multiple experimental analysis businesses that need to report data documents in
the client interface, and click the batch submit button for the client to send a report request
to the server, and the data report business will be automatically completed by the server.
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