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Abstract: With the increasing severity and frequency of cyberattacks, the rapid expansion of smart
objects intensifies cybersecurity threats. The vast communication traffic data between Internet of
Things (IoT) devices presents a considerable challenge in defending these devices from potential
security breaches, further exacerbated by the presence of unbalanced network traffic data. AI
technologies, especially machine and deep learning, have shown promise in detecting and addressing
these security threats targeting IoT networks. In this study, we initially leverage machine and deep
learning algorithms for the precise extraction of essential features from a realistic-network-traffic
BoT-IoT dataset. Subsequently, we assess the efficacy of ten distinct machine learning models in
detecting malware. Our analysis includes two single classifiers (KNN and SVM), eight ensemble
classifiers (e.g., Random Forest, Extra Trees, AdaBoost, LGBM), and four deep learning architectures
(LSTM, GRU, RNN). We also evaluate the performance enhancement of these models when integrated
with the SMOTE (Synthetic Minority Over-sampling Technique) algorithm to counteract imbalanced
data. Notably, the CatBoost and XGBoost classifiers achieved remarkable accuracy rates of 98.19% and
98.50%, respectively. Our findings offer insights into the potential of the ML and DL techniques, in
conjunction with balancing algorithms such as SMOTE, to effectively identify IoT network intrusions.
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1. Introduction

The Internet of Things (IoT) is the linking of materially moving items implanted with
intelligent machine, sensing, and other equipment and connected to the internet [1]. The
IoT interconnects systems, apps, data storage, and services, which may serve as new entry
points for cyberattacks as the IoT continually provides services inside an enterprise [2].
Furthermore, to maintain the security of IoT systems, continual surveillance and evaluation
are required. Predicting kinds of attacks is essential for the defence analysis and tracking of
IoT devices [3,4]. This allows for the adaptation of unanticipated circumstances, the taking
of safety measures, the protection of data, the provision of stability, and the minimization
of various risks. Current attack prediction technologies are unable to keep up with the
massive number and variety of attacks; therefore, this remains a challenge for continuous
study. Due to their good performance in a range of prediction-based fields, researchers
have recently focused on machine learning (ML) methodologies, especially deep learning
(DL) techniques [5,6].

In the context of the IoT [7,8], the use of artificial intelligence (AI) algorithms such as
ML and DL algorithms may offer an efficient method for making use of data to forecast
and identify potential cybersecurity threats [9]. The deep learning approach, as a strategy
for identifying cyberattacks, is growing in popularity more rapidly than previous methods,
which enables more efficient mitigation [10]. Deep learning is a subcategory of AI that
concentrates on the processing of computing machine applications that can recognize
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complex, nonlinear patterns and then utilize those patterns to create predictions [11,12]. In
the world of cybersecurity, deep learning models are becoming an increasingly popular
tool, and they are quickly becoming an essential component of effective defense strategies
against harmful assaults [13,14]. This technology can detect, react to, and prevent a broad
variety of assaults that are launched against linked items, such as the IoT [15]. Since
IoT devices have become more networked, the likelihood of hacks has increased. Deep
learning may be applied to aid in the detection of harmful assaults on connected devices,
the mitigation of these risks, and the proactive prevention of future attacks [16].

The main contributions of this work are as follows:

• We propose an AI model-based DL and different machine and ensemble learning
classifiers to detect cyber-attacks on the IoT with SMOTE (Synthetic Minority Over-
sampling Technique) implementation to yield significant results [17];

• We improve the accuracy and confidence of cybersecurity attack detection in IoT
environments compared to current works;

• We produce more accurate and reliable predictions, leading to improved IoT security
by preventing unauthorized access, data breaches, and service interruptions;

• We enhance the generalization capabilities of the developed models by addressing the
class imbalance issues commonly observed in IoT cybersecurity datasets through the
application of SMOTE [18];

• We bring an understanding of the optimal application of DL and ensemble learning
models as cybersecurity attack prediction classifiers.

This work will contribute to knowledge in the fields of cybersecurity and IoT security
by investigating the performance and efficacy of various ensemble learning techniques
in conjunction with deep learning models. These insights can assist practitioners and
researchers in developing more robust and efficient security solutions for Internet of Things
(IoT) systems, thereby increasing their resilience against emergent cyberthreats. This study
has the potential to advance current efforts in cybersecurity attack prediction with respect to
the Internet of Things. In addition, this research has the potential to considerably enhance
the safeguarding posture of the IoT, protect critical data and services from malicious attacks,
and facilitate the development of more resilient and secure IoT infrastructures.

2. Literature Review

The authors of [19] proposed an ML method for malware detection in IoT networks
that does not need feature engineering. Their suggested methodology significantly speeds
up the IoT edge with minimal power consumption. FEL-ML provided resource-sensitive
internet traffic protection with the extra advantage of avoiding unnecessary the substantial
efforts of subject material experts in feature engineering.

Because of the unreliability inherent in IoT systems, such as in the dynamic com-
munication that might occur between different IoT devices, these systems have several
security flaws. Following from this, the authors of [20] suggested merging three DL al-
gorithms, namely, the RNN (Recurrent Neural Network), LSTM-RNN (Long Short-Term
Memory-RNN), and CNN (Convolutional Neural Network), to construct a bidirectional
CNN-BiLSTM (Bidirectional Long Short-Term Memory) DDoS (Distributed Denial of Ser-
vice) detection model [21]. The RNN, CNN, LSTM, and CNN-BiLSTM models are put
through their paces to establish which one is the most effective model in defending against
DDoS assaults and being able to effectively identify and differentiate DDoS traffic from
normal traffic. The CICIDS2017 is used to give detection that is more realistic. A rate of
accuracy of 99.00% was acquired from the performance of the models, except for the CNN
model, which obtained a rate of 98.82% accuracy. The accuracy of the CNN-BiLSTM was
measured at 99.76%, while its precision was measured at 98.90%.

Ref. [22] proposes a heuristic distributed scheme (HIDE) to address the challenges of
validating the mobility pattern of autonomous vehicles in the Internet of Vehicles (IoV).
HIDE penalizes or rewards vehicles based on the conformity of their claimed mobility
patterns, using a time-homogeneous semi-Markov process (THSMP) to predict pattern
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accuracy. Results demonstrate that HIDE effectively identifies malicious vehicles and
assigns a lower weight of impact to them compared to normal vehicles, improving the
performance of traffic management systems.

In [23], a DL model was implemented to forecast the most prevalent cybersecurity
assaults. The assessment metrics of the suggested SET-based model were evaluated, and
the suggested model attained an efficacy of 0.99% with a test duration of time 2.29 ms. In
this study [24], the authors presented an exploratory study of federated DL using several
DL techniques. They examined the efficacy of three IoT traffic databases in ensuring the
privacy of IoT systems data and enhancing the accuracy of DL-based attack detection.

In [25], the authors suggested FDL for the detection of zero-day attacks to prevent
data privacy leaks in IoT edge devices. Utilizing an ideal DNN architecture, this approach
classifies network traffic. A parametric server remotely coordinates the separate training of
DNN models in many IoT edge devices, while the Federated Averaging (FedAvg) method
aggregates local model updates. After a series of communication cycles between the
parametric server and the IoT edge devices, a global DNN model was generated.

In [26], the authors suggested employing the encoding phase of the LSTM Autoen-
coder to decrease the feature dimensionality of large-scale IoT network traffic data (LAE).
According to the findings, 91.89% less memory was required to store large-scale network
traffic data due to LAE. To reduce the potential threats posed by IoT devices, it is now very
necessary to ensure that DDoS is quickly identified.

A Local–Global best Bat Algorithm for Neural Networks (LGBA-NN) was presented
in [27] to choose both selected features and hyperparameters for the purpose of the effective
detection of botnet assaults, which were inferred from nine commercial IoT systems. The
updated bat velocity in the swarm was calculated using the local–global best-based inertia
weight, which was accepted by the Bat Algorithm (BA) that was developed. To address
the issue of BA swarm diversity, they suggested employing a Gaussian distribution for
population initialization. In addition, the local searching strategy was executed by the
Gaussian density function and the local–global best function to improve exploration in
each iteration. This action was taken to achieve the greatest outcomes. The neural network
hyperparameters and weights were then optimized using an enhanced Bayesian analysis to
classify 10 distinct botnet attacks and one benign target class. An N-BaIoT dataset consisting
of substantial actual traffic data was used to evaluate the proposed LGBA-NN method. This
dataset included both benign and malicious target classes. The effectiveness of LGBA-NN
was evaluated in comparison to that of several recently developed advanced methods,
including weight optimization by means of particle swarm optimization (PSO-NN) and
BA-NN. The findings of the experiments showed that LGBA-NN is better than BA-NN and
PSO-NN in the identification of multi-class botnet attacks. LGBA-NN achieved an accuracy
of 90%.

Ref. [28] presents a unique hybrid deep random NN (HDRaNN) for the detection of
cyberattacks in the Industrial Internet of Things (IIoT). The Deep Dropout Regularized
Random Neural Network (HDRaNN) is a hybrid model that combines a Deep Random
Neural Network with a multilayer perceptron. The suggested approach was assessed using
two datasets that are linked to IIoT security. Different performance measures were used
to conduct the performance analysis for the suggested plan. The HDRaNN was able to
classify a total of sixteen distinct categories of cyberattacks with an accuracy of 0.98 to 0.99.

In [29], the authors proposed the RPL loophole attack, which targets the commonly
used IPv6 routing protocol in IoT-based systems. A security technique based on ML was
described. The evaluation of the gathered data revealed that the machine learning-based
algorithms identified the loophole attack correctly.

To overcome the difficulties associated with protecting IoT networks, which are am-
plified by the volume and variety of deployments and the rapidly changing environment
of cyber threats, the authors of [30] developed a technique that makes use of powerful
deep learning to identify cyber assaults that are directed against IoT equipment. Their
method involves incorporating LSTM algorithm into an existing solution; then, a decision
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tree is used to bring together these individual modules, so that an aggregated result can be
produced. They achieved an accuracy rate of over 99% when it comes to the identification
of cyber threats against IoT devices by evaluating the efficacy of their technique using a
Modbus dataset.

The authors of [31] provided a model based on a variety of ML techniques. On the
BoT-IoT dataset, the KNN, Naive Bayes, and MLP ANN models were used to build a model.
Using an initial number according to efficiency and the ROC AUC result, the optimal algo-
rithm was determined. Incorporating machine learning methods with feature engineering
and oversampling methodology (SMOTE), the performances of three algorithms were
evaluated on class-imbalanced and class-balanced datasets.

Using machine learning approaches, many cybersecurity threats were anticipated
in [32]. A novel predictive system based on Random Neural Networks (RaNN) was
developed. Several assessment parameters were developed to be tested with the ANN,
SVM, and decision tree to determine the accuracy of the RaNN-based predictive model.
According to the evaluation results, the proposed RaNN model achieved an efficiency of
99.20%, with a learning rate of 0.01 and a time length of 34.51 milliseconds.

3. Materials and Methods

This work presents an automated network detection model for the Internet of Things.
Our proposed model gathers sensor-collected flow data, which are subsequently trans-
mitted to feature engineering algorithm techniques. It will utilize feature engineering
techniques such as feature selection and feature imbalance. Feature selection techniques,
such as Recursive Feature Elimination and Principal Component Analysis, can overcome
numerous data problems, such as lowering overfitting, training time, and enhancing the
overall model accuracy. In [31], the authors used the SMOTE approach for balancing the
provided data to address a class imbalance to their model. Several deep learning models
will be executed to determine the performance and time complexity of each unique model.

3.1. Bot-IoT Dataset

A new development dataset Bot-IoT is used for the purpose of simulated assault
identification in the experiment using the IoT network [33]. The collection includes data
from the Internet of Things collected from Cyber Range Lab of UNSW Canberra, as well
as ordinary traffic flows and traffic flows caused by botnets because of various types of
attacks [34].

A realistic testbed was used to create a valuable dataset with comprehensive traffic
information. Additional features were added and labeled to improve the machine learning
models’ performance. Three subcomponents contributed to the extraction of characteristics:
simulated IoT services, networking structure, and investigative analyses. The IoT system
can gather real-time meteorological data and utilize them to adjust settings. A smart cooling
fridge communicates cooling and temperature details, while a smart device manages
lighting. These lights function as motion detectors and turn on automatically when motion
is detected. The list also includes an IoT smart door with probabilistic input and an
intelligent thermostat that can adjust the temperature autonomously. Table 1 describes the
attack characteristics for the data.

Targets in an IoT system help differentiate network traffic into benign or malicious
activities, making it easier to distinguish between harmless and dangerous actions. The
following are the target categories in the BoT-IoT dataset:

• Benign category: normal, legitimate IoT network activity without malicious intent;
DDoS TCP attacks flood a network with TCP requests, rendering it inaccessible to
authorized users;

• UDP-focused DDoS attacks: these flood networks with packets, causing disruptions
and service outages;

• DDoS HTTP attacks: these flood web servers with HTTP requests, causing degraded
performance or service disruption;
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• TCP DoS attacks: these exploit TCP stack vulnerabilities to exhaust device/network
resources and render them unresponsive/unavailable;

• UDP DoS attacks: these flood the target with many packets, leading to resource
exhaustion and service disruptions;

• HTTP-based DoS attacks: these overload web servers with excessive requests, causing
degraded performance or unavailability;

• Keylogging: the covert monitoring and recording of keystrokes on a compromised
device, used for malicious purposes to steal sensitive information;

• Capture of data: the unauthorized capture and exfiltration of information from com-
promised IoT networks/devices.

Table 1. Bot-IoT dataset.

Type Target Count

BENIGN Benign 9543

DDoS TCP Attack 19,547,603

DDoS UDP Attack 18,965,106

DDoS HTTP Attack 19,771

DoS TCP Attack 12,315,997

DoS UDP Attack 20,659,491

DoS HTTP Attack 29,706

Keylogging Keylogging 1469

Data theft Data theft 118

Total - 73,370,443

3.2. The Proposed Model
3.2.1. Data Pre-Processing

The pre-processing of data is an essential component of model development. We
applied the following pre-processing techniques to enhance the proposed model during
this procedure. In the pre-processing phase, data cleansing comprises data filtration, the
conversion of data, and checking for missing data. In the data filtration phase, null and
duplicate values are obtained and eliminated. In the data transformation procedure, the
data are converted into the appropriate format, such as from categorial to a numerical.
Various Python utilities help prepare data for analysis by cleaning it [35–37].

3.2.2. Feature Engineering Techniques

1. Correlation Coefficient

The correlation coefficient measures the relationship between two factors in a given
dataset. In the BoT-IoT dataset, analyzing the correlation coefficient can provide valuable
insights into the interdependencies and associations between different variables. Thereby
enhancing comprehension of the dataset and its potential patterns, as seen in Figure 1.

The BoT-IoT dataset contains information about IoT devices that have been infiltrated
by botnets, which are networks of infected devices controlled by malicious actors. This
dataset contains a variety of attributes and characteristics describing the behavior and
characteristics of compromised IoT devices, ensuring that the dataset is formatted properly
and that any missing values or outliers are handled appropriately. The data must be
pre-processed to ensure accurate and reliable results.

In specifying the BoT-IoT dataset variables for which the correlation coefficient is to be
computed, these variables may include device type, communication protocols, network
traffic patterns, and any other pertinent factors that may be present in the dataset. We obtain
the correlation coefficient using an appropriate statistical method once the variables have
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been selected. We identify both the magnitude and the direction of the connection between
the variables by analyzing the computed correlation coefficient. A high level of correlation
shows that as one factor rises, the other is usually increasing as well, while a single factor
rising and the other factor tending to go down is indicative of a negative correlation. A
correlation coefficient near 0 indicates a non-existent relationship between the variables.
The correlation coefficient quantifies the relationship between two variables within a dataset.
In the BoT-IoT dataset, analyzing the correlation coefficient can provide valuable insights
into the interdependencies between different variables, thereby enhancing performance
of the dataset and its potential patterns. The BoT-IoT dataset contains information about
IoT devices that have been compromised by botnets, which are networks of infected
devices controlled by malicious actors. This dataset contains a variety of attributes and
characteristics that describe the behavior and characteristics of compromised IoT devices.
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2. Feature Importance using Random Forest

Feature importance analysis utilizing Random Forest is an effective method for deter-
mining the significance of various features of the BoT-IoT dataset. This analysis reveals
which characteristics have the greatest impact on the dependent variable. Thereby facili-
tating the identification of critical factors that contribute to the behavior of the attack that
compromised the IoT devices, as shown in Figure 2.

When applying feature importance to the BoT-IoT dataset using Random Forest, the
BoT-IoT dataset is divided into subsets for training and testing. The training subset will
be used to construct the Random Forest model, while the testing subset will assess the
models’ performance and generalizability. The Random Forest is capable of handling high-
dimensional datasets and provides an intrinsic measure of feature significance. Using the
Random Forest model, we calculate the feature importance. This can be accomplished by
investigating the mean decrease impurity or Gini importance, which measures the degree
to which each feature reduces the impurity or variability in the target variable across the
Random Forest’s decision trees. Alternately, feature importance can be evaluated using
permutation importance or mean decrease accuracy. The calculated feature importance
scores can be visualized using techniques such as bar charts and heat maps. This facilitates
interpretation of the results and provides a clear comprehension of which Botnet IoT
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dataset features are most influential. It is essential to note that interpretation must be
based on domain-specific knowledge and the characteristics of the dataset. Using feature
importance analysis with Random Forest on the BoT-IoT dataset permits the identification
of important characteristics that influence the behavior of harmed IoT devices. Based on
feature importance analysis using Random Forest, the attributes ‘pkSeqID’, ‘proto’, ‘saddr’,
‘sport’, ‘daddr’, ‘dport’, and ‘category’, which have low significant features in the BoT-IoT
dataset, were dropped. In considering the feature importance analysis using Random
Forest, including these attributes in machine learning models decreases the accuracy
and effectiveness of the predictive models, feature selection techniques, and exploratory
analyses applied to the Botnet IoT dataset.
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3. SMOTE Approach

An enhanced approach for handling unbalanced data is shown in Figure 3. The
SMOTE algorithm was first presented in [38]. The SMOTE algorithm generates new
samples by performing random linear interpolation between a select number of samples
and the samples that are located nearby [39].

To enhance the classification impact of the unbalanced dataset and thus raise the data
imbalance ratio, a given number of false minority samples are generated, as shown in
Figure 4. This causes the data imbalance ratio to transform into balanced data.

Information 2023, 14, x FOR PEER REVIEW 7 of 20 
 

 

 
Figure 2. A feature importance analysis using Random Forest. 

When applying feature importance to the BoT-IoT dataset using Random Forest, the 
BoT-IoT dataset is divided into subsets for training and testing. The training subset will 
be used to construct the Random Forest model, while the testing subset will assess the 
models’ performance and generalizability. The Random Forest is capable of handling 
high-dimensional datasets and provides an intrinsic measure of feature significance. Us-
ing the Random Forest model, we calculate the feature importance. This can be accom-
plished by investigating the mean decrease impurity or Gini importance, which measures 
the degree to which each feature reduces the impurity or variability in the target variable 
across the Random Forest’s decision trees. Alternately, feature importance can be evalu-
ated using permutation importance or mean decrease accuracy. The calculated feature 
importance scores can be visualized using techniques such as bar charts and heat maps. 
This facilitates interpretation of the results and provides a clear comprehension of which 
Botnet IoT dataset features are most influential. It is essential to note that interpretation 
must be based on domain-specific knowledge and the characteristics of the dataset. Using 
feature importance analysis with Random Forest on the BoT-IoT dataset permits the iden-
tification of important characteristics that influence the behavior of harmed IoT devices. 
Based on feature importance analysis using Random Forest, the attributes ‘pkSeqID’, 
‘proto’, ‘saddr’, ‘sport’, ‘daddr’, ‘dport’, and ‘category’, which have low significant fea-
tures in the BoT-IoT dataset, were dropped. In considering the feature importance analysis 
using Random Forest, including these attributes in machine learning models decreases the 
accuracy and effectiveness of the predictive models, feature selection techniques, and ex-
ploratory analyses applied to the Botnet IoT dataset. 
3. SMOTE Approach 

An enhanced approach for handling unbalanced data is shown in Figure 3. The 
SMOTE algorithm was first presented in [38]. The SMOTE algorithm generates new sam-
ples by performing random linear interpolation between a select number of samples and 
the samples that are located nearby [39]. 

 
Figure 3. The attack class distributions. 

Figure 3. The attack class distributions.

3.3. Ensemble Learning

• Extra Trees classifier

The Extra Trees algorithm is a variant of the Random Forest algorithm. The algorithm
exhibits resemblances to Random Forests, but includes extra randomness in the construction
of decision trees [40]. The Extra Trees classifier employs an ensemble learning technique
by aggregating multiple base classifiers to generate predictions, thereby harnessing the
collective intelligence of the group [41]. It is an ensemble method that aggregates the
outputs of numerous trees that have been trained independently. This technique can be
used for classification tasks, where the final prediction is determined via majority voting.
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In our specific context, the Extra Trees classifier ensemble is utilized for detecting various
types of attacks. The Extra Trees classifier can mitigate overfitting and improve the accuracy
of generalization by aggregating its results [42].
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• Histogram-based Gradient Boosting classifier

This involves the utilization of gradient boosting, which includes the continually
evolving training of an ensemble of weak learners [43]. Weak learners commonly use
decision trees to rectify the inaccuracies of preceding models [44]. This classifier uses
a methodology that employs histograms to enhance both computational efficiency and
predictive accuracy.

Histograms are generated to provide statistical information regarding the distribution
of data within each bin [45]. This includes metrics such as the count of samples and the
aggregate of gradients or gradients squared. The utilization of these statistics facilitates
proficient calculations throughout the training procedure, resulting in enhanced scalability
and performance. The approach involves the sequential application of weak learners to the
negative gradients of the loss function, leading to a gradual reduction in residual errors.
The learning rate parameter regulates the weight assigned to each individual weak learner,
thereby achieving a delicate balance between the complexities of the model and the ratio of
convergence [46].

• Adaptive Boosting classifier

Adaptive Boosting (AdaBoost) combines weak learners iteratively to produce a robust
classifier [47]. The weak learners are usually decision trees, and their predictions have
weights according to their training outcomes. This classifier provides several noteworthy
advantages that contribute to its popularity and efficacy in the field of machine learning.
AdaBoost has an exceptional ability to enhance classification accuracy compared to a sin-
gle weak learner. AdaBoost focuses on challenging samples by iteratively training weak
learners on various subgroups of the data and allocating higher weights to misclassified
instances, thereby reducing bias and increasing overall accuracy [48]. AdaBoost is a flexible
algorithm applicable to a variety of classification problems, including binary classification
and multi-class classification. It can manage both discrete and continuous characteris-
tics, making it applicable to a wide variety of datasets [49]. AdaBoost assigns feature
weights according to their classification usefulness. During training, AdaBoost modifies
its weights to give misclassified instances and outliers less weight. This robustness allows
AdaBoost to effectively handle noisy data and outliers that would otherwise adversely
affect other classifiers.

• LGBM classifier

The Light Gradient Boosting Machine (LightGBM) classifier is a powerful ML algo-
rithm that falls under the category of gradient boosting frameworks [50]. It is specifically
designed to deliver high performance, efficiency, and accuracy in solving classification
tasks. The LGBM classifier is based on the gradient boosting framework, which involves
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iteratively training an ensemble of weak learners, typically decision trees, to sequentially
correct the errors made by the previous models. LightGBM has several unique optimiza-
tions to enhance the overall efficiency and effectiveness of the boosting process. It utilizes a
histogram-based approach for binning the continuous features, which significantly reduces
the memory footprint and speeds up the training process [51]. It constructs histograms
for each feature and uses these histograms to find the best splits for building decision
trees efficiently.

• CatBoosting classifier

CatBoost is a robust machine learning technique specifically intended for classification
tasks [52]. It falls within the category of gradient boosting structures and provides several
unique characteristics that make a difference to its efficiency and efficacy. It employs a
unique technique that combines gradient-based pre-sorting, ordered boosting, and sym-
metric decision trees. CatBoost can manage categorical characteristics with a variety of
cardinalities, such as variables with high cardinality. CatBoost guarantees stability by
combining, at random, the order of each category throughout training, preventing the
model from depending exclusively on the order of the categories [53]. In addition, CatBoost
includes a symmetric building of trees technique that takes the statistical characteristics of
the dataset into consideration.

3.4. Evaluation Metrics

Once a model has been trained, its performance must be evaluated. In this study, we
evaluate the effectiveness of suggested DL models using five widely accepted evaluation
metrics: precision, recall, computation time, accuracy, and F1-score [54,55]. The evaluation
metrics will be computed using Equations (1)–(4), which demonstrate related formulations
for each of these measures based on TPR, TNR, FPR, and FPR results.

• True positive rate (TPR): ratio of observed positives to expected positives;
• False positive rate (FPR): ratio of values that are truly negative but are expected to

be positive;
• False negative rate (FNR): ratio values that are in fact positive but are projected to

be negative;
• True negative rate (TNR): ratio values that are negative and anticipated to become neg-

ative;
• Precision: the capacity of a system to accurately detect the existence of an attack or

security breach; it illustrates the relationship between precisely predicted attacks and
actual consequences:

Precision = TPR/(TPR + FPR); (1)

• Recall: the system’s ability to correctly recognize a botnet attack when it occurs on
a network:

Recall = TPR/(TPR + FPR); (2)

• Accuracy: the system’s ability to effectively classify attack and non-attack pack-
ets; it represents the percentage of accurate predictions relative to the total number
of samples:

Accuracy = (TNR + TPR)/(TPR + FNR + FPR + TNR); (3)

• F1-score: average of recall and precision; it provides the percentage of normal and
attacking flow samples accurately anticipated in the testing sample:

F1-Score = 2 × (Recall × Precision)/(Recall + Precision); (4)

• Time complexity: how quickly or slowly an algorithm performs in the same relation
to the amount of data.
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4. Results
4.1. Experimental Settings

To perform our experiments, we used the Python programming language, as well as
several AI and deep learning frameworks and packages that serve as benchmarks. These
included the TensorFlow and Keras libraries, which were run on the Google CoLab GPU
environment. Following up on what was covered previously, the first thing we did was
apply data pre-processing and feature engineering methods to the BOT-IoT dataset. After
that, we trained deep learning models using the training and test set, and finally evaluated
all the learned models.

To execute the experiment, the database was initially partitioned into three parts: 70%
for the training, 20% for the validation development, and 10% for the testing.

The performance measurements, such as precision, recall, accuracy, and F1-score,
are reported via weighted average outcomes and other metrics such as model size and
computation time.

4.2. Experimental Results

In this section, we overview the experimental outcomes of our study, which evaluated
the performance of ten separate ML models for detecting malware. These models consist
of two single classifiers, ensemble classifiers, and four architectures for deep learning. As
shown in Tables 2 and 3, we also compare the efficacy of these models with and without
the SMOTE algorithm for managing imbalanced data.

Table 2. Performance results for detecting IoT network attacks without using the SMOTE algorithm.

Metric Accuracy Precision Recall F1-Score CPU Time Model Size (MB)

Random Forest 0.9518 0.9538 0.9284 0.9403 21.6 s 23.6
Extra Trees 0.9674 0.9652 0.9517 0.9582 47.6 s 598.7

KNN 0.9083 0.9036 0.8869 0.8947 3.29 s 13.6
SVM 0.6121 0.6280 0.3598 0.3695 21 min 50 s 12.2

HistGBoost 0.9560 0.7488 0.7332 0.7321 13.4 s 1.2
AdaBoost 0.1211 0.4552 0.3482 0.0826 1 min 19 s 0.31

LGBM 0.9323 0.4665 0.4739 0.4690 36.1 s 1.8
CatBoost 0.9819 0.9686 0.9608 0.9646 2 min 55 s 3.5
XGBoost 0.9852 0.9806 0.9654 0.9727 2 min 43 s 1.1

MLP 0.7539 0.3031 0.2942 0.2850 31.5 s 0.005
ANN 0.8308 0.3308 0.4789 0.3701 13 min 48 s 0.027
LSTM 0.7701 0.4887 0.3476 0.3682 10 min 10 s 7.7
GRU 0.8536 0.6058 0.4517 0.4902 11 min 1 s 7.7
RNN 0.8682 0.9189 0.7631 0.8013 10 min 50 s 1.6

Bagging 0.9398 0.9324 0.9160 0.9238 2 min 54 s 240.5

Table 3. Performance results for detecting IoT network attacks using the SMOTE algorithm from the
BoT-IoT dataset.

Metric Accuracy Precision Recall F1-Score CPU Time Model (MB)

CatBoost 0.97661 0.91249 0.9815 0.94369 7 min 43 s 3.48
XGBoost 0.97986 0.94868 0.98084 0.96383 7 min 53 s 1.22

MLP 0.53336 0.31119 0.63571 0.32423 4 min 47 s 0.02
ANN 0.76594 0.61794 0.89682 0.63602 31 min 41 s 0.03
LSTM 0.83418 0.75511 0.92699 0.76773 30 min 6 s 7.69
GRU 0.87806 0.78463 0.93476 0.83175 29 min 50 s 7.69
RNN 0.87147 0.77572 0.94066 0.8257 27 min 3 s 1.62

Bagging 0.94099 0.91357 0.93127 0.92205 9 min 31 s 350.73
Random Forest 0.9425 0.90961 0.9635 0.9304 1 min 7 s 29.60

Extra Trees 0.90922 0.88756 0.8952 0.8906 3.43 s 35.19
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Table 3. Cont.

Metric Accuracy Precision Recall F1-Score CPU Time Model (MB)

KNN 0.90922 0.88756 0.8952 0.8906 3.43 s 35.19
SVM 0.59398 0.4853 0.63258 0.48259 1 h 18 min 19 s 25.34

HistGboost 0.97437 0.97758 0.97437 0.97511 47.6 s 1.90
AdaBoost 0.43068 0.32098 0.34041 0.25093 3 min 55 s 0.31

LGBM 0.98242 0.96029 0.98055 0.96986 4 min 5 s 11.05

4.2.1. Experiments without Using the SMOTE Algorithm

The performance results for the deep learning models on the BoT-IoT dataset, pre-
sented in Table 2, reveal varying levels of performance in terms of accuracy, precision, recall,
and F1-score. It is important to note that these results were obtained without utilizing the
SMOTE algorithm.

From the results, it is observed that Random Forest, Extra Trees, and KNN achieved
competitive performance in terms of accuracy, precision, recall, and F1-score. These models
were able to effectively classify instances in the dataset without the need for oversampling
techniques. Notably, Random Forest achieved the highest accuracy of 95.183%, closely
followed by Extra Trees, with an accuracy of 96.741%. These models also exhibited high
precision and F1-score, indicating their ability to correctly classify positive instances and
achieve a balance between precision and recall.

Table 2 presents the performance results of various machine learning models with-
out using the SMOTE oversampling technique on the BoT-IoT dataset for detecting IoT
network attacks.

On the other hand, models such as SVM and AdaBoost showed lower performance
compared to the ensemble models. SVM exhibited relatively lower accuracy and F1-
score, indicating challenges in effectively handling the imbalanced nature of the dataset.
AdaBoost, while having a low accuracy of 12.11%, achieved higher precision compared to
other metrics, suggesting a bias towards correctly classifying positive instances.

The models’ size varied across the different models, with Extra Trees having the
largest model size of 598.7 MB, followed by SVM with 12.2 MB. Meanwhile, models such
as AdaBoost and HistGBoost had considerably smaller model sizes. Overall, the results
indicate that certain models, particularly Random Forest and Extra Trees, performed well
without the need for SMOTE oversampling. These models were able to effectively capture
the underlying patterns in the dataset and achieve satisfactory classification performance.
However, further investigation and experimentation may be required in order to under-
stand the impact of the dataset characteristics and the specific requirements of the problem
domain on the model performance.

All models were evaluated based on their accuracy, precision, recall, and F1-score, as
shown in Figure 5.

The performance results for the DL models on the BoT-IoT dataset, presented in
Figure 6, show varying levels of performance in terms of accuracy, precision, recall, and
F1-score. It is important to note that the models obtained these results without utilizing the
SMOTE algorithm.

Among the deep learning models, MLP demonstrated the lowest performance across
all metrics; it achieved an accuracy of 0.75, indicating that it correctly classified approxi-
mately 75% of the instances. The precision, recall, and F1-score were also relatively low
at 0.3, 0.29, and 0.29, respectively. These metrics indicate that the MLP model struggled
to accurately detect IoT network attacks, showing a significant number of false positives
and false negatives. Furthermore, the relatively small model size of 0.005 MB suggests that
MLP is a lightweight model.

The ANN model performed relatively better than MLP, with an accuracy of 0.831. It
exhibited improved precision of 0.33 and recall of 0.48, suggesting a better balance between
true positives and false negatives. However, the F1-score of 0.37 indicates that the model’s
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ability to achieve a balance between precision and recall is still limited. Despite the longer
CPU time of 13 min and 48 s, the ANN model maintained a small model size of 0.027 MB.
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Moving on to the LSTM and GRU models, they achieved comparable performance
levels; the LSTM model achieved an accuracy of 0.77, while the GRU model achieved a
higher accuracy of 0.85. Both models showed improvements in precision compared to
MLP and ANN, with values of 0.49 and 0.61, respectively. However, the recall values for
both models, at 0.35 for LSTM and 0.45 for GRU, were lower. The F1 scores for LSTM
and GRU were 0.37 and 0.49, respectively, showing a moderate balance between precision
and recall. Both the LSTM and GRU models had longer CPU times compared to the MLP
and ANN models, with durations of 10 min and 10 s for LSTM and 11 min and 1 s for
GRU. Both models had a larger model size of 7.7 MB. Finally, the RNN model exhibited the
highest accuracy among all the deep learning models, with a value of 0.86819. It achieved a
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significantly higher precision of 0.92, showing a strong ability to correctly classify positive
instances. The recall value of 0.76 and the F1-score of 0.80 further support the model’s
effectiveness in getting true positives and achieving a good balance between precision and
recall. However, the RNN model had a longer CPU time of 10 min and 50 s, and a larger
model size of 1.6 MB compared to MLP and ANN.

4.2.2. Experiments Using the SMOTE Algorithm

The performance results for detecting IoT network intrusions using the SMOTE algo-
rithm on the BoT-IoT dataset are presented in Table 3. The table provides a thorough review
of several machine learning models based on their precision, recall, F1-score, CPU time,
and model size. These metrics are essential for evaluating the effectiveness and efficacy of
models in detecting attacks on IoT networks, as shown in Figure 7.
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CatBoost, the first model listed in the table, obtained an accuracy of 97.661%. It
exhibited high precision (0.91243), indicating a low rate of false positives, and high recall
(0.9815, indicating a low rate of false negatives. The F1-score of 0.94369 demonstrates the
balance between accuracy and recall. The model required 7 min and 43 s of CPU time to
train and was 3.48 MB in size.

The accuracy of the second model, XGBoost, was slightly greater at 97.986%. It
demonstrated a greater precision of 0.94866 and a comparable recall of 0.98084. The F1-
score of 0.96383 indicates a marginally better overall performance than CatBoost. The
XGBoost training duration was 7 min and 53 s, and the size of the model was 1.22 MB.

In contrast, the performance of the MLP model was substantially inferior across all
metrics. It attained a precision of 0.5336, indicating a substantial number of misclassifica-
tions. The precision of 0.31 and recall of 0.64 reflect the model’s inability to identify positive
instances accurately. The F1-score of 0.32, therefore, indicates a poor overall performance.
However, the MLP model’s training duration was only 4 min and 47 s, and its model size
was only 0.02 MB.

The ANN model performed better than the MLP model, but it still lagged behind
CatBoost and XGBoost. Its accuracy was 0.76594, its precision was 0.62, and its recall was
0.897. The F1-score of 0.64 indicates a satisfactory equilibrium between precision and recall.
However, the training period for the ANN model was significantly longer at 31 min and
41 s, and the model size was slightly larger at 0.03 MB.
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The performances of the LSTM, GRU, and RNN models, as shown in Figure 8, were
superior to those of the MLP and ANN models. The LSTM model obtained an accuracy of
0.83418, along with precision, recall, and F1-scores of 0.755, 0.927, and 0.77, respectively.
The GRU and RNN models exhibited comparable performance, with accuracies of 0.878
and 0.87, respectively. However, all three models required highly training periods of
approximately 30 min, and their model sizes are larger at 7.69 MB.
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Moving on to ensemble methods, the Bagging model obtained an accuracy of 0.94000,
with a high level of precision (0.91357) and recall (0.93127). The F1-score of 0.92205 indicates
a balanced combination of precision and recall. The model required 9 min and 31 s of
training time and had a larger model dimension of 350.73 MB. Similarly, the Random Forest
model had an accuracy of 0.94, precision of 0.91, recall of 0.9635, and F1-score of 0.93. It
had a training duration of one minute and seven seconds and a model size of 29.60 MB,
which was shorter and smaller, respectively.

Both the Extra Trees and KNN models achieved an accuracy of 0.90922, with precision,
recall, and F1-scores of 0.89, 0.895, and 0.8906, respectively. These models had much
reduced training times of 3.43 s and larger model sizes of 35.19 MB.

In contrast, the SVM model performed significantly worse across all metrics. It ob-
tained a precision of 0.59, indicating a substantial number of misclassifications. Precision of
0.49 and recall of 0.63 indicate the model’s inability to accurately identify positive instances.
Overall, the F1-score of 0.48259 indicates poor performance. The training duration for the
SVM model was 1 h, 18 min, and 19 s, and the size of the model was 25.34 MB.

Finally, the HISTGBOOST, AdaBoost, and LGBM models demonstrated enhanced
performance. The accuracy of the HISTGBOOST model was 0.97437, and its precision,
recall, and F1-scores were 0.97758, 0.97437, and 0.97511, respectively. It had a training time
of 47.6 s and a model size of 1.90 MB, which are both relatively brief. With an accuracy
of 0.43068, lower precision and recall ranging from 0.32098 to 0.34041, and an F1-score
of 0.25093, the AdaBoost model demonstrated lower performance. It required 3 min and
55 s of training time and was 0.31 MB in size. The LGBM model demonstrated the highest
accuracy, with a value of 0.98242, as well as excellent precision, recall, and F1-scores of
0.96029, 0.98055, and 0.96986, respectively. The LGBM training duration was 4 min and 5 s,
and the size of the model was 11.05 MB.

Using the SMOTE algorithm on the BoT-IoT dataset, the CatBoost and XGBoost
models demonstrated superior performance in detecting IoT network attacks based on the
performance metrics presented in Table 3. These models attained high levels of accuracy,
precision, recall, and F1-scores, demonstrating their ability to identify both positive and
negative instances. In addition, they had shorter training durations and smaller model
sizes than other models, making them possible choices for detecting IoT network attacks.
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5. Discussion

The performance results presented in Tables 2 and 3 provide information on the
efficacy of various classifiers in detecting IoT network intrusions on the BoT-IoT dataset.
A comparison of these tables reveals the effect that the SMOTE algorithm has on the
performance metrics.

Figure 9 displays the comparison between the ensemble learning models’ performance
with and without using the SMOTE algorithm. It demonstrates that best results from
several classifiers, including, Extra Trees, CatBoost, and XGBoost, attained high accuracies.
Additionally, these classifiers exhibited favorable precision, recall, and F1-scores, indicating
their ability to accurately identify IoT network attacks. Notably, CatBoost and XGBoost
consistently demonstrated superior performance across a variety of metrics, i.e., even better
than using these classifiers with the SMOTE algorithm.
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In contrast, the comparison between deep learning models’ performance with and
without using the SMOTE algorithm is shown in Figure 9. Comparing the two tables
reveals that the SMOTE algorithm has affected the performance many different classifiers.
From Figure 9, CatBoost and XGBoost, which performed exceptionally better (as shown in
Table 2), maintained their high accuracy and obtained competitive precision, recall, and
F1-scores, as shown in Table 3. This indicates that these classifiers are robust and that the
use of SMOTE has minimal effect on their efficacy.

On the other hand, the application of SMOTE altered the performance of some classi-
fiers significantly. In Table 3 and Figure 10, MLP, ANN, LSTM, and GRU models exhibited
lower accuracies, precision, recall, and F1-scores than they did in Table 2. This suggests that
even with SMOTE, these classifiers cannot be as effective when dealing with imbalanced
datasets. However, it is important to note that these models still obtained a respectable
level of accuracy and other metrics. In addition, classifiers such as Bagging, Random
Forest, Extra Trees, KNN, and LGBM showed consistent performance across both tables,
demonstrating their robustness in dealing with imbalanced datasets. While the accuracies
and F1-scores remained relatively stable, the application of SMOTE marginally improved
the precision and recall values for these classifiers.
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With lower accuracies, precision, recall, and F1-scores, these classifiers struggled to
detect IoT network attacks with accuracy. Moreover, SVM had significantly greater CPU
times than other classifiers in both scenarios, indicating its computational complexity, as
seen in Figure 11.
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Recently, several studies have employed deep learning algorithms for boosting the
efficiency of training models, as shown in Table 3. However, these studies do not study
networks in the IoT domain completely, i.e., to identify irregularities quickly and accurately
in order to detect and react to IoT attacks and to overcome machine and deep learning
issues such as acquiring the optimal number of neurons, overfitting, and parameters that
accomplish an ideal model objective.

The Table 4 presents a comparative analysis of the latest IoT cybersecurity solutions,
showcasing the performance results achieved by different studies in the field. Each row
represents a specific research reference, including the year of the study, the dataset used, the
methodology employed, the algorithms utilized, and the accuracy results as percentages.
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Table 4. Comparative analysis of the latest IoT cybersecurity solutions.

Ref. Data Used Methodology Used Accuracy (%)

Mendonça et al. [23] DS2OS, CICIDS2017 Deep learning 98

Popoola et al. [26] BoT-IoT LAE for dimensionality reduction
and BLSTM classifier 91.89

Alharbi et al. [27] N-BaIoT A Local–Global best Bat Algorithm
for Neural Networks 90

Saharkhizan et al. [30] Modbus/TCP network traffic LSTM and Ensemble learning 98.99
Pokhrel et al. [31] BoT-IoT Deep learning 87.4

Proposed BoT-IoT CatBoosting XGBoosting 98.19
98.52

6. Conclusions

The objective of this dissertation is to implement an intelligent system for IoT pro-
tection devices using a novel deep learning-based model to manage extremely complex
datasets. Additional research has led to the development of intrusion detection systems
with centralized architecture, deep learning, and machine learning.

To overcome numerous obstacles, such as overfitting, extended training times, and low
model accuracy, the proposed models will combine deep learning approaches with feature
engineering. On class-imbalanced data, the oversampling technique (SMOTE) was applied,
whereas the efficacy of fifteen algorithms was evaluated on class-balanced data. CatBoost
and XGBoost outperform deep learning models that learn from experience, especially
when identifying future cyberattacks against IoT networks. A real-time dataset BoT-IoT
represents enormous volumes of traffic that are affected by multiple types of attacks.
CatBoost and XGBoost classifiers attained respective accuracy rates of 98.19% and 98.50%.
The best classifiers are consistent and dependable across the BoT-IoT dataset, making them
viable options for detecting IoT network attacks regardless of the implementation of the
SMOTE algorithm.

The future of this research project will include comparing distributed deep learning
with other data using different ensemble learning algorithms and neural network archi-
tectures. Additionally, we plan to study the detection of mobile network intrusions with
ensemble learning algorithms, feature engineering, and optimization techniques.
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