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Abstract: The global impact of the COVID-19 pandemic has been profound, placing significant
challenges upon healthcare systems and the world economy. The pervasive presence of illness, uncer-
tainty, and fear has markedly diminished overall life satisfaction. Consequently, sentiment analysis
has gained substantial traction among scholars seeking to unravel the emotional and attitudinal
dimensions of this crisis. This research endeavors to provide a bibliometric perspective, shedding
light on the principal contributors to this emerging field. It seeks to spotlight the academic institutions
associated with this research domain, along with identifying the most influential publications in
terms of both paper volume and h-index metrics. To this end, we have meticulously curated a dataset
comprising 646 papers sourced from the ISI Web of Science database, all centering on the theme of
sentiment analysis during the COVID-19 pandemic. Our findings underscore a burgeoning interest
exhibited by the academic community in this particular domain, evident in an astonishing annual
growth rate of 153.49%. Furthermore, our analysis elucidates key keywords and collaborative net-
works within the authorship, offering valuable insights into the global proliferation of this thematic
pursuit. In addition to this, our analysis encompasses an n-gram investigation across keywords, ab-
stracts, titles, and keyword plus, complemented by an examination of the most frequently cited works.
The results gleaned from these endeavors offer crucial perspectives, contribute to the identification of
pertinent issues, and provide guidance for informed decision-making.

Keywords: sentiment analysis; bibliometric analysis; COVID-19; n-gram analysis

1. Introduction

Natural language processing (NLP) is a key component of modern life as it allows
computers to comprehend, analyze, and respond to human language in a meaningful
manner, offering thrilling new opportunities. This promises to enhance human—computer
interaction and consists of advanced methods, including entity recognition, machine trans-
lation, and sentiment analysis, with applications in voice assistance, natural language
processing, automated language processing, and much more.

In this context, Zhang et al. [1] and Hirschberg et al. [2] provide essential insights for
sentiment analysis by addressing both the challenges and benefits of NLP and offering his-
torical frameworks and possible applications in multiple areas—health, economy, business,
and government.

The advanced technique of sentiment analysis is based on the use of high-level algo-
rithms that focus on scanning and extracting texts, with the objective of decoding precious
details of human emotions along with comprehending their feelings and opinions and
offering an in-depth understanding of individual reactions, impressions, and perceptions
in a specific subject.

In today’s technological era, sentiment analysis has expanded into a complex and
sophisticated field that has progressed remarkably with the expansion of machine learning
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technologies, giving increasingly accurate and efficient methods for analyzing human lan-
guage. Machine learning approaches, such as classification based on language models and
neural networks, are currently occupying the forefront of the attention of many researchers
who have published notable contributions in the scientific literature. If interested, one can
refer to articles belonging to Medhat et al. [3], Jemai et al. [4], Wankhade et al. [5], and
Mercha et al. [6] that are useful for understanding the main algorithms used in sentiment
analysis (naive Bayes, logistic regression, support vector machines, lexicon-based methods,
transfer learning techniques, convolutional and recurrent neural networks, long short-term
memory, and attention-based models), providing valuable insights, covering numerous
tasks (sentiment classification, emotion detection, and social media monitoring), and
highlighting the most recent trends, strategies, advantages, drawbacks, applications, and
challenges (sarcasm detection, grammatical errors, informal writing style, computational
cost, and adaptations of language).

The advent of the SARS-CoV-2 virus in December 2019, emerging in the Wuhan
province of China, marked an unforeseen disruption to the global status quo. The abrupt
onset of the pandemic, the astonishing speed at which the disease disseminated, the expo-
nential surge in cases, the significant loss of life, and the pervasive fear and apprehension
surrounding this enigmatic virus collectively wrought a profound upheaval on a global
scale. The repercussions of this upheaval were felt across multiple domains, including
public health, politics, the economy, education, tourism, events, and entertainment. The
ramifications were so severe that many enterprises were compelled to cease operations or
transition to remote work where feasible.

In the wake of these profound and far-reaching changes and events, which have had a
substantial impact on the quality of life for individuals worldwide, sentiment analysis has
garnered the attention of a considerable number of researchers. Their work has yielded
valuable insights into people’s emotional responses during these challenging times and has
offered actionable plans to enhance decision-making by authorities. Within the scientific
literature, one can uncover numerous articles bearing titles that encompass both “sentiment
analysis” and “COVID-19”, showing once more the connection between the two selected
fields of research. Examples of such contributions can be found in the works of Costola
et al. [7], Jalil et al. [8], Ainapure et al. [9], Vijayaraj et al. [10], Chandra and Krishna [11],
Dangi et al. [12], and Jain and Kashyap [13]. In perspective with the COVID-19 epidemic,
the mentioned research articles provide a substantial contribution to the area of sentiment
analysis by offering a wide range of techniques, diverse data sources, and unique analytical
approaches. From examining the effects of COVID-19 news on financial markets to employ-
ing cutting-edge machine learning and deep learning techniques to assess sentiment on
social media sites like Twitter, each scientific paper provides an innovative point of view.
As a result of the mentioned research, it has been observed that deep-learning-based lan-
guage models and lexicon-based techniques are two methodologies that may be included
to further enhance one’s comprehension of the feelings conveyed throughout the pandemic.
Overall, the above-mentioned publications establish a strong framework that not only
reflects the complex nature of sentiment analysis but also serves as a useful starting point
for the current study, which aims to provide a thorough bibliometric viewpoint on the
intricate dynamics of public opinion in the COVID-19 period.

As the COVID-19 pandemic was a phenomenon that has affected people worldwide,
with effects in various domains such as the economy, education, health care, transportation,
etc., and with effects on social interactions, the body of the literature associated with the
sentiment analysis conducted on datasets extracted during the COVID-19 pandemic is
different from the research published on various other topics. The difference is mainly
caused by the multifaceted approach in studying a global phenomenon that has affected
people and economies differently worldwide. As a result, the sentiment analysis studies
have been conducted at the country-related level for better extracting people’s opinions
related to the various measures governments were taking for limiting or stopping the
spread of the pandemic [14-17]. Also, as the pandemic has affected people with different
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health conditions and of different ages, the sentiment dynamics related to the government
decisions has boosted the discourse on various social media platforms, enhancing the
body of literature related to how the sentiments fluctuate as a response to major events or
policy changes [18]. Moreover, as some of the pandemic-limiting measures have imposed
lockdowns and social distancing measures, some of the works on sentiment analysis have
focused on mental health and well-being [19-21]. Furthermore, as the spread of inaccurate
information has been detected related to the various measures considered by governments
for limiting the spread of COVID-19, the role of misinformation and the infodemic in
shaping public sentiment has also been studied [15,22,23]. Nevertheless, as the COVID-19
pandemic has manifested for a longer period of time than other events studied through
sentiment analysis (e.g., stock price prediction, general perceptions on vaccinations, and
evaluations of hotels, restaurants and other tourist attractions), the studies have included a
long-term overview on the sentiments’ evolution, sometimes related to the major general
events presented in the media (e.g., the creation of a vaccine, the administration of a second
and thirst booster dose, the occurrence of a new COVID-19 variant, etc.) [24].

Given the magnitude of the COVID-19 pandemic and the extensive body of literature
it has engendered, this endeavor aims to undertake a thorough bibliometric analysis of the
existing corpus pertaining to sentiment analysis within the context of the COVID-19 era.

In order to assess the structure of the works published in the period of the COVID-19
pandemic and related to sentiment analysis and to observe their evolution, a bibliometric
analysis has been considered. The rationale behind using this approach relies on the fact
that bibliometric analysis [25] offers the needed information for properly identifying the
impactful articles, authors, and journals within the sentiment analysis field in the time of
COVID-19. Therefore, the aim of this paper is to provide an overview about the structure
of publication output during the COVID-19 pandemic in connection with the sentiment
analysis papers.

In this context, this paper aims to respond to the following research questions:

e  Which are the most impactful articles in the area of sentiment analysis published
during the COVID-19 pandemic?

e  Who are the most prominent authors in the area of sentiment analysis published
during the COVID-19 pandemic?

e  Which have been the preferred journals for the papers published in the area of senti-
ment analysis during the COVID-19 pandemic?

e  Which have been the most impactful journals in the area of sentiment analysis during
the COVID-19 pandemic?

e  Which are the leading universities in the area of sentiment analysis considering the
papers published during the COVID-19 pandemic?

e  How has the scientific production related to sentiment analysis evolved during the
COVID-19 pandemic?

e  What are the characteristics of the collaboration network between the authors who
have published in the area of sentiment analysis during the COVID-19 pandemic?

The analysis conducted in this paper commences with the extraction of a series of
articles through the utilization of specific tools and methodologies, which will be explicated
in the forthcoming sections.

The subsequent sections of this paper follow a structured sequence. Section 2 delin-
eates the procedures entailed in dataset extraction and the ensuing bibliometric analysis. In
Section 3, we expound upon the findings stemming from the bibliometric analysis of the
chosen dataset. Section 4 is dedicated to an exploration of the study’s inherent limitations.
Finally, the paper concludes with a set of concluding remarks.

2. Materials and Methods

In order to identify the impactful articles, authors, and journals within the sentiment
analysis field in the time of COVID-19, a bibliometric analysis has been considered.
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Based on the scientific literature, it was observed that bibliometric analysis has been
chosen as an analysis method by works from various fields, encompassing a wide va-
riety of topics, such as, but not being limited to, educational artificial intelligence [26],
Twitter-related studies [27], digital era governance [28], eco-innovation and sustainable de-
velopment [29], terror study [30], education for sustainability [31], grey systems theory [32],
and cybernetics [33].

In this paper, we have followed a two-part analysis, which comprises the dataset
extraction part and the analysis part.

The first part refers to data extraction through the Clarivate Analytics’ Web of Science
Core Collection, formerly known and referred to as the Web of Science (WoS) platform [34].
The choice for using the WoS platform resides on two main reasons related to the extensive
coverage of various disciplines [35,36], while being less inclusive in terms of journals,
making it generally acknowledged for its reputation among the scientific community [37].
These ideas were further supported by Bakir et al. [38] when justifying the use of the
WoS platform for their bibliometric study. Additionally, it shall be mentioned that the
WOoS platform has been the main choice for the bibliometric studies conducted on various
themes/areas/domains [26,27]. While we acknowledge the possibility of using other
databases for the dataset extraction, such as Scopus, IEEE, Google Scholar, PubMed, and
the Cochrane Library, our primary choice was the WoS platform mainly due to the above-
mentioned reasons, doubled by the possibility offered by the used bibliometric analysis
tool, Biblioshiny, to directly import the raw data extracted from WoS. It shall be noted
that two of the most used platforms for bibliometric analysis, namely VOSviewer and
Biblioshiny, offer a limited data reading capacity from the exiting bibliographic database
documents. VOSviewer offers the possibility to import raw files extracted from WoS,
Scopus, Dimensions, Lens, and PubMed [39], while Biblioshiny is limited to the raw files
extracted from WoS, Scopus, Dimensions, Lens, PubMed, and the Cochrane Library [40].

Furthermore, it shall be stated that the WoS platform offers personalized data access
based on subscription. As Liu [41] and Liu [42] pointed out, it is mandatory for a paper
employing bibliometric analysis to provide the access the authors had to the WoS platform.
As a result, we must state that, in our case, the access was a complete one, encompassing
all 10 indexes offered by the WoS platform, namely:

e  Science Citation Index Expanded (SCIE)—1900—present;

e  Social Sciences Citation Index (SSCI)—1975—present;

e  Emerging Sources Citation Index (ESCI)—2005—present;

e  Arts and Humanities Citation Index (A&HCI)—1975-present;

e Conference Proceedings Citation Index—Social Sciences and Humanities (CPCI-
SSH)—1990-present;

e  Conference Proceedings Citation Index—Science (CPCI-S5)—1990—present;

e  Book Citation Index—Science (BKCI-S)—2010-present;

e  Book Citation Index—Social Sciences and Humanities (BKCI-SSH)—2010-present;

e  Current Chemical Reactions (CCR-Expanded)—2010-present;

e Index Chemicus (IC)—2010—present.

Employing the widely recognized ISI Web of Science platform (WoS) [34], we meticu-
lously retrieved and scrutinized papers intimately related to the COVID-19 pandemic and
the realm of sentiment analysis via a comprehensive bibliometric analysis.

Four steps were considered for the data extraction part, as discussed in the following.

The first exploration step was represented by the search action, using the available
filters provided by the WoS platform. The initial query returned 16,710 articles that con-
tained the specific keyword “sentiment analysis” in either the title, abstract, or keywords
section. The second query had the purpose of extracting only the articles that include one
of the keywords related to COVID-19 (“coronavirus” or “COVID-19"), and based on this,
we obtained a significative value of 464,584 articles. Since the purpose of this study is to
extract articles that address the topic of sentiment analysis in the age of COVID-19, the final
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query of this step aimed to return only papers that include both sentiment analysis and
COVID-19, so after the intersection of the two criteria, 1127 articles resulted. Please consult
Table 1 for more details.

Table 1. Data selection steps.

Exploration

Query

Steps Filters on WoS Description Query Number Count
Contains the specific ((TT = (sentiment_analysis)) OR
keyword related to AB = (sentiment_analysis)) OR #1 16,710
sentiment analysis AK = (sentiment_analysis)
. (((((TT = (COVID-19)) OR
1 T1t11<e / Abstrdact/ Contains one of the TI = (coronavirus)) OR AB = (COVID-19))
cywords specific keywords OR AB = (coronavirus)) OR #2 464,584
related to COVID-19 AK = (COVID-19)) OR
AK = (coronavirus)
Contains #1 and #2 #2 AND #1 #3 1127
2 Language Limit to English (#3) AND LA = (English) #4 1116
3 DO;;;"“ Limit to Article (#4) AND DT = (Article) #5 882
4 Year Limit to 2022 (#5) NOT PY = (2023) #6 646

The second step was represented by the language criterion. Therefore, out of the
1127 articles resulting from the first step, there remained only 1116 papers written exclu-
sively in English in our area of interest. The English language was chosen for this criterion,
taking into consideration the fact that it is among the most well-known languages through-
out the world, the majority of researchers and readers being able to read, understand,
and write in English. Also, English has been considered as an exclusion criteria for the
bibliometric studies conducted in the scientific literature—please consider the following
papers as examples: Fatma and Haleem [29], Stefanis et al. [30], and Gorski et al. [31].

The next criterion used was document type, meaning that only publications marked as
articles were considered for further analysis. This option was in line with other bibliometric
studies from the field [29]. We should mention here that the classification of a paper as
being an “article” is, as stated even by Donner [43], a report of original research, which
can have any length, which includes meta-analyses. This classification of various types
of scientific papers into the “article” category is in line with the approach used by both
the WoS and Scopus databases when indexing the research papers. For example, on the
WoS website, it is stated that an “article” is “reports of research on new and original works
that are considered citable. Includes research papers, brief communications, technical
notes, chronologies, full papers, and case reports (presented like full papers) that were
published in a journal and/or presented at a symposium or conference” [44]. Also, the WoS
website states: “Proceedings papers will have a dual document type: Article; Proceedings
paper” [44]. Similar information can be found in a content coverage manual published
online by Scopus, where by “article” the following definition is given: “original research or
opinion, also includes conference papers” [45]. Therefore, by selecting the document type
as “article”, proceedings papers are not excluded from the analysis. As Donner [43] stated,
usually in bibliometric analyses, the document type is an important aspect for restricting
the publications to the ones containing primary research results. Furthermore, the author
highlighted that, in scientometrics, it is important to differentiate across various document
types due to their specific purposes and contents, which might cause different citation
distributions [43]. After applying this filter, the number of papers was limited to 882.

The last step, namely step 4, consisted of limiting the year of publication for the
selected dataset. Since preparing the dataset was undertaken in October 2023, this year
was excluded from the analysis because it is still ongoing at this moment, and the results
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are not considered to be relevant compared to other years. This approach has also been
used by Moreno-Guerrero et al. [26]. Thus, the timespan was considered to end in 2022,
while for the initial year of the dataset, no restriction has been imposed, being known
that this year could be either 2019 (the year in which the COVID-19 pandemic occurred)
or any subsequent years (2020, 2021, or 2022). Therefore, the initial year of the dataset
depends on the imposed keywords and on the exclusion criteria used, namely the language
of the papers (English) and the type of paper (article). This action had the consequence of
reducing the final number of articles selected for analysis to 646 papers.

All the steps that were followed to gather the relevant articles for this study are
captured in Table 1.

As for the second part of the analysis, the Bibliometrix package was loaded in the
RStudio console window through the use of the biblioshiny( ) command [40]. This package
was developed by Aria and Cuccurullo [40] and provides a strong ability to analyze data
and to create graphs and insightful tables related to the provided articles database.

The central part of the bibliometric analysis was structured into six distinct steps,
as illustrated in Figure 1. The first step involved an overview of the dataset, aiming to
establish the context and boundaries of the research domain. This entailed extracting and
discussing various indicators, including but not limited to the number of sources, the
number of authors, the prevalence of single-authored documents, co-authorship patterns,
international collaboration rates, authors’ keyword usage, the annual growth rate of papers,
the average publication age, the average number of citations per document, and the average
citations per year per document. Additionally, the number of references used in the selected
papers was examined.

The second step centered on the analysis of sources where the papers were published.
This analysis highlights the most significant journals by assessing the number of papers
they published within the dataset. The H-index for the most prominent sources is also
provided along with their names.

The third step delved into an analysis of the authors. This included identifying authors
with the most published papers and the highest number of citations. Details related to their
countries, affiliations, and collaborative networks were expounded upon.

The fourth step scrutinized individual papers, offering a list of the top 10 most cited
papers. This list provides information regarding their citation counts and the average
number of citations per year. Furthermore, a review of the selected top 10 papers is fur-
nished to highlight the primary research interests that have garnered substantial attention
within the scientific community. We would like to acknowledge that the total number of
citations criterion used for selecting the papers for which the review was performed might
be influenced by the publishing date of the paper (offering more chances to be cited to the
papers published in the early stages of the COVID-19 occurrence). With all these, as the
top 10 most cited papers have obtained the highest number of citations among the papers
included in the dataset, we believe there is clear evidence that these papers have succeeded
in reaching a broad audience, which found them interesting and used them as a base for
further research.

The fifth step involved an n-gram analysis of the words employed in titles, abstracts,
and keywords. This analysis aids in better comprehending the main focus and themes
elucidated in the papers within the selected database.

The final step, labeled “mixed analysis”, established connections between authors,
their respective countries, the sources in which they have published, the keywords they
have employed, and their affiliations. This comprehensive approach enhances our under-
standing of the intricate web of relationships within the research domain.
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Figure 1. The steps considered in the analysis.

3. Dataset Analysis

This section provides an in-depth analysis of the ultimate set of papers within the
realm of COVID-19 and sentiment analysis, achieved through the application of essential
filters. This analysis encompasses a multifaceted examination, considering various aspects
such as sources, authors, citations, and the broader literature, following the systematic
steps delineated in the preceding section.

3.1. Dataset Qverview

The dataset is comprised of 646 papers, which are analyzed in the tables below using
a detailed set of indicators. The documents were published in 310 journals during a limited
period—more exactly, between 2020 and 2022. The mentioned period was a consequence
of the selected keywords, the imposed type of paper (article), the imposed language of the
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papers (English), and the imposed upper bound (the year 2022). The low value of 1.55 for
the average years of publication indicates that the dataset includes recent papers.

Furthermore, based on the information focused on in Table 2, the average citations
per document is equal to 14.43, which suggests that the content from the papers triggered
the attention of the scientific community, and due to this, there is a significative increased
value for the average citations per year per document, namely 4.709.

Table 2. Main information about data.

Indicator Value
Timespan 2020:2022

Sources 310

Documents 646

Average years from publication 1.55
Average citations per documents 14.43
Average citations per year per document 4.709
References 24,445

When it comes to references, the substantial number of 24,445 has been recorded.

Figure 2 indicates that the annual scientific production has exhibited a significant rise
in the number of published papers. This increase commenced in 2020 with 54 documents
and surged to 347 documents by 2022, yielding a remarkable annual growth rate of 153.49%.

Annual Scientific Production
Articles

300

200

100

2020
2022

Year

Figure 2. Annual scientific production evolution.

The evolution of the average number of citations per year’s value can definitely be
noticed in Figure 3. The information provided in Figure 3 is determined based on the
value of the MeanTCperArt (mean total citations per article) indicator. In 2020, the year
the pandemic commenced, this metric surged to 16.4. This notable value could signify that
the domain of sentiment analysis during the COVID-19 era garnered substantial interest
and gained significant visibility within scientific research. Beginning in 2021, the metric
gradually began to decline. One of the possible reasons for the declining trend observed in
Figure 3 could be related to the fact that the papers written in 2021 and 2022, compared to
the ones published in 2020, had little time for being read and cited by the researchers in
their work. This observation anticipates the analysis carried out in Section 3.4.1. in which
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Citations

16

one can observe that in the top 10 most cited papers, 8 papers are published in 2020 and
only 2 papers in 2021.

Average Citations per Year

Year

2020

2022

Figure 3. Annual average article citations per year evolution.

Table 3 presents information concerning the content of the documents. The dataset
encompasses a total of 1640 keywords. On average, each document is associated with
2.54 keywords. Additionally, there are 620 index terms, referred to as “keywords plus”,
which are automatically generated from the titles of cited articles. On average, there are
0.96 keywords plus per document. Further investigating the provided values, it has been
observed that regarding the authors” keywords, for 38 papers, representing 5.88% of the
selected papers, the WoS database has not offered this information. As Liu [46] mentioned,
the situation has been observed even in the case of other datasets extracted from the WoS
database. Liu [46] underlines that the occurrence of this situation is mostly encountered for
the papers published long before our days, when WoS was not retrieving this information
from the journals or the journals did not ask for this information from the authors. As
the dataset features papers recently published, neither of the two mentioned situations
could be the reasons behind the missing data. Thus, we again extracted the dataset, but
the problem persisted. As a result, when calculating the authors” keywords per document,
we considered only the 608 papers for which the authors” keywords were available. As a
result, an average value of 2.69 authors’ keywords was obtained per document. Regarding
the obtained value, it can be stated that it is within the expected range [47].

Table 3. Document contents.

Indicator Value
Keywords plus 620
Author’s keywords 1640

Based on the data provided in Table 4, it is evident that there are a total of 2458 authors,
with an overall number of appearances amounting to 2779. Comparing the number of
authors of single-authored documents, which is 31, to the total number of documents,
which is 646, it can be inferred that the field of sentiment analysis during the COVID-19
era is characterized by a dense collaboration network among authors. This observation
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is further supported by the comparison between 2427, the number of multi-authored
documents, and 2458, the total number of authors.

Table 4. Authors.

Indicator Value
Authors 2458
Author appearances 2779
Authors of single-authored documents 31
Authors of multi-authored documents 2427

Table 5 highlights that researchers who have authored papers as single authors have
an average of 1 document each. This insight is derived from dividing the number of
single-authored documents, which is 31, by the number of authors of single-authored docu-
ments, which is also 31. Additionally, there is an average of 0.263 documents per author,
3.8 authors per document, and 4.3 co-authors per document. The higher collaboration
index, specifically 3.95, suggests that authors often chose to collaborate with their peers
during their research endeavors.

Table 5. Author collaboration.

Indicator Value
Single-authored documents 31
Documents per author 0.263
Authors per document 3.8
Co-authors per documents 43
Collaboration index 3.95

3.2. Sources

Figure 4 offers insights into the top 15 most significant sources, categorized according
to the number of publications. A cursory examination of the figure reveals that the Journal
of Medical Internet Research holds the top position with 45 papers, closely followed by the
International Journal of Environmental Research and Public Health, which boasts 38 papers.

Most Relevant Sources

INTERNATIONAL JOURNAL OF ENVIRONMENTAL RESEARCH AN @
IEEE ACCESS (20
SUSTAINABILITY ®
APPLIED SCIENCES-BASEL L15)
PLOS ONE @

» INTERNATIONAL JOURNAL OF ADVANCED COMPUTER SCIENCE 14)

g

3 FRONTIERS IN PUBLIC HEALTH ®

?
HEALTHCARE 1)
JMIR PUBLIC HEALTH AND SURVEILLANCE B — ()
SOCIAL NETWORK ANALYSIS AND MINING B —— e 0]

FRONTIERS IN PSYCHOLOGY

CMC-COMPUTERS MATERIALS & CONTINUA

ELECTRONICS

JMIR FORMATIVE RESEARCH

0 10 20 30 40
N. of Documents

Figure 4. Top 15 most relevant journals.
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Articles

40

Other significant sources that are connected to the public health, psychology, and com-
puter sciences fields include IEEE Access—with 20 papers, Sustainability—with
19 papers, Applied Sciences-Basel and PLOS ONE—each with 15 papers, International Jour-
nal of Advanced Computer Science and Applications—with 14 papers, and Frontiers in Public
Health and Healthcare—each with 11 papers, followed closely by other journals, as can be
observed below.

The application of Bradford’s law serves to underscore the importance of the sources
listed previously. From a theoretical point of view, Bradford’s law sorts the extracted
journals into three categories based on the number of published papers [48,49]. According
to Bradford’s law, if the proportion of the articles in each category is one-third of all articles,
then the number of journals in each group would be proportional with 1 : 1 : n? [48,49]. In
accordance with this principle, these sources can be categorized into three zones. The first
zone, known as Zone 1, encompasses a limited number of highly productive periodicals
that are frequently cited in the scientific literature. Zone 2 comprises a more extensive set
of moderate producers that maintain an average level of citations. Zone 3 encompasses a
considerably larger body of sources characterized by continuously declining productivity,
and they are only occasionally cited in the scientific literature.

Figure 5 brings into the foreground Bradford’s law on source clustering. In our case,
Zone 1, which represents one-third of the journals frequently cited in the scientific literature,
consists of 12 sources, namely, Journal of Medical Internet Research, International Journal of
Environmental Research and Public Health, IEEE Access, Sustainability, Applied Sciences-Basel,
PLOS ONE, International Journal of Advanced Computer Science and Applications, Frontiers
in Public Health, Healthcare, Jmir Public Health and Surveillance, Social Network Analysis and
Mining, and last but not least, Frontiers in Psychology.

Core Sources by Bradford's Law

Core

JOURNAL OF MEDICAL INTERN

Source log(Rank)

INTERNATIONAL JOURNAL OF

IEEE ACCESS
PLOS ONE
HEALTHCARE
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SUSTAINABILITY
SOCIAL NETWORK ANALYSIS A

APPLIED SCIENCES-BASEL
FRONTIERS IN PUBLIC HEALT
FRONTIERS IN PSYCHOLOGY

INTERNATIONAL JOURNAL OF

Figure 5. Bradford’s law on source clustering.

Furthermore, to prove the impact of each journal, an analysis based on an H-index
indicator was conducted, beginning with the premise that the H-index is a metric used to
determine the number of research articles that were accepted for publication in a certain
journal and have each been referenced H times.

Based on the selected journals captured in Figure 6, the Journal of Medical Internet
Research has 19 papers with 19 or more citations, presenting the highest value for the
H-index and being first placed in top. It can also be noticed that most of the journals
categorized previously as belonging to Zone 1 when using Bradford’s law count amongst
the highest-ranking journals when considering the H-index.
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Sources
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Impact Measure: H

Figure 6. Journals’ impact based on H-index.

Figure 7 delineates the growth of journals based on the number of papers published
within the chosen timeframe. The top 6 sources are enumerated below, with the Journal
of Medical Internet Research securing the top spot with 38 cumulative occurrences, closely
trailed by IEEE Access, which boasts 22 cumulative occurrences, as anticipated.

Sources' Production over Time

40

w
=3

Cumulate occurrences
N
B

§

2020 \

2018
2019
2021
2022

Year

Source

— APPLIED SCIENCES-BASEL

— IEEE ACCESS

— INTERNATIONAL JOURNAL OF ENVIRONMENTAL RESEARCH AND PUBLIC HEALTH
— JOURNAL OF MEDICAL INTERNET RESEARCH

— PLOS ONE

— SUSTAINABILITY

Figure 7. Journals’ growth (cumulative) based on the number of papers.

3.3. Authors
The most significant and famous authors are presented in Figure 8, ranked according

to the number of published documents in the field of sentiment analysis in the age of
COVID-19—when creating Figure 8 we have imposed a minimum number of 4 published

papers.
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Most Relevant Authors
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Figure 8. Top 15 authors based on number of documents.

The author who is placed in the top position is Lu X with six documents, comprising
0.92% of the total number of collected articles. With five documents, Shah AM is ranked
second, followed closely by 13 other authors, each counting four documents (Ali GGMN,
Garcia-Zapirain B, Kumar S, Kumar V, Lee E, Li Y, Mishra S, Rahman MM, Rustam F,
Samuel ], Tan X, Wang B, and Wang Y).

According to Figure 9, it can be observed that the most recent papers written by
the top 20 most important authors, based on the number of published documents, were
written mainly starting in the year 2021. This also suggests that the beginning of the
COVID-19 pandemic generated, approximately one year later, the significant interest of
several researchers in the area of the analysis of sentiment, from which occurs the increased
number of articles written during that period.

Authors' Production over Time
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Figure 9. Top 20 authors’ production over time.
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The top 20 most relevant affiliations of the authors, based on the number of written
articles, are organized in Figure 10. In first position is King Saud University from Saudi Ara-
bia with a remarkable number of 14 papers, followed closely by other famous universities.

Most Relevant Affiliations

RN MED CTR DALLAS

(-2 I - - >

Articles

Figure 10. Top 20 most relevant affiliations.

Figure 11 captures the top 20 most relevant corresponding authors’ countries. As can
be observed, China is ranked first, with a significative number of 105 documents, represent-
ing 16.25% from the selected papers. China also registered top values for MPC—multiple-
country publications and SCP—single-country publications: respectively, 39 and 66.

Corresponding Author's Countries

Collaboration
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7 mep

)
o
o
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&
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N. of Documents
SCP: Single Country Publications, MCP: Multiple Country Publications

Figure 11. Top 20 most relevant corresponding authors’ countries.
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Other relevant countries that registered great values include the USA, India, Saudi
Arabia, Canada, and the United Kingdom. For the entire list, please see Figure 11.

The scientific production based on country is suggestively presented using colors
in Figure 12.

Country Scientific Production

b

Figure 12. Scientific production based on country.

The dark blue color in Figure 12 suggests a significant number of documents written
in the area of sentiment analysis in the age of COVID-19, and as expected, the highest
number is registered in the USA with 381 documents, followed immediately by China
with 308 documents, and India with 175 papers. The more intense the color, the greater
number of published documents in that specific country. The top position held by the USA
in the distribution of the countries with the highest number of publications in the area of
sentiment analysis and COVID-19 is in line with the results obtained by Sarirete [50] on a
bibliometric study featuring sentiment analysis and the COVID-19 vaccines. Additionally,
by considering other bibliometric studies focusing on sentiment analysis in various areas,
the remarkable contributions of both the USA and China have been observed, which in
general, held the first positions. The reader can refer to the works of Kamath et al. [51] in
the area of investor sentiment, Kale [52] in the bibliometric analysis conducted on sentiment
analysis in library and information science, and Yaqub et al. [53] in the tourism industry,
who highlight the top position occupied by the USA and the second position held by
China, or to the works of Qiang et al. [54] in the area of network public opinion and
Nyakurukwa and Seetharam [55] regarding the evolution of social media sentiment in the
stock market—who highlight the leader position of China, followed by the USA.

The top 20 countries with the highest number of citations written by their researchers
are shown in Figure 13. In the leading position is China, boasting the notable number of
2175 citations, followed by the USA with 1972 citations. India secures the third spot with
827 citations.

China scored 20.70 for average article citations per paper, a higher value compared to
the USA’s 19.50 average article citations and India’s 10.30 average article citations.

Other relevant countries are captured below; please see Figure 13.

Figure 14 presents the country collaboration map. By analyzing the picture below, it
can be stated that the USA is ranked first based on the number of collaborations, count-
ing 38 associations with other countries, out of a total of 268 collaborations. The top
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3 countries with which the USA has collaborated in various research articles are China
(32 collaborations), Pakistan (10 collaborations), and Korea (8 collaborations).

Most Cited Countries

CHINA @
UsA @

INDIA @
AUSTRALIA 590
UNITED KINGDOM &
QATAR 31
CANADA —_— %
KOREA D 7 )

. SPAIN _—

"g ITALY _—

3 SAUDI ARABIA |
THAILAND 94
PAKISTAN —e
SINGAPORE 191
BRAZIL 147

NORWAY

HUNGARY

—6

—o

IRAN —@

GERMANY —D

POLAND —®
0

500 1000 1500 2000
N. of Citations

Figure 13. Top 20 countries with the most citations.

Country Collaboration Map

Longitude

Latitude

Figure 14. Country collaboration map.

The visual representation of the collaboration network including the top 50 authors
is captured below in Figure 15. As a result, a number of 13 clusters have been identified,
ranging from collaborations between 2 and 5 authors.
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Figure 15. Top 50 authors collaboration network.

3.4. Analysis of Literature

This section concentrates on the top 10 most referenced articles, while also providing
insights into various facets such as the number of authors, the authors’ countries of origin,
the number of citations, the number of citations per year, and more. Additionally, a succinct
summary is presented for each article to aid readers in comprehending the information and
ideas discussed in relation to sentiment analysis in the context of COVID-19, using the top
10 most cited papers.

In the latter part of this section, the entire dataset is employed to conduct an exhaustive
word analysis. The subjects mentioned above are comprehensively addressed in the subse-
quent pages, offering detailed explanations and accompanied by graphical representations.

3.4.1. Top 10 Most Cited Papers—Overview

As per the data presented in Table 6, the most globally cited document is attributed
to Li et al. [56], published in the International Journal of Environmental Research and Public
Health, amassing a total of 888 citations (TC), with an annual average of 222 citations
(TCY) and a normalized total citation score (NTC) of 13.55 over the past 3 years since its
publication. While the first two indicators, TC and TCY, are easy to define and understand,
more information should be provided on NTC. First, it should be stated that the NTC
metric gives equal credit of citations to all the authors of the paper while accounting for the
average citations per document recorded in the database for the year in which the paper
was published [32]. In the case of the paper authored by Li et al. [56], the value for the
NTC was obtained by dividing the TC by the average citations per document obtained
for the papers in the dataset in the year in which the paper authored by Li et al. [56] was
published, namely 2020. Considering the dataset, the average citations per document for
the year 2020 was 65.56 citations. As a result, the NTC for the paper of Li et al. [56] is equal
to 13.55 citations (888 citations divided by 65.56 citations). Thus, it can be stated that the
paper of Li et al. [56] received 13.55 times more attention (in terms of citations) than the
average attention received by the papers in the dataset.
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Table 6. Top 10 most global cited documents.
No Paper (First Author, Year, Number Region Total Total Citations Normalized
: Journal, Reference) of Authors & Citations (TC) per Year (TCY) TC (NTC)
Li SJ, 2020, International Journal China
1 of Environmental Research and 5 Cana dz’a 888 222.00 13.55
Public Health [56]
Abd-Alrazaq A, 2020, Journal Qatar,
2 of Medical Internet Research [57] 5 Kuwait 289 72.25 441
3 Samuel J, 2020, Information [58] 5 Usa, 175 43.75 2.67
! ! Bangladesh ' '
Boon-Itt S, 2020, JMIR Public .
4 Health and Surveillance [59] 2 Thailand 172 43.00 2.62
India,
Chakraborty K, 2020, Applied Saudi Arabia,
> Soft Computing [60] 6 Czech 149 37.25 227
Republic, Egypt
Zhao YX, 2020, Journal of .
6 Medical Internet Research [61] 4 China 147 36.75 2.24
7 Shorten C, 2021, Journal of Big 3 USA 125 41.67 6.95
Data [62]
Lyu JC, 2021, Journal of Medical
8 Internet Research [63] 3 USA 121 4033 6.73
China,
Liu Q, 2020, Journal of Medical USA,
9 Internet Research [64] 12 United 121 30.25 1.85
Kingdom
Canada,
10 Xue J, 2020, PLOS ONE [65] 6 USA, 120 30.00 1.83
China

The second place in terms of citation numbers was secured by Abd-Alrazagq et al. [57],
with an impressive 72.25 total citations per year for their paper published in the Journal
of Medical Internet Research. The third place is occupied by a document published in the
Information Journal, authored by Samuel et al. [58], with a total citation rate of 43.75 per year.

Furthermore, it is noteworthy that the top 10 most globally cited documents have
accrued a substantial number of total citations, ranging from 888 to 120, with total citations
per year (TCY) values exceeding 30 and normalized total citation (NTC) scores surpassing
1.83. This underscores the substantial impact these articles have had on sentiment analysis
research in the context of the COVID-19 era.

As anticipated from the previous information provided, the number of authors per ar-
ticle is relatively high, indicating extensive collaboration at both national and international
levels. Among the top 10 most cited documents globally, the lowest number of authors,
namely two researchers, is found in the article authored by Boon-Itt and Skunkan [59].
Conversely, the article written by Liu et al. [45] boasts a significant number of authors,
totaling 12 researchers. Upon analyzing the data presented in Table 6, the average number
of authors for the top 10 most cited documents is 5.1 authors.

3.4.2. Top 10 Most Cited Papers—Review

In this section, succinct summaries are provided for each of the top 10 papers that have
garnered the highest number of citations. These summaries offer insights into the primary
goals, methodologies applied, and results achieved in the field of sentiment analysis during
the COVID-19 era.
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The most highly cited article, authored by Li et al. [56], delves into a study focused
on the psychological repercussions stemming from the onset of the COVID-19 pandemic.
Sentiment analysis was carried out using the online ecological recognition (OER) method-
ology, involving the use of a variety of machine-learning predictive models that were
meticulously trained to analyze and extract emotional (anxiety, depression, indignation,
and happiness) and cognitive (social risk judgment and life satisfaction) indicators from the
messages posted by Weibo users. The study employed a dataset that comprised posts from
over 17,000 active users on the Weibo platform, spanning a two-week period. The research
highlighted that the official announcement of the pandemic had a considerable adverse
impact on society, resulting in an upsurge in negative emotions such as anxiety, depression,
and indignation, coupled with a decline in life satisfaction. The study presented its findings
from various perspectives, including demographics, linguistic differences, and emotional
and cognitive indicators, while underscoring the imperative need for timely provision
of mental health services and the implementation of effective policies. The substantial
number of citations amassed over a span of three years attests to the considerable impact
of this article within the realm of scientific literature, as well as the heightened interest it
has garnered from researchers in the field.

The second article, authored by Abd-Alrazaq et al. [57], centers on the analysis of
discussions related to COVID-19 on Twitter within a six-week period, from 2 February to
15 March 2020. Sentiment analysis was employed in the study to uncover the emotional
context of COVID-19 discussions on Twitter by giving tweets numerical values for positive,
negative, or neutral tones. The overall emotional tone of each issue was reflected by the
mean sentiment scores. Following the examination of 167,073 unique English tweets, the
study unveils 12 frequently addressed themes categorized into four major groups. These
categories encompass discussions concerning the origin and sources of the virus and its
impact on individuals, nations, and the economy, as well as methods to mitigate the risk of
infection. The sentiment analysis predominantly reveals positive sentiments on various
topics, with the exception of discussions pertaining to deaths and racism, underscoring the
emotional toll of the pandemic. The study also underscores the significance of social media
in comprehending public perceptions and emotions during health crises, while sounding
the alarm about the perils of fake news.

The article by Samuel et al. [58] delves into an analysis of the repercussions of the
COVID-19 pandemic, with a particular focus on the emotion of fear as expressed in user
messages on the Twitter social platform. The study employs advanced analysis techniques
to classify sentiments of fear and negativity, demonstrating the efficacy of classification
methods such as naive Bayes and logistic regression. The research also includes a com-
parison of textual classification mechanisms and showcases their utility when applied to
tweets of varying lengths. The findings indicate a significant upsurge in fear during the
pandemic. The authors emphasize the importance of sentiment analysis in furnishing
crucial information for decision-makers, aiding in the development of appropriate and
timely strategies during challenging societal moments.

The study conducted by Boon-Itt and Skunkan [59] aimed to raise awareness about
the trends of the COVID-19 pandemic and identify significant themes of concern expressed
by Twitter users. The research delineated six primary topics across three major stages of
the pandemic: the initial stage characterized by panic and worry, followed by the global
epidemic stage, and, ultimately, the stable stage marked by a shift toward a more positive
public awareness. In terms of methodology, the analysis involved the application of natural
language processing techniques, sentiment analysis, and topic modeling, including latent
Dirichlet allocation (LDA), to extract meaningful patterns from the extensive volume of
tweets related to COVID-19. The study reveals that the predominant emotion associated
with the pandemic, as observed among Twitter users, is fear. Consequently, this article
offers valuable insights into the factors influencing decision-making and strategies, while
emphasizing the importance of vigilantly monitoring public sentiment on online platforms
and countering the dissemination of fake news.
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In their research paper, Chakraborty et al. [60] explored the critical importance of
accurately analyzing messages obtained from social media texts, with a specific focus on
tweets during the COVID-19 pandemic. Their proposed approach makes use of fuzzy
logic to account for the uncertainty and diversity of the emotions expressed in tweets.
The procedure entails text preprocessing, labeling with the VADER sentiment lexicon,
and sentiment prediction through a rule-based fuzzy system. The fuzzy model employs
Gaussian membership functions for input and output sentiments and follows seven fuzzy
rules for inference. The research paper also assesses the model’s accuracy on multiple
datasets, highlighting its relevance in the context of sentiment analysis during a global
pandemic. Furthermore, it underscores the responsibilities of individuals when sharing
information on social media, advocating for verified sources and appropriate legal measures
to curb the dissemination of fake news. The conclusion underscores the need for further
research in related areas and emphasizes the significance of establishing a centralized
repository of pandemic-related material for the accessibility of researchers, healthcare
professionals, and the general public for study purposes.

The study conducted by Zhao et al. [61] aimed to gain insights into the public’s
reactions, emotions, and major concerns associated with the early stages of the COVID-19
outbreak in China. Data were collected from the Sina Microblog hot search list between
31 December 2019 and 20 February 2020. The researchers employed the ROST Content
Mining System for word segmentation, frequency analysis, and sentiment analysis. The
research identifies shifting patterns of public attention, emotional transitions, diverse hot
topics, and key categories of concern related to the COVID-19 epidemic. Furthermore, the
study divides the public’s reaction to the epidemic into three distinct stages and carefully
examines emotional attitudes. Notably, the top keywords change across these stages,
indicating varying public concerns. The data reveal that as the pandemic progressed,
public opinion shifted from negative to neutral, with an increase in positive sentiments.
Additionally, the study categorizes the primary concerns into five groups, providing
insights that can assist authorities in effectively communicating and planning specific
measures to control the outbreak.

The comprehensive paper authored by Shorten et al. [62] explores a wide range of deep
learning applications within the context of the COVID-19 outbreak. The primary objective
is to enhance and refine COVID-19 response techniques by harnessing various data sources,
including clinical records, molecular data, medical imaging, and scientific literature. The
paper provides a detailed overview of the diverse applications of deep learning spanning
natural language processing, computer vision, epidemiology, and life sciences. It highlights
both the benefits and drawbacks of incorporating deep learning into these areas. The
results of the study indicate significant advancements in COVID-19 diagnosis. However,
the authors stress the crucial importance of addressing the inherent challenges within the
field of deep learning to pave the way for the responsible and effective application of deep
learning in the ongoing battle against COVID-19.

Lyu etal. [63] conducted an analysis of discussions related to COVID-19 vaccination, as
well as the sentiments and opinions expressed by the public on this contentious topic. The
analysis involved a substantial number of English tweets collected over nearly a full year. R
software and natural language processing (NLP) methods were employed, with key topics
identified using latent Dirichlet allocation (LDA), a topic modeling technique. Additionally,
sentiment and emotion analysis of tweets was conducted using the Emotion Lexicon of the
National Research Council of Canada to assess public reactions to vaccination. The study’s
findings revealed that discussions were influenced by significant vaccine-development-
related events, and overall sentiment shifted toward a more positive perception, particularly
following the announcement of the Pfizer vaccine’s efficacy. Trust emerged as the most
prevalent emotion, underscoring the significance of vaccination. The results underscore the
importance of understanding public discourse and opinions in order to effectively manage
vaccination campaigns.
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Liu et al. [64] undertook an in-depth and comprehensive analysis of China’s news
reports as extracted from the WiseSearch database during the early phase of the COVID-19
pandemic, spanning from 1 January to 20 February 2020. The primary objective of this
research was to investigate the methods employed by the media in conveying crucial
health-related information, communication patterns, popular topics, and the media’s role
in educating the public about the coronavirus, encompassing its transmission, prevention,
and broader societal implications. The study processed the 7791 extracted articles using
Python software and the Python Jieba package for text segmentation and employed latent
Dirichlet allocation (LDA) for topic modeling. The results of the research revealed that the
main topics addressed included medical treatment and research, global /local social and
economic impacts, preventive measures, and control techniques. Additionally, the study
highlighted that media coverage of COVID-19 lagged behind the actual development of the
pandemic, underscoring the importance of the media in disseminating critical information
during a public health emergency and the necessity of improving the speed and accuracy
of reporting.

In the study carried out by Xue et al. [65], an extensive dataset of approximately
1.9 million English tweets spanning from 23 January to 7 March 2020 was analyzed to gain
insights into public discourse and the sentiments expressed by Twitter users regarding the
COVID-19 pandemic. The investigation involved data preprocessing and the application of
unsupervised machine learning, specifically latent Dirichlet allocation (LDA), to identify
11 critical topics related to COVID-19. A qualitative analysis was also conducted to cate-
gorize these topics into 10 themes, including confirmed cases, COVID-19-related deaths,
preventive measures, and more. The sentiment analysis revealed that the prevailing emo-
tion was fear of contracting the virus. The study offers implications for mental health
support during the crisis, provides valuable real-time data on public sentiment, and under-
scores the importance of utilizing social media data to track trends and identify patterns.

Based on the data presented by Table 7, it can be observed that all the top 10 most
cited articles address the topic of sentiment analysis in a critical period of humanity, using
different methods and algorithms. Regarding the data used, 6 out of 10 articles used
messages collected from the Twitter platform [57-60,63,65], while others used data from
Weibo [56], Sina Microblog [61], and WiseSearch [64], or in the case of the article [62],
where a more complex analysis was based on deep learning, the data used were extracted
from medical imaging data, text and literature data, health records data, molecular and
biological data, and mobility and interaction data. The main purpose of all articles is to
analyze how the pandemic affects society and the impacts it has on people, along with
developing strategies to improve policy decisions and health services.

Table 7. Brief summary of the content of the top 10 most global cited documents.

Paper (First Author, Year,

No. Journal, Reference) Title Methods Used Data Purpose
Examine how the COVID-19
The dataset consists of pandemic affects mental
The Impact of various Weibo posts well-being from a
Li §J, 2020, International COVID-19 Epidemic . . . oP ) .
. . Online Ecological Recognition from 17,865 active users, psychological perspective,
Journal of Environmental Declaration : . . . A
1 . . (OER) based on machine-learning gathered over an along with helping clinical
Research and Public on Psychological P . . .
. R predictive models interval of two weeks practitioners and assisting
Health [56] Consequences: A Study - . R
. 8 from 13 January to 26 policy makers, for improving
on Active Weibo Users .
January 2020. the services
and decisions.
Data collection using APIs,
Twitter Python Library, and
PostgreSQL database.
Predefined search terms. The dataset consists of
Abd-Alrazaq A, 2020, Top Concerps of Extraction of text and metadata. 167,073 unique English Identify the most common
; Tweeters During the Analysis of word tweets from . :
2 Journal of Medical Internet N . . topics posted on Twitter about
Research [57] COVID-19 Pandemic: frequency—unigrams 160,829 unique users the COVID-19 pandemic
- Infoveillance Study and bigrams. between 2 February and p ’
Latent Dirichlet allocation for 15 March 2020

topic modeling.
Sentiment analysis.
Mean metrics.
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Table 7. Cont.

Paper (First Author, Year,

No. Journal, Reference) Title Methods Used Data Purpose
Understand the impact of
COVID-19 Public Textual Analytics. COVID-19 tweets, ng;]g;irﬂazgegil?n fg :Ehc
3 Samuel J, Sentiment Insights and NRC sentiment lexicon. mostly based on fear Ad ditionallf d};mons};ratin.
2020, Information [58] Machine Learning for Data visualization. and negative he vi .1}.1’ P hi g
e O . . . . the viability of machine
Tweets Classification Machine learning techniques. sentiments. . A
learning classification methods
on sentiment analysis.
Public Perception of the ; Sentiment analysis using 107,990 COVID-19 Raise public awareness about
. requency of words analysis. . . COVID-19 pandemic trends
Boon-Itt S, 2020, JMIR COVID-19 Pandemic on R tweets in English, X g .
4 Publi o . NLP and National Research and identify meaningful
ublic Health and Twitter: Sentiment . - - collected between
. . . Council (NRC) sentiment lexicon. themes of concern expressed
Surveillance [59] Analysis and Topic L Dirichlet allocati 13 December and 9 b
Modeling Study atent Dirichlet allocation March 2020. LY
algorithm for topic modeling. Twitter users.
Naive Bayes classifiers. Dataset 1—23,000
Sentiment Analysis of Ensemble models— retweeted tweets
COVID-19 t yt b AdaBoost classifier. collected between
Dee Leavrv:iis y Support vector machine 1 January 2019 and Sentiment analysis during
5 Chakraborty K, 2020, Classiﬁepi‘s— A stu%l to (SVM) models. 23 March 2020. COVID-19 pandemic, along
Applied Soft Computing [60] show how Do ularizl is Linear models: logistic Dataset 2—226,668 with the usage and evaluation
affectin scclfn‘ac 1}; regression, linear model. tweets collected of deep learning classifiers.
Soc?a 1 me diay N-grams: unigrams, between December 2019
bigrams, trigrams. and
Doc2Vec model May 2020.
Investigate and analyze the
Chinese Public’s Data related to g;g;;zea;tzﬁgoll;gitgﬂ
Zhao YX, 2020, Journal Attention to the; Trend analysmi COVID-19 extracted regarding the COVID-19
6 . COVID-19 Epidemic on Keyword analysis. from Sina Microblog hot ; . A
of Medical Internet . . . . . epidemic during its early
- Social Media: Sentiment analysis. search list between 31 . . >
Research [61] ) . . stages in China, with the goal
Observational Social network analysis. December 2019 and 20 A S
Descrinti of providing valuable insights
escriptive Study February 2020. .
to aid government and
health departments
Supervised learning. Medical maging data.
ised 1 . Text and literature data. Enhanci blic health
Deep Learning Unsupervised learning. Health records data. nhancing public healt
7 Shorten C, 2021, Journal of applications Semi-supervised learning. Molecular and outcomes by using Deep
Big Data [62] PP Self-supervised learning. ; . Learning and various data to
for COVID-19 . . biological data. ) .
Reinforcement learning. 2 fight against COVID-19.
. Mobility and
Meta-learning. .
Interaction Data.
Topic modelin 1,499,421 unique
COVID-19 S tP t anal &: English-language Contribute to a deeper
LyuJC, 2021, Journal Vaccine-Related S;gggg air;? };?;s tweets from 583,499 understanding of public
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COVID-19 outbreak, providing
insights for real-time
surveillance and
targeted interventions.

3.4.3. Words Analysis

In this section, an analysis is carried out on keywords plus, authors” keywords, titles,
and abstracts in order to identify the most frequent terms used in the selected documents
and to gain a more comprehensive understanding of the research conducted, the domains,
the topics, and subjects that are being discussed, and the desired methodologies, objectives,
area of focus, and trends.
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Table 8 highlights the top 10 most frequent works in keywords plus, found in the
selected set of documents. Based on the information provided, “social media” is ranked
first with 69 occurrences, followed by “sentiment analysis” and “twitter”—each with
49, “impact”—43, “information”—29, “health”—28, “classification”—24, “media”—22,
“COVID-19"—21, and “model”—109.

Table 8. Top 10 most frequent words in keywords plus.

Words Occurrences
social media 69
sentiment analysis 49
twitter 49
impact 43
information 29
health 28
classification 24
media 22
COVID-19 21
model 19

As expected, the extracted keywords plus emphasize that the documents focus on
sentiment analysis through social media platforms, especially Twitter, and examine the
impact of COVID-19 on health and information, using techniques that include classification
and models.

The top 10 most frequent words in authors’ keywords are also related to the sentiment
analysis area in social media during the COVID-19 pandemic, including some specific
words related to the techniques used for the analysis—machine learning, natural language
processing, topic modeling, and deep learning.

Table 9 contains the following results: “sentiment analysis” with 426 occurrences,
“COVID-19"—401, “twitter"—159, “social media”—142, “machine learning”—75, “natural
language processing”—71, “topic modeling”—?53, “deep learning”—46, “coronavirus”—45,
and “pandemic”’—42.

Table 9. Top 10 most frequent words in authors” keywords.

Words Occurrences
sentiment analysis 426
COVID-19 401
twitter 159
social media 142
machine learning 75
natural language processing 71
topic modeling 53
deep learning 46
coronavirus 45
pandemic 42

Figure 16 illustrates the top 50 words from the two categories discussed above, namely
keywords plus and authors’” keywords. The use of color has the purpose of creating a
visually pleasing representation of the words.

The analysis of the top 10 most frequent bigrams in abstracts and titles results from
Table 10. At first glance, it can be observed that the first three bigrams are the same for both
the abstracts and titles. The leadership position is held by “sentiment analysis”, followed
by “social media” and “COVID-pandemic” but in a different order. This result is indeed
expected, considering that sentiment analysis during the COVID-19 pandemic through
social media is the main subject being covered, as can be straightforwardly seen from the
previous analysis of the first 10 most referenced articles.
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Figure 16. Top 50 words based on keywords plus (A) and authors’ keywords (B).

Table 10. Top 10 most frequent bigrams in abstracts and titles.

Bigrams in Abstracts Occurrences Bigrams in Titles Occurrences
sentiment analysis 633 sentiment analysis 190
social media 553 COVID-pandemic 133
COVID-pandemic 424 social media 85
public health 186 machine learning 34
machine learning 160 twitter data 34
natural language 115 deep learning 32
topic modeling 102 COVID-vaccines 25
COVID-vaccines 101 COVID-vaccine 24
language processing 100 public sentiment 24
public opinion 99 topic modeling 23

In the case of trigrams, only “natural language processing” is found in both abstracts
and titles in the first position. For abstracts, the second place is taken by “social media
platforms”, followed by “latent Dirichlet allocation”, while for titles, there are “social media
data” and “twitter sentiment analysis”. For more details, kindly refer to Table 11.

Table 11. Top 10 most frequent trigrams in abstracts and titles.

Trigrams in Abstracts Occurrences Trigrams in Titles Occurrences
natural language processing 100 natural language processing 16
social media platforms 61 social media data 14
latent dirichlet allocation 56 twitter sentiment analysis 12
coronavirus disease COVID 48 COVID-sentiment analysis 6
support vector machine 36 deep learning model 6
language processing nlp 35 text mining approach 6
social media data 32 COVID-vaccine hesitancy 5
world health organization 32 sentiment analysis approach 5
dirichlet allocation lda 27 social media sentiment 5
machine learning models 25 aspect-based s ntiment 4

analysis

3.5. Mixed Analysis

A mixed analysis is conducted in this section, using three-field plots for emphasizing
the correlation between distinct categories.

Figure 17 highlights the connection between countries, authors, and journals. As
expected, the USA has the most famous authors, of which Lu X is ranked first, and Healthcare
is the journal with the highest number of published papers.
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Figure 17. Three-field plot: countries (left), authors (middle), and journals (right).

Furthermore, it is worth noting that among the identified researchers, there are authors
who hold affiliations with multiple countries, indicating the presence of international collab-
orations in the field of sentiment analysis during the COVID-19 era. Another noteworthy
observation is that a significant number of researchers opted to publish their articles in
various journals rather than concentrating their contributions in a single publication.

The second mixed analysis is presented in Figure 18—this time between affiliations,
authors, and keywords.
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Figure 18. Three-field plot: affiliations (left), authors (middle), and keywords (right).
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As can be seen from Figure 18, the top examples of the authors” most popular key-
words include “sentiment analysis”, “COVID-19”, “twitter”, “machine learning”, and
“coronavirus”, all closely related to the area of sentiment analysis in the age of COVID-19.
The largest majority of the mentioned authors use at least five of the extracted keywords,
which is also evident from the titles of the analyzed research articles. In terms of affiliations,
the well-known University of Edinburgh is ranked first, followed by nine other prestigious
universities in the world. Furthermore, it should also be mentioned here that among the
selected authors, there are researchers who were affiliated with universities in foreign
countries, from where international collaborations arise, as well as cases of affiliation over
their time at various universities in their native countries. At the same time, there are also
authors who were not affiliated with any of the top 10 universities selected. For more
details, please see Figure 18.

4. Discussions

The bibliometric analysis in this paper, examining the scientific literature on sentiment
analysis during the COVID-19 period, revealed a heightened interest in this topic within
the research community throughout the analyzed timeframe.

As a result, it has been observed that, in terms of most relevant sources, the Journal of
Medical Internet Research and the International Journal of Environmental Research and Public
Health differentiate themselves from the rest of the journals, gathering 83 published papers
from the total number of 646 papers included in the dataset. Furthermore, analyzing the
publishing policies of the top 10 most prominent journals in terms of the number of papers
published in the area of sentiment analysis during COVID-19, it was observed that these top
10 publishing journals—namely the Journal of Medical Internet Research, International Journal
of Environmental Research and Public Health, IEEE Access, Sustainability, Applied Sciences, PLOS
ONE, International Journal of Advanced Computer Science and Applications, Frontiers in Public
Health, Healthcare, and [MIR Public Health and Surveillance—are all supporting the open
access policy for their published papers. Thus, by analyzing the journals’ local impact
based on the H-index, it can be observed that the journals that comprise the top 10 most
prominent journals in terms of the number of published papers have also been listed among
the journals with the highest impact based on the H-index—e.g., the Journal of Medical
Internet Research, International Journal of Environmental Research and Public Health, IEEE Access,
Sustainability, Applied Sciences, PLOS ONE, and JMIR Public Health and Surveillance—and the
open policy practice can be one of the top positions occupied by these journals, as it enables
fast and free access to the published papers for researchers worldwide. Furthermore, by
considering other bibliometric works from the field that have approached similar topics, it
was observed that some of the above-mentioned journals have proved to be the preferred
journals for the authors publishing papers related to sentiment analysis. For example, in the
paper authored by Yu and Munoz-Justicia [27], which focuses on the bibliometric analysis
of the Twitter-related studies, the authors listed PLOS ONE, Social Network Analysis and
Mining, and the Journal of Medical Internet Research among the top 10 most relevant sources.
Also, Sanchez-Nunez et al. [66], in a paper featuring a bibliometric analysis on opinion
mining, sentiment analysis, and emotion understanding, have identified among the top
10 most relevant journals the following sources, which have also been identified in the
present study: Frontiers in Psychology, PLOS ONE, Sustainability, and the International Journal
of Advanced Computer Science and Applications. Moreover, IEEE Access has been listed among
the top preferred sources in the bibliometric studies conducted by Puteh et al. [67] in the
area of sentiment analysis with deep learning and by Sarirete [50] in the area of sentiment
analysis in the context of COVID-19 vaccines. As these journals have been mentioned in
multiple bibliometric studies from the area of sentiment analysis, this allows us to believe
that these journals are representative for this research area, which makes them chosen by
the research community.

Considering the most active affiliations, it has been observed that some of the univer-
sities listed as top contributors in the area of sentiment analysis in the time of COVID-19
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have also been identified as top contributors in the area of sentiment analysis according to
other bibliometric studies. For example, King Saud University, which was listed as a top
contributing university in our research, can also be identified in the top 3 contributing uni-
versities for studies in the area of sentiment analysis associated with the decision models in
marketing, as reported by Casas-Valadez et al. [68]. Furthermore, Harvard Medical School
was listed in the third position based on the contribution in the current study and was
listed as a first contributor by Sarirete [50] in a bibliometric paper in the area of sentiment
analysis in the context of COVID-19 vaccines, while Sichuan University—listed in the
16th position in the present study based on the number of published papers—has been
listed as the first contributor by Bagane et al. [69] in a bibliometric paper related to stock
market prediction using sentiment analysis and long short-term memory (LSTM). Also,
Tsinghua University—listed in the 12th position in the current paper based on the number
of published papers—has been listed in 4th position by Puteh et al. [67] in a paper featuring
the bibliometric analysis of the sentiment analysis with deep learning, while the University
of Malaya—listed in the 19th position in the current study—has been listed in 18th position
in a bibliometric study in the area of opinion mining, sentiment analysis, and emotion
understanding in advertising authored by Sanchez-Nunez et al. [66]. Thus, as some of
the top contributing universities have also been identified among the top contributing
universities in similar studies, the interest of the top contributing universities for studies in
the area of sentiment analysis can be highlighted once more.

By analyzing the most relevant authors’” keywords, in addition to the “sentiment
analysis”-related keywords and the keywords associated with the COVID-19 pandemic,
which are specific to the current study, it can be observed that in the bibliometric analyses
conducted on the sentiment analysis field by various authors from the field, there are a
series of authors” keywords that are similar to the ones extracted in this paper, such as
“twitter” [50,54,55], “social media” [27,50,52,54,55], “machine learning” [27,52,55,67], “nat-
ural language processing” [50,55,67], “topic modeling” [52], and “deep learning” [52,55,67].
Furthermore, in terms of keywords plus, which are specific to the analyses conducted
on the papers extracted from the WoS database, the following keywords plus have been
identified in the study conducted by Yu and Munoz-Justicia [27] on Twitter-related studies
indexed in WoS: “social media”, “impact”, “media”, and “model”.

Last, regarding the topic of the top 10 most cited papers in the area of sentiment
analysis in the time of COVID-19, it has been observed that the papers can be grouped into
several general themes, such as:

e Psychological impact and well-being: examining the psychological impact of the
COVID-19 pandemic on mental well-being [56], sentiment analysis during the COVID-
19 pandemic with a focus on fear [58], analyzing emotional responses and concerns of
the public during the early stages of the epidemic [61];

e  Social media analysis: identifying common topics on Twitter related to the COVID-19
pandemic [57], raising awareness about pandemic trends and concerns expressed by
Twitter users [59], investigating public discourse on social media, including topics,
themes, emotional reactions, and sentiment changes [65];

e  Technology and analysis methods: demonstrating the viability of machine learning
classification methods for sentiment analysis [58], usage, and evaluation of deep
learning classifiers for sentiment analysis [60];

e  Public health: enhancing public health outcomes through the use of deep learning
and diverse data sources [62], analyzing public perceptions, concerns, and sentiments
surrounding COVID-19 vaccines [63];

e  Media and communication: examining trends in media-driven health communications
in the context of the COVID-19 pandemic and gathering media reports to understand
media’s role in the pandemic [64];

o Considering the above-mentioned themes, it can be observed, as expected, that all
of them are gravitating around the COVID-19-pandemic-generated situation and are
trying to address sentiment analysis through a multifaceted approach.
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5. Limitations

Notwithstanding the valuable insights gleaned from this research, it is essential to
acknowledge and discuss the limitations of this analysis.

First and foremost, it is important to note that the selection of articles for inclusion
in this analysis was limited to those available in the Web of Science database. While the
database is comprehensive, the exclusion of articles not indexed within it may be perceived
as a limitation. Expanding the search to encompass multiple databases, such as Scopus,
could have potentially enriched the dataset and provided a more comprehensive view of
the field.

Furthermore, the choice of specific keywords used for the selection of articles may
have influenced the composition of the final dataset. Employing a broader spectrum of
keywords could have yielded a different set of data, potentially affecting the outcomes.

Language presents another constraint in this analysis, as only English-language papers
were included. This limitation may result in the exclusion of relevant articles authored by
non-English speakers, potentially impacting the overall findings.

Additionally, the analysis was confined to works categorized as “articles” within the
Web of Science platform. Expanding the scope to include other document types may have
substantially increased the number of articles available for analysis.

In light of these selection constraints, it is important to recognize that some articles
may have been omitted, potentially affecting the precision of the results. Bibliometric
analysis provides a snapshot of the existing literature at a specific moment, and certain
emerging trends, strategies, or findings may not have been fully captured.

6. Conclusions

The objective of this article was to provide a comprehensive bibliometric analysis of
sentiment analysis during the COVID-19 pandemic, using a dataset of 646 articles extracted
from the Web of Science database published between 2020 and 2022.

Utilizing bibliometrics, the study unveiled various trends and perspectives, yielding
valuable insights into this domain. It highlighted influential researchers and significant
papers, emphasizing the substantial number of articles in this area. The increased citation
counts point to a growing interest among researchers in this field during the analyzed
period. Among the topics explored and meticulously examined are the following: the
evolution of annual scientific production, changes in annual average article citations per
year, the most relevant sources, authors actively engaged in research, their countries of
origin and affiliations, scientific production by country, collaborative networks among
countries, significant journals, word analysis, and much more. Additionally, the study
delved into a review of the top 10 most cited papers in this field, providing insights into
their data, methodologies, and the subjects addressed, thus enhancing the understanding
of the research landscape.

In conclusion, this study holds relevance for the field of sentiment analysis during
the COVID-19 pandemic, offering a valuable bibliometric perspective. It underscores the
significance of social networks as a rich source for understanding people’s emotions and
viewpoints during challenging times, which, in turn, plays a pivotal role in shaping political
and medical decisions and devising strategies to enhance overall well-being.

Looking ahead to future research endeavors, these can focus on reducing the limi-
tations of the current study. For example, extracting papers from additional databases
(such as Scopus) can provide a more in-depth understanding of the research on sentiment
analysis in the time of COVID-19. Additionally, a comparative analysis between the papers
written in the area of sentiment analysis in the time of COVID-19 and in the periods of
other epidemics could be of interest for better shaping the research community’s interest
in sentiment analysis in such difficult periods. Furthermore, a parallel between the pre-
pandemic-period and pandemic-period research interests in the area of sentiment analysis
could help in better assessing the extent of the surge in interest in this research area and
could provide more information related to the changes in the research focus between the
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two periods. Additionally, a more specific bibliometric analysis, focusing on the various
aspects related to sentiment analysis in the COVID-19 pandemic period generated by
the different events that occurred in this period—such as the development of vaccines,
the government decisions to establish lockdowns and /or mask-wearing mandates, etc.—
could also be of interest for gathering a more holistic view of sentiment analysis in the era
of COVID-19.
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