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Abstract: The aim of this research is to study the specifics of the road accident rate formation processes
in regions of the Russian Federation (2021) using information-entropic analysis. The typical research
approaches (correlation-regression, factorial analyses, simulation modelling, etc.) do not always
allow us to identify its specificity. It is impossible to evaluate the quality of the researched process’s
structure using these methods. However, this knowledge is required to understand the distinctions
between high-quality road safety management and its opposite. In order to achieve the goal of the
research methodology based on the use of the classical approaches of C. Shannon, the quantitative
value of information entropy H was elaborated. The key components of this method are the modelling
of the cause-and-effect chain of road accident rate formation and the consideration of the relative
significances of individual blocks of the process in achieving the final result. During the research the
required statistical data were collected and the structure of the road accident rate formation process in
82 regions of the Russian Federation in the format “Population P—Fleet of vehicles NVh—Road Traffic
Accidents NRA—RTA Victims NV—Fatality Cases ND” was analyzed. The fact that the structure of
the road accident rate formation process is extremely specific in different Russian regions was shown.
Exactly this specificity forms the degree of ambiguity in the state of Russian regional road safety
provision systems in terms of the probability of death in road accidents. The main conclusion of this
research is that information-entropic analysis can be successfully used to assess the structural quality
of road safety systems.

Keywords: road safety specifics; features of road traffic accident rate; the cause–effect chain of the
process; cybernetic modeling; Shannon information theory; entropy; information transfer coefficients;
quantitative assessment; regions of Russian Federation

1. Introduction

Large countries, including Russia, are characterized by a relatively low quality of
system management [1–3]. This applies to a variety of aspects, including road safety (RS)
management. The gigantic territory of the Russian Federation (more than 17 million km2)
is divided into eight federal districts, uniting 85 subjects of the Federation (82 regions
and three cities of federal status). Attempts to build a vertically integrated road safety
management system in the Russian Federation are mainly expressed in the form of directive
and regulatory legislation and its promotion from the level of the Federal Center to the
regions. This practice is reinforced by total control by federal supervisory authorities
(the Prosecutor’s Office and other organizations). Ultimately, in recent years (2010–2022)
these measures can be recognized as more or less successful. The statistics on the road
traffic accident rate and the dynamics of the indicators that characterize it confirm this
assumption to a degree. Thus, over the past 10 years in Russia the value of Human
Risk HR has decreased from HR2010 = 18.6 road traffic deaths/100,000 inhabitants down to
HR2020 = 10.8 road traffic deaths/100,000 inhabitants or by 42% [4]. This is a good result,
which, however, does not allow us to understand the essence of the processes behind it [5].
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In order to understand the internal mechanisms for improving road safety in Russia,
it is necessary to conduct a structural (information entropy) analysis of the very process
of formation of the road traffic accident rate. Moreover, it is desirable to carry out this
procedure not only in relation to a large system (the Russian Federation), but also in relation
to its subsystems (82 regions and three cities of federal status) in order to identify specific
regional features of the structure of the process.

1.1. Why Was Information-Entropic Analysis Chosen as a Tool for Studying the Features of the
Road Traffic Accident Rate Formation?

The author chose the information entropy approach for solving the problems of
analyzing the features of the processes of formation of the road traffic accident rate for
two major reasons. Firstly, an analysis of the results of numerous research works on
road safety [6–8] shows the ineffectiveness of building regression models of the type
Y = f (X1, X2, . . . , Xm) [9–11]. This is easily explained: road safety, as a system property, is
the result of hundreds, if not thousands [12,13], of reasons affecting system elements and
the relations between them. At first glance, attempts to build relatively simple or more
complex regression models are quite successful, but in the end, they are inoperable due
to the low reliability of the process under study [14]. Secondly, a detailed analysis of the
behaviour of any complex system sooner or later leads the researcher to the realization of
the fact that even the simplest system model, with a certain formulation of the question,
can be likened to models successfully used in thermodynamics [15]. On the other hand,
as A. Ben-Naim [16] points out: “There is no other concept which was gravely misused,
misapplied and in some instances, even abused”. Nevertheless, the author does not know
a more effective way for a qualitative assessment of complex systems than using the
information entropy approach.

1.2. Outline of the Article

The article is organized in seven Sections, as follows: Section 2 presents the results of
the analysis of previously performed works directly or indirectly related to the topic of the
article. Section 3 presents the problems of the research task and the simplest cause–effect
chain of the process of formation of the road traffic accident rate. The original idea and
objective of the study are also formulated here: “It is necessary to identify the specifics
of the road traffic accident rate in 82 regions of the Russian Federation and do this using
information entropy analysis”. Section 4 briefly presents the theoretical aspects of the
quantitative assessment of the structural specifics of the regional road traffic accident rate
in Russia. Section 5 contains information on the results of a study of the information
entropy specifics of the regional road traffic accident rate in Russia (2021). Section 6 is
devoted to a discussion of the informational meanings of uncertainty (chaoticity) of the
processes of formation of the road traffic accident rate. The article ends with general
conclusions, methodological recommendations on the use of information entropy analysis
and a discussion of model variants of the processes of formation of the regional road traffic
accident rate in Russia (Section 7).

1.3. Study’s Limitations

There are several important comments related to possible criticism about the quality of
the statistical data used to characterize road traffic accidents in Russian regions. First, only
official statistics of the Main Directorate for Traffic Safety [17] and the Federal State Statistics
Service [18] were used in this paper. Second, it is well-known that official road accident rate
data are not fully objective [19] and this observation applies to many countries [20]. Third,
research by Russian experts devoted to the analysis of the objectivity of the official data of
the Main Directorate for Traffic Safety on the indicators of the road accident rate have been
examined in detail [21,22]. The final conclusions of these studies are controversial. The
authors [21] claim that a multilayered (district–region–Federal District–Russian Federation)
system of statistical characteristics accounting creates a 10–20% inaccuracy, but this error
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rate is systematic and it does not affect comparative (for different regions) conclusions. The
authors of [22] are sure that the official Russian data on characteristics of road accident rate
are underestimated; however, they do not prove it with statistical evaluations.

The summary is that only official state statistics data were used to assess the information-
entropic aspects of the specifics of regional road accident rate in Russia (2021). The objectivity of
these data can be doubted, but at the same time, the passive experiment assumes complete trust
in official statistics [17,18].

2. Analysis of Previous Works

During the preparation of this article, an extensive analysis of the state of the issue
was carried out. All analyzed information sources were classified into two groups—works
of general philosophical content [23–42] and articles devoted to the use of entropy methods
in assessing the quality of system structures [43–52].

In its modern interpretation, the high quality of process management or management
of the functioning of complex systems is characterized by a low level of chaos of the
processes and a high probability of finding a system at a certain, given state [53]. The
probability of finding a system at a given state is a function of information entropy [54].

The concept of entropy has a complex history. It was first introduced by R. Clausius in
thermodynamics in 1865 to determine the measure of irreversible dissipation of energy, the
measure of deviation of a real process from an ideal one [55]. Over the next one hundred
and fifty years, the concept of entropy has become widely used in various scientific fields.
As M.M. Kostic points out in [56], “Entropy is the most used and often abused concept
in science, but also in philosophy and society. Further confusions are produced by some
attempts to generalize entropy with similar but not the same concepts in other disciplines.
Von Neumann once remarked that “whoever uses the term “entropy” in a discussion
always wins since no one knows what entropy really is, so in a debate one always has
the advantage”.

Three giants of world science—E. Schrödinger [24], C. Shannon [25,26], and
N. Wiener [27]—made an extremely significant contribution to the development of in-
formation science and formalized the concept of “information entropy”. C. Shannon in his
works [25,26] studied the informational aspect of entropy in depth. E. Schrödinger [24],
as Hegel’s dialectics obliges, introduced the antipodal concept of “negative entropy” or
“negentropy” into use. In contrast to entropy’s measure of chaos, negentropy describes a
degree of order, organization, and certainty. N. Wiener [27] linked the concepts of informa-
tion and negentropy. In his book “Cybernetics” [27], he independently presented Wiener’s
formula, which is only one minus sign away from Shannon’s information quantity formula.

Over the next 70 years (1950–2020), C. Shannon’s information theory and N. Wiener’s
ideas of cybernetics became most widespread. Almost all the achievements of the fifth
wave of innovation are based on the postulates of C. Shannon’s and N. Wiener’s theoretical
developments. Accordingly, the development of entropy was embodied in the development
of many author’s versions of entropy (A. Rényi’s entropy, C. Tsallis’s entropy, etc.).

An attempt to generalize various versions of entropies was made in the framework
of [57], where the so-called Entropy Universe is presented. Shannon’s information en-
tropy [25,26] occupies a central place in it. An in-depth analysis carried out by the authors
of [57] showed that (in the period 1950–2020) the total number of references to Shannon’s
information entropy in articles of peer-reviewed journals in Scopus was 34,751, which
is almost 50% of the total number of references to 40 different types of entropy (70,495
in total).

An analysis of the use of entropy methods in assessing the quality of system structures
has shown that this research subject is also actively developing [38,40,42,44,49,54]. The
ideas of assessing the system quality are based on the postulate of the required rationality of
the structure of system elements, the degree of which depends on their relative weight (i.e.,
on their significance for the system) within the system. Figure 1 shows the simplest example
illustrating the idea of maximizing entropy in the case of equal weights of two components
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of the system. In this case, the system is characterized by the maximum level of chaos since
system elements are equivalent in significance (system weight).
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Figure 1. Simplest example of the distribution of entropy values H for a two-component system
(components [+] and [−]). In the case of equal weights of two components of the system (when
w(+) = w(−)) the entropy of the system H = 1.0.

Entropy ideas for assessing the quality of system structures are implemented in
various fields of knowledge [38,40,42,44,49,54]. The main idea of the above articles is that
the entropy method is used to determine the weight of evaluation indices and establish a
multi-level fuzzy synthetic evaluation model. This method will also be used in our case to
identify the specifics of the road traffic accident rate in the regions of Russia.

3. Initial Idea and Problem Statement
3.1. Cause–Effect Chain of the Process of the Road Traffic Accident Rate Formation

An information-structural analysis of a particular system process implies building
a cause–effect chain, i.e., defining a set of information blocks related by a cause–effect
relationship [58,59].

The road traffic accident rate, as one of the most negative results of the functioning
of large transport systems, is characterised by the following simplest cause–effect chain
(Figure 2).
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Figure 2. Simplest cause–effect chain of the process of the road traffic accident rate formation.

The simplicity and identity of the cause–effect chain (Figure 2) to the studied infor-
mation process of the road traffic accident rate formation is confirmed by the presence
of a pronounced correlation between the blocks. Correlation analysis carried out in re-
lation to 82 subjects of the Russian Federation made it possible to obtain the following
correlation matrix of the relationship between regional values (2021) of the characteristics
corresponding to the five blocks of the cause–effect chain (Figure 3, Table 1).



Information 2023, 14, 138 5 of 23

Information 2023, 14, x FOR PEER REVIEW 5 of 23 
 

 

tion to 82 subjects of the Russian Federation made it possible to obtain the following 
correlation matrix of the relationship between regional values (2021) of the characteristics 
corresponding to the five blocks of the cause–effect chain (Figure 3, Table 1). 

 
Figure 3. Correlation matrix of the relation between the blocks of the cause–effect chain of the 
process of the road traffic accident rate formation (2021) in 82 regions of the Russian Federation 
(excluding cities of federal significance). 

Table 1 represents numerical values r for the сorrelation matrix of the relation be-
tween the blocks of the cause–effect chain (Figure 3). 

Table 1. Values of the Pearson correlation coefficient r (Figure 3). 

- P NVh NRA NV ND 
P 1.0 0.9823 0.9272 0.8909 0.7707 

NVh 0.9823 1.0 0.9282 0.9015 0.7974 
NRA 0.9272 0.9282 1.0 0.9892 0.8088 
NV 0.8909 0.9015 0.9892 1.0 0.8622 
ND 0.7707 0.7974 0.8088 0.8622 1.0 

Cities of Russia of federal significance (Moscow, St. Petersburg, Sevastopol) are ex-
cluded from the analysis due to the informational specifics of the formation of the acci-
dent rate inherent in cities [60]. 

Even a simple visual analysis of the correlation matrix allows us to conclude that 
there is a statistical relationship between the variables (blocks of the studied cause–effect 
chain of the process of formation of the road traffic accident rate). However, the correla-
tion regression analysis does not allow us to fully establish the regional specifics of this 
process. Thus, the information entropy analysis can help with this. The most important 
part of the information entropy analysis is the analysis of the structure of the process 
under study. This is why in the following sections much attention is paid to the specifics 
of the structure of the road traffic accident rate. 

3.2. Initial Idea and Problem Statement 

Figure 3. Correlation matrix of the relation between the blocks of the cause–effect chain of the process
of the road traffic accident rate formation (2021) in 82 regions of the Russian Federation (excluding
cities of federal significance).

Table 1. Values of the Pearson correlation coefficient r (Figure 3).

- P NVh NRA NV ND

P 1.0 0.9823 0.9272 0.8909 0.7707

NVh 0.9823 1.0 0.9282 0.9015 0.7974

NRA 0.9272 0.9282 1.0 0.9892 0.8088

NV 0.8909 0.9015 0.9892 1.0 0.8622

ND 0.7707 0.7974 0.8088 0.8622 1.0

Table 1 represents numerical values r for the correlation matrix of the relation between
the blocks of the cause–effect chain (Figure 3).

Cities of Russia of federal significance (Moscow, St. Petersburg, Sevastopol) are
excluded from the analysis due to the informational specifics of the formation of the
accident rate inherent in cities [60].

Even a simple visual analysis of the correlation matrix allows us to conclude that
there is a statistical relationship between the variables (blocks of the studied cause–effect
chain of the process of formation of the road traffic accident rate). However, the correlation
regression analysis does not allow us to fully establish the regional specifics of this process.
Thus, the information entropy analysis can help with this. The most important part of the
information entropy analysis is the analysis of the structure of the process under study.
This is why in the following sections much attention is paid to the specifics of the structure
of the road traffic accident rate.
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3.2. Initial Idea and Problem Statement

Back in 1949, R. Smeed, a father of motor transport science [61,62], proposed to evalu-
ate the quality of state (regional) road safety systems using two specific characteristics—
Human Risk HR (1) and Transport Risk TR (2).

HR = ND
(P/100,000) ,

number of dead people in traffic accidents/100, 000 people.
(1)

HR = ND
(NVh/100,000) ,

number of dead people in traffic accidents/100, 000 vehicles
(2)

where

ND—number of dead people in traffic accidents in year;
P—median size of population of country (region);
NVh—size of vehicle fleet.

It is clear that these characteristics are derived from the relation of the final fifth block
of the cause–effect chain (Figure 2), Fatality Cases ND, to the first (Population P) and second
(Fleet of vehicles NVh) blocks of the cause–effect chain. Continuing this logic, it is easy to
come to the realization that there are two more important descriptive characteristics of the
process that relate the final fifth block of the cause–effect chain (Figure 2), Fatality Cases
ND, to the third (Road traffic accidents (RTA), NRA) and fourth (RTA victims NV) blocks.
These are RTA significance (3) and RTA severity (4):

RTA Signi f icance (SignRTA) = ND
NRA

,
number of dead people in one road traffic accident.

(3)

RTA Severity (SevRTA) = ND
NV
· 100%,

%of the dead people from the number of victims.
(4)

where

NRA—number of road traffic accidents (RTA) in the country (region), accidents/year;
NV—number of victims of road traffic accidents in the country (region), people/year.

Figure 4 presents this logical relationship graphically.
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the blocks of the cause–effect chain of formation of the road traffic accident rate.

K. Rumar wrote [63] that the population size and characteristics of the usage of the
vehicle fleet on one hand and the possibility of death or injury in a road accident on the
other hand are in a certain ratio. His papers convincingly show the primacy of the risk
of injury and death in road accidents over any other excesses related to other types of
transport. He is the author of the classification of road safety problematics. According to K.
Rumar [63] all problems of road safety can be classified as:
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(a) explicit (first-order problems);
(b) requiring serious analysis (second-order problems);
(c) totally hidden (third-order problems).

According to author’s ideas [63] third-order problems block the solution of the first-
and second-order problems but it is hard to reveal and identify them: “By third order
(hidden) road safety problems are meant problems that do not become immediately obvious
from studying the accident or injury statistics. These problems are often of a more general
character, not dealing directly with the traffic situation but with underlying processes or
conditions. These conditions may deal with the organization of road safety work such as
central or distributed responsibilities, decision processes, resources, co-ordination and roles.
They may also concern the management of the road safety such as the steering process of
road safety work. They may concern the awareness, the values and knowledge of road
safety measures that are typical for citizens in a society—decisions makers, road safety
workers as well as roads users. Third order road safety problems prevent or block the
possible solutions of the first and second order problems. An improvement of third order
problems would facilitate the implementation of much of the knowledge we have today
about effective countermeasures which for one reason or another are not implemented”.

Therefore, it makes sense to conduct a structural analysis of the road safety formation
process. The toolkit of this study is an information-entropic analysis of the road accident
rate formation process.

Let us build a correlation matrix (Figure 5, Table 2) of the relationship of four char-
acteristics of the road traffic accident rate in the regions of Russia (2021)—HR, TR, RTA
Significance (SignRTA), and RTA Severity (SevRTA).
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Table 2 represents numerical values r for the correlation matrix of the relationships
among four characteristics of the road traffic accident rate (Figure 5).

The statistical relationships among the characteristics of the road traffic accident
rate (HR, TR, RTA Significance and RTA Severity) here (Figure 4) are much weaker than
when assessing a similar relationship (Figure 3) between the blocks of the cause–effect
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chain “Population P—Fleet of vehicles NVh—Road Traffic Accidents NRA—RTA Victims
NV—Fatality Cases ND” (Figure 2).

Table 2. Values of the Pearson correlation coefficient r (Figure 5).

- HR TR SignRTA SvRTA

HR 1.0 0.8203 0.3125 0.2962

TR 0.8203 1.0 0.4262 0.3759

SignRTA 0.3125 0.4262 1.0 0.9662

SvRTA 0.2962 0.3759 0.9662 1.0

This has the following explanation: the corresponding specifics are determined by the
internal structure of the information process, i.e., proportional relationships between the
characteristics of adjacent blocks of the cause–effect chain (Figure 6).
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These ratios are quite variable in different regions of such a large country as the
Russian Federation. Thus, Automobilization A in the regions of Russia varies in the range
A = [219.7; 696.5]; RTA probability P RTA in the range P RTA = [0.00058; 0.00649]; RTA
significance Sign RTA in the range Sign RTA = [1.182; 1.849]; and RTA severity Sv RTA in the
range Sv RTA = [5.15; 22.28]. The distributions of the values of the corresponding indicators
in the regions of Russia (82 regions) are shown in Figure 7.
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Figure 7. Statistical distributions of regional values of characteristics that determine the specifics of
the information process of the functioning of the regional transport system. (a) Automobilization A;
(b) RTA Probability P RTA; (c) RTA Significance Sign RTA; (d) RTA Severity Sv RTA.

Perhaps we can note very wide ranges of values of all four indicators—A, P RTA, Sc
RTA, Sv RTA—by 1.5 . . . 11 times. This variability is determined by the fact that a number
of regions of the Russian Federation (no more than 12 . . . 15 in total) are characterized by
very non-standard values of A, P RTA, Sc RTA and Sv RTA. Thus, the highest values of P RTA,
Sc RTA, and Sv RTA were typical for such Russian regions as the Republic of Tuva and the
Republic of Kalmykia. Non-standard values of P RTA, Sign RTA and Sv RTA were also typical
for a number of North Caucasian regions (for example, for the Chechen Republic and the
Republic of Ingushetia). Moreover, it is in these subjects of the Russian Federation that the
minimum (for all regions of Russia) values of motorization A and the maximum values
of RTA Severity Sv RTA are recorded. There is a kind of data imbalance—a discrepancy
between regional specifics and the all-Russian situation.

Thus, we have come to the stage of stating the problem, which is formulated as follows:
We need to identify the specifics of the road traffic accident rate in 82 regions of the Russian
Federation using information entropy analysis. The results of the analysis of these specifics
will allow optimization of the processes of road safety (RS) management in Russia by
identifying “specific bottlenecks” in the cause–effect chain that characterizes the process of
accident rate formation. This will allow the development and implementation in practice of
special management approaches in the field of road safety adapted to the needs of specific
regions of the country.

4. Theoretical Aspects of Quantitative Assessment of the Structural Specifics of the
Regional Road Traffic Accident Rate in Russia

In the course of information analysis of the process of formation of the road traffic
accident rate, aspects of the specifics of assessing information transformation are important.
The transfer of information along the cause–effect chain (Figure 2) occurs with certain
transformational changes [58,59]. This information transformation can be identified by the
information transfer coefficient Ki (5):

Ki =
Xi+1

Xi
(5)

where

Xi+1—the value of the characteristic of the subsequent block of the cause–effect chain of the
process under study;
Xi—the value of the characteristic of the previous block of the cause–effect chain.

Table 3 elaborates on this approach.
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Table 3. Coefficients of information transformation Ki.

Links in the Cause–Effect Chain of Road Traffic Accident Rate Formation

Link
Population P—Fleet

of vehicles
NVh

Link
Fleet of vehicles

NVh—Road Traffic
Accidents

NRA

Link
Road Traffic

Accidents NRA—RTA
Victims

NV

Link
RTA Victims

NV—Fatality Cases
ND

Coefficients of information transformation Ki

K1 = KN K2 = KRA K3 = KV K4 = KD

Accordingly, K1 or KN determines the level of actual motorization in the region; K2 or
KRA determines the probability of an average city resident being involved in an accident;
K3 or KV characterizes the scale of the accident, i.e., the average number of victims per road
accident; K4 or KD characterizes the severity of the accident, i.e., proportion of those killed
in road accidents.

Let us build a correlation matrix of the statistical relationships between the coefficients
of transformation of numerical information Ki: K1, K2, K3, K4 (Figure 8, Table 4).
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Table 4. Values of the Pearson correlation coefficients r (Figure 8).

- K1 = KN K2 = KRA K3 = KV K4 = KD

K1 = KN 1.0 −0.2540 −0.2278 −0.2854

K2 = KRA −0.2540 1.0 0.1681 −0.3197

K3 = KV −0.2278 0.1681 1.0 0.4680

K4 = KD −0.2854 −0.3197 0.4680 1.0

Analysis of Figure 8 shows that the statistical relationships among the coefficients of
transformation of numerical information K1, K2, K3, and K4 between the links in the cause–
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effect chain are very weak (R2 < 0.3). This is a sign of the serious specifics of the processes
of formation of the road traffic accident rate in various regions of the Russian Federation.

Table 4 represents numerical values r for the relationships among the four coefficients
of information transformation Ki of the cause–effect chain for the regions of Russia (2021)
(Figure 8).

The values of the coefficients of transformation of numerical information Ki will
determine the specifics of Shannon’s information entropy H [25,26] for specific regional
road safety systems (6):

H = −
n

∑
i=1

wi · ln wi, (6)

where

n—number of information transmission links;

wi—weight coefficients, meeting the normalization condition (
n
∑

i=1
wi = 1).

The derivative of the entropy H is the relative entropy Hn (in the dimension [0; 1]),
defined as (7):

H =
H

Hmax
=

H
ln(n)

(7)

The entropy maximum Hmax is formed under conditions of a multilink (or with a large
number of blocks) cause–effect chain; in this relation, Hmax = ln(n). This is explained by the
fact that it is in complex systems that situational uncertainty increases significantly.

As follows from (6), determining the structure of the weight coefficients wi for assess-
ing the positive contribution Q of various links in the chain “Population (P)–< . . . >–Fatality
Cases (ND)” is of paramount importance for estimating the value of the entropy HRS and
the relative entropy Hn RS. Having the calculated values of the positive weight wN , wRA,
wV and wD allows us to solve the main problem of entropy analysis—assessing the degree
of influence of various blocks (links) of the chain “Population (P)–< . . . >–Fatality Cases
(ND)” in the formation of the final accident rate.

Weight coefficients wi are defined as (8):

wi =
Qi
Q

(8)

where

Qi—positive share of a link in the cause–effect chain of road traffic accident rate formation;
Q—overall positive of the process of functioning of the cause–effect chain.

Positive values of Qi of different links in the cause–effect chain of road accident rate
formation (Figure 2) are significant in the formation of the result.

Positive Q is determined by formula (9) and formula (10) [64]:

Q = ∑ Qi = QN + QRA + QV + QD, (9)

Q = ∑ Qi = ln(
1

KN
) + ln(

1
KRA

) + ln(QV) + ln(
1

QD
), (10)

where

QN = ln(1/KN)—positive share of link 1, Population—Fleet of vehicles;
QRA = ln(1/KRA)—positive share of link 2, Fleet of vehicles—Road Traffic Accidents;
QV = ln(KV)—positive share of link 3, Road Traffic Accidents (RTA)—RTA victims;
QD = ln(1/KD)—positive share of link 4, RTA victims—Fatality Cases.
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The share of each link wi [64] in the cause–effect chain of road accident rate formation
in the total balance is (11):

wi =
Qi

4
∑

i=1
Qi

=
Qi

ln(1/KN) + ln(1/KRA) + ln(KV) + ln(1/KD)
(11)

The obtained estimates of the weights wi or the significance of individual process links
in the overall process are the source material for the structural analysis of the process under
study. Thus, the relative entropy Hn characterizes the structure of the entire process of
formation of the road traffic accident rate, rather than the ratio of the final result of the
process, fatality cases (ND) to population (P).

The determining value for Shannon’s information entropy H will be the particular
values of the positive Qi of a certain link in the cause–effect chain (Figure 2) and the values
of the information transformation coefficients Ki.

The values of these coefficients (Ki) for 82 regions of Russia vary over a wide range.
That is why the values of the entropy H RS and the relative entropy Hn RS of road safety
systems in Russian regions will also differ significantly.

5. Results of the Study of Information Entropy Specifics of the Regional Road Traffic
Accident Rate in Russia

When researching the information entropy specifics of the regional road traffic accident
rate in Russia, the author used official data on the road traffic accident rate provided by the
Main Directorate for Traffic Safety of the Ministry of Internal Affairs of Russia [65], as well
as data on the population [66] and the number of vehicles in Russian regions [65].

Appendix A presents the calculated values of the entropy H RS and the relative
entropy Hn RS, typical for Russian regional road safety systems. It also presents data on the
corresponding regional values of Ki..

The actual range of values of the relative entropy Hn RS of the processes of functioning
of regional road safety systems is Hn RS = [0.631; 0.810]. Hn RS values in the regions of the
country vary quite widely and the explanation for this is simple: the wide variety of living
conditions of the Russian population (climatic, socio-economic, quality of life, etc.). For
example, Figure 9 shows data on population density in Russia (2021).
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However, let us return to the study of the information entropy specifics of the regional
road traffic accident rate in Russia. As shown earlier, these specifics are determined by the
features of data transformation in the course of movement along the cause–effect chain
(Figure 2) and can be identified using the information transfer coefficients Ki (5).

The numerical values of the information transformation coefficients Ki for Russian
regions (2021) vary in the following ranges of values (Table 5).
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Table 5. Ranges of the actual values of the information transformation coefficients Ki in the regions of
Russia (2021).

Values of Coefficients of Information Transmission between Links Ki

K1 = KN K2 = KRA K3 = KV K4 = KD

[0.220; 0.696] [0.0006; 0.0065] [1.182; 1.849] [0.052; 0.223]

Figure 10 shows the statistical distributions of the values of the information transfor-
mation coefficients Ki for the regions of Russia (2021). 

2 

 

Figure 10. Statistical distributions of values of coefficients of information transformation Ki (2021).

Note (Figure 10) that the regional KN values differ by more than three times; KRA
values differ by more than ten times; KV values differ by 1.6 times; and KD values differ
by more than four times. This is what testifies to the regional specifics of the road traffic
accident rate in Russia.

In addition, the regional specifics of the road traffic accident rate in Russia are also
characterized by the type of distribution law for the corresponding values of the information
transformation coefficients Ki. Thus, distributions of the values of K1 = KN, K2 = KRA and
K4 = KD correspond to the normal law and distribution of the values of K3 = KV, to the
extremal law. We note that even in the case of a completely normal distribution of the
KRA and KD values quite similar to the diagrams in Figure 10b,d, in the aggregate, there
are values that remain outside the coverage area of the theoretical distribution. These
are “outlet points” corresponding to regions of the country that do not fit into the overall
statistical picture at all. This is also evidenced by the extreme distribution of the values of
K3 = KV (Figure 10c). However, in this case, we are talking about a more systemic violation
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of the tradition of normal distribution rather than about a single deviation from the average
statistical picture.

Table 3 shows the regional identification of the presented minimum and maximum
values of the information transfer coefficients Ki in relation to the processes of formation of
the road traffic accident rate.

It is noteworthy (Table 6) that two regions of the Russian Federation are characterized
by unique combinations of the minimum and maximum possible Ki values, in particular, in
the Republic of Tuva, KN min and KRA max, and in the Chechen Republic, KRA min and KD max.

Table 6. Representative regions of Russia (2021).

Numerical Values Ki (2021)/Representative Regions

Ki Minimum Value Ki/Region Maximum Value Ki/Region

KN 0.220—Republic of Tuva 0.696—Kamchatka Territory

KRA 0.0006—Chechen Republic 0.0065—Republic of Tuva

KV 1.182—Nenets Autonomous Area 1.849—Republic of Ingushetia

KD 0.052—Tyumen Region 0.223—Chechen Republic

Searching for the reasons for such uniqueness leads to the following thoughts. The
Republic of Tuva is characterized by an extremely low quality of life, as evidenced by KN min.
At the same time, a low quality of life forms a corresponding disregard for risk, which
maximizes the value of KRA max. The situation in the Chechen Republic is fundamentally
the opposite. The maximum value of KD max indicates two things—a low quality of medical
care and, hypothetically, a very low-quality fleet of vehicles (lack of passive safety systems,
poor technical condition, etc.). Variants of inadequate road behavior are also possible. On
the contrary, the minimum value of KRA min indicates, most likely, a lack of recording of the
accidents themselves, i.e., either hiding the facts of accidents or a poorly functioning road
safety system. The combinations of Ki and the causes of accidents are different, but at the
end we have the highest values for these two regions.

Bizarre combinations of Ki values eventually lead to the formation of certain combi-
nations of values of the positives of the links in the cause–effect chain Qi, and then to the
establishment of the appropriate weights wi (relative significance) of each link in the chain.

In most countries of the world, the regional specifics of Hn RS are characterized
by a much smaller range of values. Thus, Russia is characterized by extreme diver-
sity in terms of the uncertainty of the functioning of regional transport systems, con-
sidered from the standpoint of the probability of formation of the road traffic accident rate
(Hn RS regions 2021 = [0.631; 0.810]). What does it mean? There are several implications to this
conclusion. Let us look at them in the next section.

6. Informational Meanings of Uncertainty (Chaoticity) of the Processes of Formation
of the Road Traffic Accident Rate in the Regions of Russia

K. Wu et al. [67] indicate that “the concept of entropy is a measure of the degree of
uncertainty of the fabric mode of the micro state of the system”. This quote formalizes the
agreed opinion of the authors [68–71]. Yet, how can we make the awareness of the meaning
of a particular value, for example, Hn RS 2021 = 0.810, more specific? Is it good or bad from
the standpoint of a particular car user whose goal is to reach their destination alive and
well? The answer to this question is as follows.

A road safety provision system in the Russian region with Hn RS 2021 = 0.810 (Republic
of Tuva) can be characterized as maximally indetermined from the perspective of the
evaluation of the probability of death of people (its entropic orderliness is relatively low).
Conversely, the road safety provision system of several Russian regions (for example,
Kamchatka Territory with Hn R 2021S = 0.631) can be characterized as maximally determined
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from the perspective of the probability of death of people (its entropic orderliness is
relatively high).

Let us try to figure out how these two regions of the Russian Federation fundamentally
differ from the standpoint of the structure of the process of the accident rate formation.

Tables 7 and 8 present the initial data and the results of a step-by-step calculation of
the HRS and Hn RS values in the regions of Russia characterized by the highest and lowest
entropy characteristics.

Table 7. Results of calculating the relative entropy for the process of road safety formation in Republic
of Tuva (2021).

Population
P

Fleet of Vehicles
NVh

Road Traffic Accidents
NRA

RTA Victims
NV

Fatality Cases
ND

332,609 73,084 474 804 111

Values of coefficients of information transmission between links in the cause–effect chain

K1 = KN K2 = KRA K3 = KV K4 = KD

0.220 0.0065 1.696 0.138

Positive of a link in the cause-and-effect chain Qi = ln(1/Ki)

1.515 5.038 0.528 1.980

Relative weight of positive of a corresponding link in the chain wi

0.167 0.556 0.058 0.219

Estimated value [ln (wi)]

−1.788 −0.587 −2.842 −1.521

Estimated value [wi ·ln (wi)]

−0.299 −0.326 −0.166 −0.332

Estimated entropy value H = −
n
∑

i=1
wi · ln wi = 1.123

Estimated value of relative entropy Hn RS = 0.810

Table 8. Results of calculating the relative entropy for the process of road safety formation in
Kamchatka Territory (2021).

Population
P

Fleet of Vehicles
NVh

Road Traffic Accidents
NRA

RTA Victims
NV

Fatality Cases
ND

312,704 217,792 443 610 42

Values of coefficients of information transmission between links in the cause–effect chain

K1 = KN K2 = KRA K3 = KV K4 = KD

0.696 0.0020 1.377 0.069

Positive of a link in the cause-and-effect chain Qi = ln(1/Ki)

0.362 6.198 0.320 2.676

Relative weight of positive of a corresponding link in the chain wi

0.038 0.649 0.033 0.280

Estimated value [ln (wi)]

−3.274 −0.433 −3.397 −1.273

Estimated value [wi ·ln (wi)]

−0.124 −0.281 −0.114 −0.356

Estimated entropy value H = −
n
∑

i=1
wi · ln wi = 0.875

Estimated value of relative entropy Hn RS = 0.631

An analysis of the data in Tables 7 and 8 shows a threefold superiority of the Kam-
chatka Territory over the Republic of Tuva in the values of K1 = KN and K2 = KRA. On the
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contrary, in the Republic of Tuva the values of K4 = KD are two times higher than those for
the Kamchatka Territory. The values of K3 = KV in the compared regions also differ, but
not so greatly (by 23%). The conclusion is that the structure of the accident rate formation
process in these regions of Russia is fundamentally different. With a very high level of
motorization (K1 = KN), the probability of being in an accident (K2 = KRA) for a road user
in the Kamchatka Territory is three times higher than in the Republic of Tuva, where the
level of motorization is low. In Tuva, the specific number of victims per average road traffic
accident (K3 = KV) is 23% higher, and the proportion of deaths among victims (K4 = KD) in
Tuva is two times higher than in Kamchatka.

By mentally correlating this comparative information, we can understand that the
informational meaning of the uncertainty of an event from the standpoint of the probability
of the accident rate formation can be interpreted as follows.

The regional road safety system in the Republic of Tuva can be characterized as the
most uncertain in terms of assessing the probability of death of people (entropic orderliness
is relatively low, since Hn RS → max). Conversely, the regional road safety system in the
Kamchatka Territory can be characterized as the most certain in terms of assessing the
probability of death of people (entropic orderliness is relatively high, since Hn RS →min).

These conclusions are not contradictory and should not cause confusion. The actual
level of road safety, as a qualitative assessment of the state of the transport system, can be
high or low; the uncertainty of the state of the system (in particular, from the standpoint of
the level of safety of its operation) is an assessment of its state from other standpoints—of
the probability of the system being in a certain state.

It is commonly believed [16,35–37,50] that, for systems in general, the lower the values
of the entropy characteristics H and Hn, the better. This is a controversial statement and
recent research shows that there are optimal entropy levels [59] for the state of the system
Hn RS → 0.618. Fundamentally, these issues require further research, and in [58,59] only
the first steps towards the search for the optimal entropy state of road safety systems
were taken.

In general, for Russia, the structure of the accident rate formation process in 2021
(Figure 2) is determined by the following initial data (Table 9), taking into account that
the relative entropy of the all-Russian road safety system is characterized by the value of
Hn RS Russian Federation 2021 = 0.699.

Table 9. Results of calculating the relative entropy for the process of road safety formation in Russian
Federation (2021).

Population
P

Fleet of Vehicles
NVh

Road Traffic Accidents
NRA

RTA Victims
NV

Fatality Cases
ND

145,557,576 60,136,889 133,277 181,656 14,871

Values of coefficients of information transmission between links in the cause–effect chain

K1 = KN K2 = KRA K3 = KV K4 = KD

0.413 0.002 1.363 0.082

Positive of a link in the cause-and-effect chain Qi = ln(1/Ki)

0.884 6.112 0.310 2.503

Relative weight of positive of a corresponding link in the chain wi

0.090 0.623 0.032 0.255

Estimated value [ln (wi)]

−2.407 −0.473 −3.455 −1.366

Estimated value [wi ·ln (wi)]

−0.217 −0.295 −0.109 −0.349

Estimated entropy value H = −
n
∑

i=1
wi · ln wi = 0.969

Estimated value of relative entropy Hn RS = 0.699
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Of course, if for individual regions of Russia the range of values of Hn RS regions 2021 is
Hn RS regions 2021 = [0.631; 0.810], then for the entire country the value of Hn RS RF should be in-
termediate, Hn RS RF 2021 = 0.699. Thus, those regions of the country for which
Hn RS region < Hn RS RF = 0.699 can be characterized as regions with a sufficiently high degree
of certainty in terms of estimating the probability of death of people. There are 35 such
regions in Russia out of 82 (≈43%).

Vice versa, the regions of Russia for which Hn RS region > Hn RS RF = 0.699 can be charac-
terized as regions with a sufficiently high degree of uncertainty in terms of estimating the
probability of death of people. In total, there are 47 such regions out of 82 (≈57%).

How do we use this information for the purposes of road safety management at the
federal level? We will discuss this in the next section.

7. Conclusions and Recommendations for Improving the Quality of the Federal Road
Safety Management in Russia
7.1. General Conclusions

1. Information-entropic analysis can be successfully used to assess the structural quality
of road safety systems.

2. The basis of the information entropy analysis of the road safety systems quality
is the determination of the weight (relative significance) of the evaluation indices
and the creation of a multi-level synthetic evaluation model. To do this, we need
to use the cause–effect chain “Population P—Fleet of vehicles NVh—Road Traffic
Accidents NRA—RTA Victims NV—Fatality Cases ND” of the process of formation of
the road traffic accident rate and determine the relationship between the values of the
characteristics of the subsequent and previous blocks of the cause–effect chain Ki.

3. It is the values of the information transformation coefficients Ki that will determine
the specifics of Shannon’s information entropy (the absolute value of H RS and the
value of the relative entropy Hn RS) and set the weights (significance) of certain links
in the cause–effect chain for specific regional road safety systems.

4. Studies of the regional specifics of the processes of formation of the road traffic
accident rate in the regions of the Russian Federation have shown that these specifics
really exist. Regional values of the information transformation coefficients Ki differ
significantly (sometimes by multiples), and their bizarre combinations have the most
direct impact on the final quantitative estimate of the relative entropy Hn RS for specific
regional road safety systems.

5. During this research, it was determined that Hn RS RF 2021 = 0.699. The range of values
for individual regions of the country is Hn RS regions 2021 = [0.631; 0.810]. At relatively
high values of Hn RS → max, regional road safety systems can be characterized as
relatively uncertain in terms of assessing the probability of death of people. At
relatively low values of Hn RS→min, regional road safety systems can be characterized
as relatively certain in terms of assessing the probability of death of people.

7.2. Recommendations

For the purposes of system management, information on the values of the absolute
entropy H RS and the relative entropy Hn RS of road safety systems can be used in addition
to the already available indicators HR, TR, RTA Significance and RTA Severity (Figure 4).

In relation to these characteristics, two variants of entropy—absolute H RS and relative
Hn RS—can be used precisely to generalize as characteristics of the overall quality of the road
safety process management system. HR, TR, RTA Significance and RTA Severity characterize
individual, particular aspects of road safety processes, and the entropy characteristics H RS
and Hn RS characterize the entire road safety system from the standpoint of its quality.

In this regard, the author recommends using the entropy characteristics H RS and
Hn RS as additional indicators for assessing the level of road safety in the country (region).
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7.3. Model Variants of the Process of Formation of the Regional Road Traffic Accident Rate in
Russia (2030 and 2070)

Taking into account the recommendations given in Section 7.2 of this article, we need to
understand what the current and potential target (2030) performance levels of HR, TR, RTA
Significance, RTA Severity, H RS and Hn RS are for the federal road safety system of Russia.

Table 10 presents these data.

Table 10. Actual (2021) and forecast (2030) levels of characteristics of road safety indicators in Russia.

Actual Statistics (2021)

Population
P

Fleet of Vehicles
NVh

Road Traffic Accidents
NRA

RTA Victims
NV

Fatality Cases
ND

145,557,576 60,136,889 133,277 181,656 14,871

Actual values (2021)

Human Risk
HR

Transport Risk
TR

RTA
Significance

RTA
Severity

Entropy
H RS

Relative Entropy
Hn RS

10.21 24.73 0.112 8.20 0.969 0.699

Expected (forecast) values (2030)

Human Risk
HR

Transport Risk
TR

RTA
Significance

RTA
Severity

Entropy
H RS

Relative Entropy
Hn RS

≈4.00 ≈7.00 ≈0.080 ≈5.00 0.927 0.669

Required statistics for this (2030)

Population
P

Fleet of Vehicles
NVh

Road Traffic Accidents
NRA

RTA Victims
NV

Fatality Cases
ND

150,000,000 85,500,000 75,000 120,000 6000

Perhaps it would be appropriate to fantasize about the times when the driver will be
taken out of the process of driving and all cars will become independent. The security of
such a transport system will increase significantly [72–75].

For such a futuristic transport system (which may be relevant in fifty years, in the
2070s) it will be possible to achieve the optimal level of Hn RS = 0.618.

Such a system will be characterized by the following predictive characteristics
(Table 11).

Table 11. Imagined (2070) levels of characteristics of road safety indicators in Russia.

Imagined values (2070)

Population
P

Fleet of Vehicles
NVh

Road Traffic Accidents
NRA

RTA Victims
NV

Fatality Cases
ND

170,000,000 85,000,000 20,000 23,800 560

Imagined values (2070)

Human Risk
HR

Transport Risk
TR

RTA
Significance

RTA
Severity

Entropy
H RS

Relative Entropy
Hn RS

≈0.33 ≈0.66 ≈0.028 ≈2.4 0.856 0.618

The concept of zero deaths [76–78], adopted in Sweden in 1997 and now having a sig-
nificant impact on road safety processes around the world [79], assumes that zero deaths in
road accidents will someday be achieved. It is hardly possible in absolute terms, but the data
in Table 8 bring us closer to this goal (HR RF → 0 road traffic deaths/100,000 inhabitants;
HR RF-2070 = 0.33 road traffic deaths/100,000 inhabitants). Furthermore, as calculations
show, this will be possible with a certain structure of the process of formation of the road
traffic accident rate characterized by a level of Hn RS RF-2070 = 0.618.
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Appendix A

The ranked data on the values of entropy HRS and relative entropy Hn RS of regional
road safety provision systems in the Russian Federation (2021) and their corresponding
values of information transformation coefficients Ki.

No. Region of Russian Federation
Values (2021)

HRS Hn RS K1 = KN K2 = KRA K3 = KV K4 = KD

1 Republic of Tuva 1.123 0.810 0.220 0.0065 1.696 0.138

2 Republic of Ingushetia 1.054 0.760 0.222 0.0016 1.849 0.151

3 Republic of Crimea 1.037 0.748 0.274 0.0031 1.401 0.096

4 Chuvash Republic 1.033 0.745 0.292 0.0031 1.383 0.083

5 Karachayevo-Circassian Republic 1.027 0.740 0.272 0.0029 1.384 0.106

6 Vladimir Region 1.023 0.738 0.392 0.0036 1.497 0.085

7 Omsk Region 1.019 0.735 0.351 0.0032 1.357 0.058

8 Republic of Mari El 1.019 0.735 0.355 0.0029 1.456 0.085

9 Kirov Region 1.018 0.735 0.385 0.0034 1.401 0.058

10 Penza Region 1.018 0.734 0.387 0.0032 1.448 0.070

11 Republic of Daghestan 1.017 0.733 0.267 0.0016 1.606 0.139

12 Stavropol Territory 1.013 0.731 0.339 0.0026 1.435 0.091

13
Republic of North
Ossetia—Alania

1.010 0.729 0.423 0.0026 1.565 0.073

14 Republic of Sakha (Yakutia) 1.009 0.728 0.321 0.0022 1.385 0.073

15 Republic of Kalmykia 1.007 0.727 0.454 0.0034 1.655 0.117

16 Smolensk Region 1.005 0.725 0.342 0.0027 1.365 0.081

17 Yaroslavl Region 1.005 0.725 0.376 0.0032 1.348 0.067

18 Kaluga Region 1.004 0.724 0.394 0.0028 1.462 0.087

19 Astrakhan Region 1.003 0.723 0.364 0.0029 1.355 0.073

20 Republic of Altai 1.002 0.723 0.398 0.0034 1.391 0.081

21 Kostroma Region 1.001 0.722 0.388 0.0030 1.376 0.071

22 Tyumen Region 1.001 0.722 0.465 0.0034 1.450 0.052

23 Jewish Autonomous Region 1.001 0.722 0.369 0.0032 1.367 0.089

24 Bryansk Region 1.001 0.722 0.267 0.0022 1.402 0.146

25 Irkutsk Region 1.001 0.722 0.353 0.0030 1.371 0.096

26 Komi Republic 1.000 0.722 0.401 0.0028 1.383 0.056

27 Republic of Tatarstan 1.000 0.722 0.352 0.0027 1.318 0.064
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No. Region of Russian Federation
Values (2021)

HRS Hn RS K1 = KN K2 = KRA K3 = KV K4 = KD

28 Republic of Buryatia 0.994 0.717 0.395 0.0025 1.434 0.082

29 Saratov Region 0.993 0.717 0.429 0.0027 1.440 0.069

30 Murmansk Region 0.993 0.716 0.415 0.0026 1.386 0.055

31 Ulyanovsk Region 0.992 0.716 0.386 0.0024 1.377 0.068

32 Kemerovo Region 0.992 0.715 0.407 0.0023 1.424 0.067

33 Kursk Region 0.989 0.713 0.411 0.0029 1.386 0.081

34 Khabarovsk Territory 0.988 0.713 0.391 0.0026 1.385 0.085

35 Krasnodar Territory 0.987 0.712 0.393 0.0027 1.382 0.087

36 Amur Region 0.986 0.711 0.417 0.0033 1.349 0.082

37 Krasnoyarsk Territory 0.985 0.710 0.378 0.0025 1.358 0.086

38 Altai Territory 0.983 0.709 0.429 0.0023 1.421 0.070

39 Vologda Region 0.982 0.708 0.457 0.0026 1.414 0.058

40 Samara Region 0.979 0.706 0.392 0.0024 1.355 0.084

41 Leningrad Region 0.978 0.705 0.415 0.0030 1.399 0.112

42 Novgorod Region 0.977 0.704 0.445 0.0032 1.349 0.077

43 Udmurtian Republic 0.975 0.703 0.383 0.0023 1.329 0.081

44 Chelyabinsk Region 0.973 0.702 0.442 0.0023 1.387 0.068

45 Arkhangelsk Region 0.972 0.701 0.399 0.0021 1.354 0.076

46 Ryazan Region 0.971 0.701 0.497 0.0027 1.472 0.076

47 Voronezh Region 0.971 0.701 0.442 0.0027 1.401 0.090

48 Republic of Mordovia 0.968 0.698 0.422 0.0021 1.464 0.108

49 Sakhalin Region 0.966 0.697 0.428 0.0024 1.381 0.094

50 Nizhny Novgorod Region 0.964 0.695 0.493 0.0030 1.358 0.063

51 Tambov Region 0.963 0.695 0.478 0.0022 1.424 0.071

52 Orel Region 0.963 0.695 0.457 0.0021 1.410 0.074

53 Ivanovo Region 0.958 0.691 0.455 0.0021 1.323 0.055

54 Chechen Republic 0.958 0.691 0.250 0.0006 1.844 0.223

55 Belgorod Region 0.955 0.689 0.416 0.0017 1.388 0.088

56 Kabardino-Balkarian Republic 0.949 0.685 0.364 0.0017 1.430 0.159

57 Republic of Bashkortostan 0.947 0.683 0.451 0.0021 1.352 0.092

58 Magadan Region 0.944 0.681 0.559 0.0026 1.455 0.079

59
Khanty-Mansi Autonomous

Area—Yugra
0.943 0.680 0.514 0.0016 1.458 0.065

60 Tula Region 0.939 0.678 0.530 0.0023 1.407 0.079

61 Kurgan Region 0.939 0.678 0.480 0.0022 1.369 0.096

62 Tver Region 0.937 0.676 0.516 0.0026 1.369 0.091

63 Volgograd Region 0.937 0.676 0.517 0.0018 1.416 0.072

64 Perm Territory 0.935 0.675 0.482 0.0016 1.414 0.088

65 Trans-Baikal Territory 0.935 0.674 0.412 0.0022 1.338 0.144
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No. Region of Russian Federation
Values (2021)

HRS Hn RS K1 = KN K2 = KRA K3 = KV K4 = KD

66 Lipetsk Region 0.933 0.673 0.488 0.0021 1.387 0.103

67 Chukotka Autonomous Area 0.926 0.668 0.273 0.0009 1.250 0.133

68 Kaliningrad Region 0.925 0.668 0.470 0.0019 1.268 0.078

69 Novosibirsk Region 0.920 0.664 0.428 0.0015 1.314 0.110

70 Yamal-Nenets Autonomous Area 0.916 0.661 0.468 0.0011 1.364 0.078

71 Republic of Karelia 0.914 0.660 0.533 0.0017 1.439 0.108

72 Orenburg Region 0.913 0.658 0.501 0.0015 1.364 0.092

73 Moscow Region 0.911 0.657 0.430 0.0014 1.341 0.127

74 Rostov Region 0.909 0.656 0.424 0.0013 1.375 0.141

75 Pskov Region 0.908 0.655 0.565 0.0020 1.420 0.109

76 Tomsk Region 0.906 0.653 0.388 0.0011 1.261 0.117

77 Nenets Autonomous Area 0.902 0.651 0.369 0.0013 1.182 0.115

78 Republic of Khakassia 0.898 0.648 0.517 0.0017 1.296 0.099

79 Sverdlovsk Region 0.896 0.646 0.531 0.0012 1.394 0.096

80 Primorye Territory 0.896 0.646 0.612 0.0020 1.365 0.080

81 Republic of Adygeya 0.878 0.633 0.529 0.0017 1.369 0.157

82 Kamchatka Territory 0.875 0.631 0.696 0.0020 1.377 0.069
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