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#### Abstract

Image low-level information, such as color, texture, and shape, were generally dealt with separately and combined together gruffly. Their image-describing effect in image retrieval was weakened. This paper determines and extracts one group of texture elements from images to mainly express the image texture information and, during this procedure, the quantized HSV color information is added to develop the feature, Color Layer-Based Texture Elements Histogram (CLBTEH). Furthermore, Color Fuzzy Correlogram (CFC) is put forward and employed for further extraction of color features. The performance of the proposed approach is evaluated on different image databases, including Corel-1k, Corel-10k, and USPTex1.0, and it was found that the experimental results of the proposed approach are encouraging in comparison with similar algorithms.
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## 1. Introduction

By attracting more and more researchers, content-based image retrieval (CBIR) has become a popular area in computer vision. Therefore, ever-increasing image low-level feature extraction methods are available to the public. Color, texture, and shape are the common information currently used in CBIR. Color is the most intuitive physical characteristic and it has nice robustness for some basic image operations, such as rotation, scaling, and translation, etc. Thus, it became one of the most popular features. There are four main methods describing color feature-color histogram [1], color correlogram [2], color moment [3] and color coherence vectors [4]. Texture is one of the most important image features and it essentially depicts the spatial distribution law of a neighborhood's gray information of pixels. The texture feature description approaches can be divided into four categories, including statistical approaches (e.g., gray level co-occurrence matrix [5]), structural texture analysis methods [5], modeling (e.g., multi-resolution simultaneous autoregressive [6]), and frequency-spectrum methods (e.g., Gabor transform [7] and wavelet transform [8]). Shape is an essential feature of objects in images. The existing shape feature extraction approaches can be basically classified as edge-based [9] and region-based [10]. Simple features can hardly index images exactly, so later researchers mostly paid attention to multi-feature fusion. Wang et al. [11] extracted color features of images by Zernike color-distributed moments and computed texture features with a contourlet transform. Then, these two features were combined together to conduct image retrieval. With the combination of all of the low-level features, Ekta et al. [12] designed a novel framework for color image retrieval. They utilized Angular Radial Transform (ART) and the modified Color Difference Histogram (CDH) to extract color, texture, and shape information of images. Guo et al. [13] adopted ordered-dither block truncation coding (ODBTC) to compress images into data streams and the color and texture features were separately derived from the data streams for image retrieval. For the equal
status of color and texture information in image retrieval, Lin et al. [14] proposed a Global Correlation Descriptor (GCD) to extract color and texture feature, respectively. All of these feature extraction algorithms took more than one kind of image content into consideration and achieved satisfactory experimental results. However, all of these features were extracted independently, leading to their poor image-indexing.

This paper designs one group of texture elements to mainly express the texture information embodied in images. To integrate the image low-level information better, the color layer information are added into these texture elements and the resulting features represent images more exactly. Additionally, a color fuzzy correlogram is introduced here for the further extraction of color features.

## 2. Related Work

A color correlogram [2] was proved to be superior to a color histogram in image retrieval. It described image information through the distribution of any color pair over distance. Therefore, a color correlogram includes not only the statistical information, but also the spatial correlation of colors, while a color histogram contains merely the statistical information. In addition, a color correlogram has easy calculation, simple features, and better effect. In order to reduce the cost of computation, people usually employed a color auto-correlogram, considering only the correlation between the same colors. Moghaddam et al. [15] combined multi-resolution image decomposition and a color correlogram to obtain a new algorithm for image indexing and retrieval. In their new method, one-directional auto-correlograms of the wavelet coefficients were computed to be the image index vectors. An optimal simplified color correlogram (SCC) was used as an object representation for object tracking in [16] and yielded success. Malviya et al. [17] applied a color auto-correlogram for the detection of forgery in blind image forensics. In this paper, we come up with the concept of a color fuzzy correlogram. It retains the relevance between different color values in a color correlogram and inherits the advantage of low space complexity in a color auto-correlogram.

Structural texture analysis methods supposed that image texture was comprised of regular permutations and combinations of certain texture elements. Hence, the key problems became the determination and extraction of texture elements and the discovery of their statistical and spatial relationship. Carlucci [18] suggested a texture model using primitives of line segments, open polygons, and closed polygons. The placement rules in this model were given syntactically in a graph-like language. Lu et al. [19] gave a tree grammar syntactic approach for texture. They divided a texture up into small square windows $(9 \times 9)$. The spatial structure of the resolution cells in the window was expressed as a tree. Liu et al. [20-22] proposed three structure-based image feature extraction methods successively. They expressed the spatial correlation of textons through their statistical information in [20]. In this process, the original images were quantized into 256 colors and the color gradient was computed from the RGB vector space. Multi-texton histogram (MTH), based on Julesz's textons theory, was presented in [21]. The MTH integrated the advantages of a co-occurrence matrix and a histogram and could be used as a shape or color texture descriptor for image retrieval. In [22], the authors introduced a new image feature detector and descriptor, micro-structure descriptor (MSD), based on the underlying colors in micro-structures with similar edge orientation. The MSD integrated color, texture, shape, and color layout information to extracted features by simulating human early visual processing. Wang et al. [23] came up with structure elements' descriptor (SED) to describe image color and texture features. A histogram of the structure elements was captured based on the HSV color space to represent the spatial correlation of color and texture. In our work, we propose a group of texture elements and integrate them with the quantized HSV color layers to describe the statistical and spatial features of image color and texture.

## 3. The Proposed Feature Extraction Methods

This section elaborates the proposed feature extraction methods in detail. Our approaches are operated based on the HSV color space because it is the most suitable color space to mimic the human
visual system. The color space will be quantized because human eyes cannot distinguish large numbers of colors at the same time. The quantization formulas [24] are as follows:

$$
H=\left\{\begin{array}{l}
0, \text { if } h \in[0,24] \cup[345,360] \\
1, \text { if } h \in[25,49] \\
2, \text { if } h \in[50,79] \\
3, \text { if } h \in[80,159]  \tag{1}\\
4, \text { if } h \in[160,194] \\
5, \text { if } h \in[195,264] \\
6, \text { if } h \in[265,284] \\
7, \text { if } h \in[285,344]
\end{array}\right.
$$

That is, we divide the components of hue, saturation, and value into 8,3 , and 3 parts, separately, and take them as 14 color layers including $H_{0}, H_{1}, H_{2}, H_{3}, H_{4}, H_{5}, H_{6}, H_{7}, S_{0}, S_{1}, S_{2}, V_{0}, V_{1}, V_{2}$.

### 3.1. Color Layer-Based Texture Elements Histogram

### 3.1.1. Texture Elements Definition

The texture of an image can be considered as a set of small units. The category number of these units is limited when they are small enough, and they can be permutated and combined to present textures of any image. These units, defined as texture elements, reflect the texture structure of images. The same kinds of images usually have similar texture, i.e., the permutation and combination of texture elements embodied in them should also be similar. In this paper, one group of texture elements are defined in Figure 1 based on a binary image. There are 16 different units of size $2 \times 2$. Here, the colored section is " 1 " and the blank section is " 0 ".


Figure 1. The proposed texture elements.

### 3.1.2. Feature Extraction

The first feature, color layer based texture elements histogram, integrates image color and texture information and it is obtained with the following steps:

Step 1. Convert the original RGB image to the corresponding HSV image and quantize it using Equations (1)-(3).

Step 2. Traverse every color layer using the texture elements in Figure 1 according to the order of top to bottom and left to right. The moving step length is 2 pixels. An example is given in Figure 2, taking the three color layers quantized from the component saturation.

| 1 | 1 | 0 | 0 | 1 | 2 | 2 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 2 | 2 | 1 | 2 | 0 |
| 1 | 1 | 2 | 1 | 0 | 0 | 2 | 2 |
| 2 | 2 | 1 | 0 | 1 | 1 | 0 | 0 |
| 2 | 1 | 0 | 0 | 0 | 1 | 1 | 1 |
| 1 | 2 | 2 | 0 | 1 | 1 | 0 | 0 |

(a)

(c)

(b)

(d)

Figure 2. Example of traversing color layers with the proposed texture elements. (a) Quantized saturation in the image; (b), (c), and (d) are traversing the color layer of quantized values 0,1 , and 2, respectively.

Step 3. For every color layer, count the number of each kind of texture element to obtain a 16-dimensional statistical histogram, and normalize it using the following equation:

$$
\begin{equation*}
t_{l i}=\frac{T_{l i}}{\sum_{i=1}^{16} T_{l i}} \tag{4}
\end{equation*}
$$

where $T_{l i}$ and $t_{l i}$ denote the number of texture element $i$ in color layer $l$ and the corresponding normalized result in the histogram, separately.

Herein, $i=1,2, \cdots, 16, l=H_{0}, H_{1}, H_{2}, H_{3}, H_{4}, H_{5}, H_{6}, H_{7}, S_{0}, S_{1}, S_{2}, V_{0}, V_{1}, V_{2}$.
Step 4. Reassemble the histograms of all of the color layers to obtain the required feature vector. The final feature vector of the example in Figure 2 is:

$$
\begin{aligned}
& (0.25,0.08,0,0.08,0.17,0.17,0,0,0,0,0.17,0,0.08,0,0,0,0.25,0,0,0.08,0,0.17,0,0.08,0.17,0 \text {, } \\
& 0.08,0,0.08,0,0.08,0,0.33,0.08,0,0.08,0.08,0.08,0,0.08,0.08,0,0.08,0.08,0,0,0,0)
\end{aligned}
$$

and it has $48(16 \times 3)$ dimensions. Similarly, the feature vector is 224 -dimentional when there are 14 color layers.

### 3.2. Color Fuzzy Correlogram

In this section, we introduce the theory of a color fuzzy correlogram on the basis of a color correlogram and color auto-correlogram. A color auto-correlogram was proposed to reduce the massive computation of the color correlogram, but it neglects the correlation between different colors. By integrating the advantages of these two existing methods, we construct a color fuzzy correlogram. It reflects the relevance between any two colors and has low time and space complexity.

### 3.2.1. The Calculation of Color Fuzzy Correlogram

The calculation process of the color fuzzy correlogram is as follows.

Step 1. Quantify the given image $I$ into the range of $\left[I_{\min }, I_{\max }\right]$. Take any pixel $a$ as the central pixel. $x$ is a surrounding pixel of $a$ and it is not more than $d$ pixels away from $a$. Figure 3 shows how to determine the surrounding pixels of a given pixel $a$ for different distance $d$. Here, the colored pixels are the surrounding pixels $x$. The fuzziness $\phi_{d}(a, x)$ between $a$ and $x$ can be computed as:

$$
\begin{equation*}
\phi_{d}(a, x)=\operatorname{Fuzzy}(p(a), p(x)) \tag{5}
\end{equation*}
$$

where $p(a)$ and $p(x)$ denote the color value of $a$ and $x$, respectively. Fuzzy $(\bullet)$, the ambiguity function, is defined as:

$$
\begin{align*}
& \text { Fuzzy }(p(a), p(x))= \\
& \left\{\begin{array}{cl}
1 & \text { if } p(a)=p(x) \\
\frac{I_{\max }}{\left(I_{\max }+1\right) \times|p(a)-p(x)|} & \text {,if } p(a) \neq p(x)
\end{array}\right. \tag{6}
\end{align*}
$$

Calculate the fuzziness between $a$ and all of the satisfied surrounding pixels, $x$.


Figure 3. Determination of surrounding pixels $x$ for a given pixel $a$ when $d$ is set as $d=1, d=2$, and $d=3$, separately.

Step 2. Add all of the fuzziness $\phi_{d}(a, x)$ together to get the fuzzy correlation value of the central pixel $a$. The fuzzy correlation value $\psi_{d}(a)$ can be easily computed as:

$$
\begin{equation*}
\psi_{d}(a)=\sum_{i=1}^{n_{\mathrm{x}}} \phi_{d}\left(a, x_{i}\right) \tag{7}
\end{equation*}
$$

where $n_{x}$ denotes the number of the satisfied surrounding pixels. Take all of the pixels in image $I$ successively as the central pixel and calculate their fuzzy correlation value.

Step 3. For pixels with the same color value, add up their fuzzy correlation values as follows:

$$
\begin{equation*}
\psi_{d}(\mathrm{E})=\sum_{j=0}^{n_{\mathrm{E}}} \psi_{d}(a), p(a)=\mathrm{E} \tag{8}
\end{equation*}
$$

where $\psi_{d}(\mathrm{E})$ denotes the fuzzy correlation value of color value E . The symbol $n_{E}$ indicates the number of pixels whose color value is $E$ in image $I$. Considering the situation that some values among [ $\left.I_{\min }, I_{\max }\right]$ may not appear in image $I$, we set the initial fuzzy correlation values as zero.

Step 4. Express the color fuzzy correlogram of image $I-C F C_{d}(I)$, as follows:

$$
\begin{equation*}
C F C_{d}(I)=\left[\psi_{d}\left(I_{\min }\right), \psi_{d}\left(I_{\min }+1\right), \cdots, \psi_{d}\left(I_{\max }\right)\right] \tag{9}
\end{equation*}
$$

herein, $\psi_{d}(i)$ denotes the color fuzzy correlation value of color value $i$, and $i=I_{\min }, I_{\min }+1, \cdots, I_{\max }$.

### 3.2.2. Color Feature Extraction

We employ the color fuzzy correlogram as the complementary color feature in our study. The procedure of color feature extraction is as the following steps:

For an original HSV image $I$ whose size is $M \times N$ :
Step 1. Divide $I$ into multiple non-overlapping image blocks of size $m \times n$. Let $\mathrm{B}=\left\{b(i, j) \mid i=1,2, \cdots, \frac{\mathrm{M}}{m} ; j=1,2, \cdots, \frac{\mathrm{~N}}{n}\right\}$ be the set of all of these image blocks.

Step 2. Replace image block $b(i, j)$ with a pixel $p_{\max }(i, j)$ which is defined as :

$$
\begin{equation*}
p_{\max }(i, j)=\left[\max _{\forall k, l} b_{k, l}^{H u e}(i, j), \max _{\forall k, l} b_{k, l}^{\text {Saturation }}(i, j), \max _{\forall k, l} b_{k, l}^{\text {Value }}(i, j)\right] \tag{10}
\end{equation*}
$$

for all $i=1,2, \cdots, \frac{\mathrm{M}}{m}, j=1,2, \cdots, \frac{\mathrm{~N}}{n}, k=1,2,3, \cdots, m$, and $l=1,2,3, \cdots n$. Herein, pixel $p_{\max }(i, j)$ denotes the maximum values, respectively, over hue, saturation, and value channels on the corresponding image block $b(i, j)$. By replacing all the blocks in collection B with pixel $p_{\max }(i, j)$, an image called max-image are generated.

Step 3. Replace image block $b(i, j)$ with a pixel $p_{\min }(i, j)$, which is defined as:

$$
\begin{equation*}
p_{\min }(i, j)=\left[\min _{\forall k, l} b_{k, l}^{\text {Hue }}(i, j), \min _{\forall k, l} b_{k, l}^{\text {Saturation }}(i, j), \min _{\forall k, l} b_{k, l}^{\text {Value }}(i, j)\right] \tag{11}
\end{equation*}
$$

for all $i=1,2, \cdots, \frac{\mathrm{M}}{m}, j=1,2, \cdots, \frac{\mathrm{~N}}{n}, k=1,2,3, \cdots, m$, and $l=1,2,3, \cdots n$. Herein, pixel $p_{\min }(i, j)$ denotes the minimum values, respectively, over Hue, Saturation and Value channels on the corresponding image block $b(i, j)$. By replacing all the blocks in collection B with pixel $p_{\min }(i, j)$, an image called min-image are generated.

Step 4. Quantize the two shrunken images max-image and min-image to 72 bins using Equations (12) and (13) based on Equations (1)-(3):

$$
\begin{equation*}
P=Q_{S} Q_{V} H+Q_{V} S+V \tag{12}
\end{equation*}
$$

where $P, Q_{S}, Q_{V}$ denote the final quantization result, and the number of parts of saturation and value being divided into, respectively. Herein, $Q_{S}=3, Q_{V}=3$ and insert this equation into Equation (12) to obtain:

$$
\begin{equation*}
P=9 H+3 S+V \tag{13}
\end{equation*}
$$

where $H \in\{0,1, \cdots, 7\}, S \in\{0,1,2\}, V \in\{0,1,2\}, P \in\{0,1, \cdots, 71\}$.
Step 5. Set up distance $d$ in Chapter 3.2.1 successively as the values in set $D=\{1,3,5,7\}$. Since the image was quantized to 72 bins, for each value in $D$, we can obtain a 72 -dimensional color fuzzy correlogram vector. Perform normalization on it using the following formula:

$$
\begin{equation*}
c_{i}=\frac{\psi_{d}(i-1)}{\sum_{i=1}^{72} \psi_{d}(i-1)} \tag{14}
\end{equation*}
$$

where $\psi_{d}(i-1)$ and $c_{i}$ denote the color fuzzy correlation value of color value $i-1$ and its normalization result in the vector. Herein, $i=1,2, \cdots, 72$. Reassemble the obtained four color fuzzy correlogram vectors to obtian a 288 -dimensional vector. An example is given in Figure 4 (suppose the HSV color space was quantized to 4 colors).

| 1 | 1 | 0 | 0 | 1 | 2 | 2 | 3 | 3 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1 | 1 | 2 | 2 | 1 | 3 | 0 | 2 | 0 |  |
| 1 | 1 | 2 | 1 | 0 | 0 | 2 | 3 | 3 | 2 | $\xrightarrow{\mathrm{d}=1}$ |
| 2 | 2 | 1 | 0 | 1 | 1 | 0 | 0 | 3 | 3 | ( $0.2664,0.3564,0.2561,0.1211$ |
| 2 | 1 | 0 | 0 | 0 | 1 | 3 | 3 | 1 | 1 | $\xrightarrow{+} 0.2690,0.3635,0.2366,0.1309)-$ 0.2690, $0.3635,0.2366,0.1309$, |
| 1 | 2 | 2 | 0 | 1 | 3 | 1 | 1 | 0 | 0 | $\xrightarrow{\mathrm{d}=5}(0.2638,0.3601,0.2379,0.1383)-\begin{aligned} & 0.2638,0.3601,0.2379,0.1383, \\ & 0 \end{aligned}$ |
| 1 | 1 | 2 | 1 | 0 | 0 | 3 | 3 | 2 | 2 | (0.2565,0.3444, 0.2522, 0.1469) |
| 2 | 2 | 3 | 0 | 1 | 1 | 0 | 2 | 0 | 0 | 65, 0.3444, 0.2522, 0.1469)- |
| 2 | 1 | 0 | 3 | 0 | 1 | 2 | 1 | 2 | 1 |  |
| 3 | 2 | 3 | 0 | 1 | 3 | 0 | 2 | 0 | 0 |  |

Figure 4. Example of multi-distance color fuzzy correlogram vector computation.

Step 6. Apply Step 5 to max-image and min-image separately to obtain two 288-dimensional vectors. Integrate them into the 576-dimensional final color feature descriptor.

## 4. Experiments

In this section, we prove the effectiveness of the proposed feature extraction methods by applying them to CBIR.

### 4.1. Similarity Measurement between Images

The relative distance measure is employed in this study to do the distance measurement between two features as:

$$
\begin{align*}
& \text { dist }\left(\text { featurequery }^{\text {feature }} \text { farget }\right)= \\
& \sum_{j=1}^{n_{\text {dim }}} \frac{\mid \text { feature }_{\text {fearery }}(j)-\text { feature }^{\text {target }}(j) \mid}{\text { featurequery }^{(j)+\text { feature }}{ }^{\text {arget }}(j)+\delta} \tag{15}
\end{align*}
$$

where dist denotes the distance between the query image feature feature ${ }^{\text {query }}$ and the target image feature feature ${ }^{\text {target }}$. $n_{\text {dim }}$ indicates the dimension of these two feature vectors. $\delta$ is an extremely small positive number to avoid the denominator being zero. We calculate and store the distances between all target image features and the query image feature; the min-max normalization method is employed here to normalize these distances as:

$$
\begin{equation*}
d i s t^{*}=\frac{\text { dist }-\min }{\max -\min } \tag{16}
\end{equation*}
$$

where min, max denote the minimum and maximum among the distances, respectively. The symbols dist and dist* denote the normalization-before and normalization-after distance, separately. The similarity distance between the query image and the target image is then computed as:

$$
\begin{align*}
& \text { Dist }(\text { query, } \text { target })= \\
& \sum_{j=1}^{n_{f}} \lambda_{j} \text { dist }\left(\text { feature }_{j}^{\text {query }}, \text { feature }_{j}^{\text {target }}\right) \tag{17}
\end{align*}
$$

where Dist denotes the similarity distance between the query image query and the target image target, and the smaller Dist is, the more similar images are. $n_{f}$ is the number of features of each image. $\lambda_{j}$ indicates the similarity weighting constant, representing the percentage contributions of feature $_{j}$ in the image retrieval system.

### 4.2. Performance Evaluation

The average precision rate Precision $(q)$ and average recall rate Recall $(q)$ employed here to judge the retrieval effect are defined in [25] as:

$$
\begin{align*}
& \operatorname{Precision}(q)=\frac{1}{N \times L} \sum_{i=1}^{N} N_{q}(L) \times 100 \%  \tag{18}\\
& \operatorname{Recall}(q)=\frac{1}{N \times N_{c}} \sum_{i=1}^{N} N_{q}(L) \times 100 \%
\end{align*}
$$

where $q, N, N_{c}$ denote the query image, the number of all the images in the database, and the number of relevant images on each class among $N$, respectively. $L$ and $N_{q}(L)$ denote the number of the retrieved images and the number of correctly retrieved images among $L$, separately. Higher Precision $(q)$ and $\operatorname{Recall}(q)$ means better retrieval results.

### 4.3. Experimental Results

Several commonly used image databases, including Corel-1k [26], Corel-10k [26], and USPTex1.0 [27], are employed in the experiment. The Corel- 1 k database consists of 1000 natural images grouped into 10 classes, in which each class contains 100 images. These 1000 images are clustered into several semantic categories, such as beach, building, bus, dinosaurs, elephants, flowers, horses, mountains, foods, and Africa. The Corel-10k database includes 10,000 natural images which are clustered into 100 categories such as beach, fish, sunset, bridge, airplane, etc. The USPTex 1.0 database contains 2292 various textural images grouped into 191 classes and each class has 12 similar images.

A series of experimental results are offered to report the validity of the proposed methods. For every image database, all of the images in it will be taken as the query image to perform the retrieval and then compute their average precision rate when the recall rate is $10 \%, 20 \%, 30 \%, 40 \%, 50 \%$, and $60 \%$, successively. For the image division block in the procedure of color feature extraction, various image block sizes, such as $2 \times 2,4 \times 4,8 \times 8$, and the non-division situation, are taken into consideration. The parameter $\delta$ in the Equation (15) is set as $\delta=10^{-16}$. Since there are two feature vectors in the proposed methods, the similarity weighting constants in Equation (17) will be successively set to $\left\{\lambda_{1}=1, \lambda_{2}=0\right\},\left\{\lambda_{1}=0, \lambda_{2}=1\right\}$, and $\left\{\lambda_{1}=1, \lambda_{2}=1\right\}$, corresponding to the situations that only color feature, only texture feature, and their combination are respectively used for retrieval. In addition, several other image retrieval algorithms proposed in recent years are used in comparison, including image structure elements' histogram [23] (SEH), multi-trend structure descriptor [28] (MTSD), local structure descriptor [29] (LSD), and integrated LBP-based approach [30].

Tables 1-3 show the experimental results of the proposed methods on Corel- 1 k with $\left\{\lambda_{1}=1, \lambda_{2}=0\right\},\left\{\lambda_{1}=0, \lambda_{2}=1\right\}$, and $\left\{\lambda_{1}=1, \lambda_{2}=1\right\}$, respectively. The precision-recall curves in Figure 5 present the comparison result between the several employed algorithms and our methods based on the databases Corel-1k, Corel-10k, and USPTex1.0. Furthermore, the time consumption of each algorithm on a complete retrieval procedure on Corel-1k is given in Figure 6.

Table 1. Retrieval precision of different block sizes on the database Corel-1k with $\left\{\lambda_{1}=1, \lambda_{2}=0\right\}$.

| Different <br> Block Sizes | $\mathbf{0 . 1}$ | $\mathbf{0 . 2}$ | $\mathbf{0 . 3}$ | $\mathbf{0 . 4}$ | $\mathbf{0 . 5}$ | $\mathbf{0 . 6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.6505 | 0.5694 | 0.5162 | 0.4701 | 0.4312 | 0.3850 |
| $2 \times 2$ | $\mathbf{0 . 6 9 2 2}$ | $\mathbf{0 . 6 0 7 5}$ | $\mathbf{0 . 5 5 3 5}$ | 0.5088 | 0.4655 | 0.4202 |
| $4 \times 4$ | 0.6912 | 0.6070 | 0.5529 | $\mathbf{0 . 5 1 0 9}$ | $\mathbf{0 . 4 7 0 8}$ | $\mathbf{0 . 4 3 0 6}$ |
| $8 \times 8$ | 0.6610 | 0.5750 | 0.5219 | 0.4777 | 0.4380 | 0.3997 |

Table 2. Retrieval precision on the database Corel-1k with $\left\{\lambda_{1}=0, \lambda_{2}=1\right\}$.

| Recall Rates | $\mathbf{0 . 1}$ | $\mathbf{0 . 2}$ | $\mathbf{0 . 3}$ | $\mathbf{0 . 4}$ | $\mathbf{0 . 5}$ | $\mathbf{0 . 6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Precision Rates | 0.6949 | 0.6313 | 0.5891 | 0.5510 | 0.5143 | 0.4795 |

Table 3. Retrieval precision of different block sizes on the database Corel-1k with $\left\{\lambda_{1}=1, \lambda_{2}=1\right\}$.

| Different <br> Block Sizes | $\mathbf{0 . 1}$ | $\mathbf{0 . 2}$ | $\mathbf{0 . 3}$ | $\mathbf{0 . 4}$ | $\mathbf{0 . 5}$ | $\mathbf{0 . 6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{0 . 3}$ | Recall Rates |  |  |  |  |
| No block | 0.7404 | 0.6683 | 0.6229 | 0.5817 | 0.5420 | 0.5041 |
| $2 \times 2$ | 0.7512 | 0.6834 | 0.6359 | $\mathbf{0 . 6 0 0 5}$ | $\mathbf{0 . 5 6 4 3}$ | $\mathbf{0 . 5 2 5 0}$ |
| $4 \times 4$ | $\mathbf{0 . 7 5 3 9}$ | $\mathbf{0 . 6 8 4 8}$ | $\mathbf{0 . 6 3 7 3}$ | 0.5993 | 0.5612 | 0.5228 |
| $8 \times 8$ | 0.7422 | 0.6726 | 0.6263 | 0.5854 | 0.5473 | 0.5084 |


(a)

(b)

(c)

Figure 5. The comparison of average retrieval performance of different algorithms on different image databases: (a) Corel-1k; (b) Corel-10k; and (c) USPTex1.0.


Figure 6. Time consumption of each algorithm to perform a complete retrieval procedure on Corel-1k.

From Tables 1 and 3, we can see that the performance of block sizes of $2 \times 2$ and $4 \times 4$ are better than others and they are basically very close. However, according to Figure 6, a block size of $2 \times 2$ costs far much more time than $4 \times 4$. Therefore, overall, the $4 \times 4$ scheme is the best choice of the proposed methods. Additionally, with the aid of all of these experimental results, it is easy to conclude that although our scheme has higher time complexity, its retrieval accuracy is outstanding among all of these achievements, and its time complexity is acceptable.

Figure 7 presents partial retrieval examples of the proposed methods on Corel-1k with the combination of color and texture features applied in the image retrieval. The images on the first column are query images randomly drawn from each class, and the subsequent images from left to right are a set of returned images corresponding to the query image.


Figure 7. Examples of the top 10 retrieved images for each class in Corel- 1 k with $\left\{\lambda_{1}=1, \lambda_{2}=1\right\}$.

## 5. Conclusions

In this paper, we extract a group of texture elements to represent the texture content embodied in images. To integrate image color and texture information more effectively, we construct texture element histograms on every quantized HSV color layer. Experimental results illustrate the exciting effect of the color layer-based texture elements histogram (CLBTEH) in image retrieval. In addition, to further make use of the color information, a color fuzzy correlogram (CFC) is proposed to be a complementary descriptor to join up with the CLBTEH. We prove that our methods have better performance compared with several similar algorithms through very large experiments.

For further studies, the high dimension of the features in the proposed method needs to be improved. Additionally, feedback mechanisms and the popular deep learning may be employed in the future work.
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