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Abstract: With the rapid development of maritime digital communication, the demand for spectrum
resources is increasing, and building a maritime cognitive radio communication system is an effective
solution. In this paper, the problem of how to effectively allocate the spectrum for secondary
users (SUs) with different priorities in a maritime cognitive radio communication system is studied.
According to the characteristics of a maritime cognitive radio and existing research about cognitive
radio systems, this paper establishes a centralized maritime cognitive radio communication model
and creates a simplified queuing model with two queues for the communication model. In the
view of the behaviors of SUs and primary users (PUs), we propose a dynamic spectrum allocation
(DSA) algorithm based on the system status, and analyze it with a two-dimensional Markov chain.
Simulation results show that, when different types of SUs have similar arrival rates, the algorithm
can vary the priority factor according to the change of users’ status in the system, so as to adjust
the channel allocation, decreasing system congestion. The improvement of the algorithm is about
7%–26%, and the specific improvement is negatively correlated with the SU arrival rate.

Keywords: maritime cognitive radio communication system; spectrum allocation algorithm; queuing
model with two queues; priority factor; two-dimensional Markov chain

1. Introduction

With the rapid development of wireless technology, spectrum resources have become increasingly
scarce resources, thus promoting the rapid development of cognitive radio technology [1–5].

Spectrum sensing and spectrum allocation are important components of cognitive radio.
Moreover, spectrum allocation as a key part of cognitive radio technology, has received a great
deal of attention from experts and scholars. Cognitive radio spectrum allocation can be divided
into two categories according to the network structure [1,6]: centralized spectrum allocation [7–9]
and distributed spectrum allocation [10–12]. The two methods of allocation are applied in different
networks due to their respective characteristics. Due to primary users’ opportunistic access in cognitive
radio networks, the ON/OFF model is widely used to represent the status of the channel [13–15].
In a centralized cognitive radio network, secondary users (SUs) choose to wait while primary users
(PUs) use channels. If there is no idle channel, SUs will wait for the response of the central base
station (CBS). Based on this queuing feature, a great deal of research has been proposed to analyze the
cognitive radio system using queuing theory and Markov chains. In [16], a queuing access scheme
based on system cost for when SUs has several priorities was proposed. In [17], the author derived
system throughput and packet delay, and analyzed a dynamic spectrum access scheme by a Markov
chain. In [18], Chu et al. proposed a strategy to coordinate the dynamic spectrum access of different
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types of traffic and modeled the state transitions of the dynamic spectrum allocation (DSA) as a
multi-dimensional Markov chain. In [19], Wang et al. investigated a two-dimensional birth-and-death
process with priority in the cognitive radio system, and a one-dimensional queuing model was derived
to equalize the complicated process. In [20], two queuing schemes with novel queue scheduling
algorithms, which can assign different priority levels to different traffic types, were proposed, and the
priority factor was also introduced to control channel allocation.

With the development of communication technology, the demand for maritime digital
communication is increasing. Current maritime wireless communication uses a licensed VHF band
or satellite communication to satisfy the requirements of the International Maritime Organization
(IMO) [21]. However, IMO requires a wideband and low-cost communication system; the existing
system needs to improve maritime services and reduce the communication cost [22]. Several studies
regarding maritime communication systems have been done as an attempt to handle the problems
of existing systems [22–24]. However, it has been difficult to find spectra to satisfy the demand
of high-speed maritime communications. Lack of spectrum resources and low efficiency of fixed
spectrum allocation promote the development of maritime cognitive radio. Zhou et al. first proposed
the concept of cognitive maritime wireless networks and presented a cognition-enhanced mesh
medium access control (MAC) protocol for the operation of the proposed cognitive maritime mesh/ad
hoc networks [25]. Ejaz et al. proposed an optimal entropy-based cooperative spectrum sensing in
maritime cognitive radio networks [26]. Tang et al. presented a solution to overcome this spectrum
scarcity issue by utilizing cognitive radio (CR) technology in the maritime Automatic Identification
System (AIS) VHF network [27]. Capela et al. designed a cognitive layer stack and established the idea
of software-defined maritime cognitive radio [28].

Compared with cognitive radio on land, maritime cognitive radio has several differences:

• Communications take place on ships, and the CBS is responsible for resource allocation and does
not need to participate in data transmission.

• Maritime cognitive radio has unique services, such as position reporting, early warning
information, chart updates, meteorological information, and so on. Services that involve
navigational safety generally have higher priority levels. The packet lengths of different services
are quite different. High-priority services usually have much smaller packets to ensure the
efficiency of communication.

• The nodes that are used as CBSs depend on the usage scenario. As the ships are located near
the coast, a shore station can be used. Alternatively, as the ships are navigating offshore, at sea,
a buoy station should be used [27,29].

Dynamic spectrum allocation is based on the fact that not all users are active at the same time;
it is a method that allows users to use the channel when the channel is idle [30,31]. At present,
the common spectrum allocation models and algorithms rarely involve the communication between
SUs, and discussions of the priority of SUs according to the service type are still few. Therefore,
it is necessary to study the dynamic spectrum allocation algorithm of a maritime cognitive radio
communication system.

This paper proposes a DSA algorithm for a maritime cognitive radio communication system.
In brief, the contributions of this paper can be summarized as follows:

1. Based on the characteristics of maritime cognitive radio, a communication model of the
centralized maritime cognitive radio communication system is proposed;

2. According to the communication model, a queuing model that contains two queues and
multiple servers is established. The pre-classifier is set to divide the SUs into two queues due
to the maritime service type. A two-dimensional Markov chain is used to analyze the queuing
model; and

3. A DSA algorithm with priority factor is proposed. The priority factor is decided by the maritime
service. Simulation results show that the algorithm can significantly decrease system congestion.
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The rest of the paper is organized as follows: In Section 2, we introduce the maritime cognitive
radio communication model. In Section 3, a queuing model based on the communication model is
presented and a DSA algorithm is proposed. In Section 4, we use a two-dimensional Markov chain to
analyze the queuing model and provide the steady-state probability of each state. Section 5 discusses
the simulation results of our proposed algorithm. Finally, the paper is concluded in Section 6.

2. Maritime Cognitive Radio Communication Model

2.1. Centralized Cognitive Radio Communication System

With the development of communication technology, the demand for digital communication
among ships is increasing. Cognitive radios have been proposed as a solution to overcome spectrum
congestion enabling opportunistic use of underutilized bands occupied by licensed users, which is
typically the case of the VHF maritime band [22,28]. Therefore, constructing a maritime cognitive radio
communication system is of great significance for improving the utilization of spectrum resources.

In cognitive radio, in order to solve the problem of the lack of spectrum resources and low
efficiency of fixed spectrum allocation, it is necessary to improve the spectrum utilization and improve
the efficiency of system communication, both of which are closely linked with spectrum allocation.
Cognitive radio spectrum allocation can be divided into two categories according to the network
structure: centralized spectrum allocation and distributed spectrum allocation [17]. Centralized
spectrum allocation refers to the existence of a CBS in the network cell, and the CBS completes the
spectrum allocation of each user in the cell; furthermore, the distributed spectrum allocation refers
to non-CBS: users coordinate with each other to complete the spectrum allocation. Compared with
distributed spectrum allocation, centralized spectrum allocation has certain advantages, such as
convenient network management, less delay, and the easy control of interference to the PU’s
network. In view of the maritime wireless communication scenario, the purpose is to realize the
data interaction between ship and ship, or between ship and shore station. It is a typical point-to-point
direct communication.

As shown in Figure 1, the CBS is a buoy when communications between ships happen at sea,
while the shore station is the CBS when the location is close to shore. PU represents licensed users that
are authorized to use the VHF maritime band, for example, VHF walkie-talkies and AIS. SU represents
the cognitive radio communication equipment installed on the ships which can opportunistically use
spectrum. SUs can communicate with each other and the CBS sends control information and receives
status information from SUs [1,32].
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The CBS manages the spectrum resources and allocates channels to SU. At the same time, it is
responsible for perceiving the arrival of PUs and notifying SUs to avoid the PUs.
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Independently of the ship’s location, the cognitive radio networks evidence the clear
characteristics of a centralized cognitive network. Thus, it requires a centralized cognitive radio
communications system.

2.2. Design of Service Flow for SUs and CBS

In the maritime cognitive radio communication system, the demand of communication is different
depending on the service. Therefore, in the CBS, it is necessary to classify the communication requests
according to service type. The CBS needs to make different responses to different types of requests.
When the PU uses the channel, it does not need to notify the CBS. This requires that the CBS needs to
have the ability to perceive whether a PU is using the channel. If a PU and an SU use the channel at
the same time, the CBS must inform the SU to suspend the current communication.

As shown in Figure 2, when an SU makes a communication request, it will send a request packet
that contains the SU’s information to the CBS. The CBS receives the request, makes a decision, and then
informs the SU of which channel the SU is allowed to use. After receiving the information from the
CBS, the SU sends back status information, indicating that the SU is beginning to use the channel.
When the SU has finished the communication, status information will also be sent to the CBS to indicate
that the channel is not being used anymore. The CBS periodically senses the status information of SUs;
the time period during which this occurs is called the sensing period.
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Figure 2. Schematic diagram of the data interaction between the secondary user (SU) and the central
base station (CBS).

3. Queuing Model and Dynamic Spectrum Algorithm

In a land communication system, the priorities of SUs are always decided by the data rate
requirement of the service and the high real-time requirement of the services [30], while in maritime
communication systems, the priorities lie in whether the service is about navigational safety. Services
such as position reports and early warning information must have higher priorities than general
services, which are not related to navigational safety. To differentiate whether the services involve
the information of navigational safety, the CBS divides the communication requests of SUs into a
high-priority request queue SUq1 and a low-priority request queue SUq2. Based on the two queues
with different priorities, we introduce the idea of queuing theory and construct a regional spectrum
allocation algorithm based on a queuing model with two queues and multiple servers.
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3.1. Queuing Model with Two Queues and Multiple Servers

In recent years, under the auspices of the IMO, the research on e-navigation is in ascendance [33–35].
E-navigation is a system concentrated on information transmission, providing a standard for the data
package. Some data bits are used in the package to indicate the type of service, which is called the
message ID. In the queuing model, a pre-classifier is used to analyze the type of service by the message
ID in the data package. As shown in Figure 3, the SUs’ communication requests are divided into queue
SUq1 and queue SUq2 by the pre-classifier. The first arriving request will get the allocation of the CBS
first. After assignment, the CBS will inform the SU of some related information. At the same time,
the CBS also checks if a PU is using the required channel.
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As the arrival of each SU’s communication request is a random event, the arrival of SUs’
communication requests will follow the Poisson distribution [17,36–38]. After the pre-classifier
processing, the arrival rate λq1 of the high-priority queue and the arrival rate λq2 of the low-priority
queue are also subject to the Poisson distribution.

A large number of papers [17,19,36,37,39] use the exponential distribution as the distribution of
the channel service time, which is the time during which SUs use the channel to communicate with
each other. Assuming that the service time of SUq1 and SUq2 follow the exponential distribution with
parameters µq1 and µq2, the average service rates of the two queues will equal µq1 and µq2, respectively.

Since the use of the channel by a PU is also a random process of continuous time, its arrival
rate follows the Poisson distribution with parameter λp, and its service time follows the exponential
distribution with a mean of µp

−1 [17,19,20].
In order to ensure the communication efficiency of the high-priority queue, we introduce the

adaptive priority parameter p in the DSA algorithm to dynamically adjust the weight of the two
request queues.

3.2. SU State Transitions

Since there are two types of queues at CBS, the channel state of the cognitive radio communication
system with N channels can be described by an integer pair (i, j), where i represents the number of
channels occupied by SUq1, j represents the number of channels occupied by SUq2.

When an SU of SUq1 arrives with rate λq1, the state of the system becomes (i + 1, j). Similarly,
when an SU of SUq2 arrives with rate λq2, the state of the system becomes (i, j + 1). At the state (i, j),
when an SU in SUq1 leaves with rate iµq1, the state of the system becomes (i− 1, j); when an SU in SUq2

leaves with rate jµq2, the state of the system becomes (i, j− 1). Furthermore, when i + j = N, SUq2 enters
the blocking state. The CBS will determine whether SUq1 preempts the channel of SUq2 according
to priority factor p, which characterizes the probability that SUq2 will refuse to stop using channels.
Thus, when the CBS determines that SUq1 preempts SUq2’s channel, the system state changes from
(N − i, i) to (N − i + 1, i − 1), and the state transition rate is λi, which is given as
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λi =
(

1− pi
)

λq1. (1)

3.3. Impact of PU

In a cognitive radio communication system, SUs must vacate channels when a PU uses the
channel. This section discusses SUs that are insensitive to delay, which means that SUs choose to wait
when encountering the PU’s intervention and continue to transmit after the PU is finished.

Since SUs must give up the channel when a PU is attempting to use it, the service time originally
obeying a certain distribution will change due to the intervention of the PU.

The status of the channel occupied by the PU can be divided into busy and idle [17,18,40,41];
thus, the state transition diagram of the PU can be drawn—1 means busy, 0 means idle—as
Figure 4 shows.
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Considering that the sum of all steady state probabilities is 1, a PU’s busy probability PB and PU’s
idle probability PI are given as

PB =
λp

λp + µp
(2)

PI =
µp

λp + µp
. (3)

Let C be the service time of the SU under the PU’s intervention and let T be the service time of the
SU without the PU’s intervention. Nd represents the number of PUs appear during the service time of
the SU. Dr represents the service time remaining when the SU is interrupted by the PU. The letter s is
the complex variable in the Laplace transform. We then obtain

C = T +
Nd

∑
r=1

Dr (4)

E[e−sC|T, Nd] = e−sTE[exp(−s
Nd
∑

r=1
Dr)]

= e−sT(
µp

s+µp
)

Nd
. (5)

Through the total probability theorem, we obtain

E[C] = −E[e−sC]

ds
|s=0. (6)

In [19], the author discussed the case when the PU was involved. According to the Laplace
transform of the service time distribution of the SU when the SU is under the PU’s interference,
the author obtained the average service time via statistical theory, and proved that an equivalent
service time distribution is consistent with the negative exponential distribution when they have equal
expectation. Let µq be the average service rate of SU:

µq =
1

E[C]
. (7)
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Therefore, considering the two kinds of SUs with different priorities and the existence of a PU,
let µq1’ and µq2’ be the average service rates of SUq1 and SUq2. We thus obtain

µq1
′ = µq1PI (8)

µq2
′ = µq2PI . (9)

3.4. Blocking Coefficient

When the total number of channels occupied by SUs in a cognitive radio communication system
is N, the assignable channels of the CBS reaches a maximum. The newly arriving requests of SUq2

cannot receive a response from the CBS so that leading to enter the blocking state. The newly arriving
request of SUq1 obeys the allocation of the CBS, and data transmission continues if SUq1 receives the
channel of SUq2; if not, a blocking state is reached.

The steady state probability of the system state (i, j) is donated as Pi,j. The blocking probabilities
of SUq1 and SUq2 are represented by Ss1 and Ss2, respectively. Ss1 and Ss2 are given by

Ss1 = PN,0 +
N−1

∑
i=0

Pi,N−i pN−i (10)

Ss2 =
N

∑
i=0

Pi,N−i. (11)

Because only SUq1 and SUq2 exist in the system, the system blocking coefficient S is defined as

S = Ss1 + Ss2. (12)

3.5. Dynamic Spectrum Allocation Algorithm

The change of arrival rates of SU and PU can change the usage of the channel. Correspondingly,
the CBS should also change the priority factor p so as to reduce the system blocking coefficient by
changing the allocation of the channels.

The CBS first senses whether there is a PU. If the PU occupies the channel, it informs all SUs to
stop using the channel. If not, then it determines whether there is an idle channel. If there is an idle
channel, a fixed priority factor is used to directly respond to the SU’s request and the CBS assigns the
channel. When an idle channel does not exist, the CBS evaluates the status of the channel occupied
by SUq1 and SUq2 in a sensing period, so as to adjust the channel allocation by changing the priority
factor p.

After a sensing period, if the SU’s arrival rate and status of the channel do not change, the CBS
does not change the priority factor; if one of them changes in the next sensing period, the CBS adjusts
the priority factor p to reduce the blocking coefficient of the system.

When the arrival rates of SUq1 and SUq2 vary, the system congestion will inevitably change.
The algorithm optimizes the system blocking coefficient by changing the priority factor p, which
depends on the numbers of different SUs in the system. It is easy to write the average number of SUq1

and SUq2. If Es1 and Es2 are the average numbers of SUq1 and SUq2, then we obtain

Es1 =
N

∑
i=0

N−i

∑
j=0

iPi,j (13)

Es2 =
N

∑
i=0

N−i

∑
j=0

jPi,j. (14)
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When there are more users of SUq1 in the system, there should be a greater probability of
preempting SUq2’s channel. We obtain

1− p = Es1/(Es1 + Es2) (15)

p = Es2/(Es1 + Es2). (16)

The CBS adjusts the priority factor p to realize the dynamic allocation of the spectrum according
to the condition of the system. Algorithm 1 is the DSA algorithm.

Algorithm 1: Dynamic Spectrum Allocation Algorithm

1 if PU occupy the Channel
2 Tell SU stop using the channel
3 else if Any channel idle
4 Allocate channels to SUq1&SUq2
5 else
6 do
7 Evaluate the status of users in system
8 Adjust the priority factor p
9 While (Arrival rates of SU change)
10 Adjust the channels allocation Of SUq1&SUq2
11 end

4. Markov Chain Analysis

In Section 3.2, the state transition of the SU was analyzed. The state of the channel is divided into
busy and idle only; meanwhile, the system has two kinds of SUs and the integer pair (i, j) can indicate
the state of the channels occupied by SUs. A user will obtain the channel or join in the queue when
it arrives, while a user will leave the system when it completes communication. In a cognitive radio
communication system, arrival is random and the occupancy of channels is memory-less. The arrival
and leaving of users constitutes a birth-and-death process, so we use a Markov chain to analyze the
model [19,42].

The property of Markov chain is denoted as

P{Xn+1 = j|Xn = i, Xn−1 = in−1, · · · , X1 = i1, X0 = i0} = P{Xn+1 = j|Xn = i}. (17)

The state of the system is only related to the previous state in the Markov chain. A one-dimensional
Markov chain has only one class of states, while a two-dimensional Markov chain has two classes. Due to
the state transition of the system, we can draw the state transition diagram of the two-dimensional
Markov chain, as shown in Figure 5.

Since the number of one class of states is N, there are (N + 1) × (N + 2)/2 states in the system,
the steady state probability of state (i, j) is represented by Pi,j. According to the state transition diagram,
the steady state equations for each state are listed:

State (0, 0):
P0,0(λq1 + λq2) = P1,0µq1 + P0,1µq2. (18)

State (i, 0), where 1 ≤ i ≤ N – 1:

Pi,0(λq1 + λq2 + iµq1) = Pi+1,0(i + 1)µq1 + Pi,1µq2 + Pi−1,0λq1. (19)

State (0, j), where 1 ≤ j ≤ N – 1:

P0,j(λq1 + λq2 + jµq2) = P1,jµq1 + P0,j+1(j + 1)µq2 + P0,j+1λq2. (20)
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State (i, j), where 1 ≤ i ≤ N – 2, 1 ≤ j ≤ N – i – 1:

Pi,j(iµq1 + jµq2 + λq1 + λq2)

= Pi+1,j(i + 1)µq1 + Pi,j+1(j + 1)µq2 + Pi−1,jλq1 + Pi,j−1λq2
. (21)

State (i, N − i), where 1 ≤ i ≤ N − 1:

Pi,N−i[iµq1 + (N − i)µq2 + λN − i]
= Pi−1,N−iλq1 + Pi,N−i−1λq2 + Pi−1,N−i+1λN−i+1

. (22)

State (0, N):
P0,N(Nµq2 + λN) = P0,N−1λq2. (23)

State (N, 0):
PN,0Nµq1 = PN−1,0λq1 + PN−1,1 + λ1. (24)

The sum of the steady state probabilities of all states in system is 1, so

N

∑
j=0

N−j

∑
i=0

Pi,j = 1. (25)

From Equations (18)–(25), we can calculate the steady-state probabilities of all states, changing
the equations into a matrix.
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Column vector A is the steady state probabilities of all states, and A is given as

A = (P0,0, P0,1 . . . . . . P0,N , P1,0 . . . . . . P1,N−1 . . . . . . Pi,j . . . . . . PN−1,1, PN,0)
T . (26)
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Matrix M is the coefficient matrix of the steady-state equations:

M = (m1, m2 . . . . . . m(N+1)(N+2)/2, m(N+1)(N+2)/2+1)
T . (27)

Among the matrix M, mi (1 ≤ i ≤ (N + 1)(N + 2)/2) is the coefficient row vector of the steady-state
equation of state i in vector A, and m(N+1)(N+2)/2+1 is a row vector of 1.

B is a column vector, the number of 0 in the column vector is (N + 1)(N + 2)/2:

B = (0, 0, 0 . . . . . . 0︸ ︷︷ ︸
(N+1)(N+2)/2

, 1). (28)

From Equations (22)–(24), we obtain
MA = B. (29)

According to Equation (25), the steady-state probabilities of each state can be given as

A = M−1B. (30)

5. Simulation and Analysis

MATLAB (from MathWorks, Natick, MA, USA) was used to analyze the reduction of the blocking
coefficient by the DSA algorithm. The service rate represents the speed of the SU using the channel,
so it is negatively correlated with the size of the packet. In order to ensure the efficiency of its
communication, the length of packets in the high-priority queue are usually much smaller than those
in the low-priority queue. The simulation is carried out with the parameters set as follows:

• Set the service rate of high priority request queue µq1 = 2;
• Set the service rate of low priority request queue µq2 = 0.2;
• Set the number of channels controlled by CBS N = 3;
• Set the arrival rate of PU λp = 1; and
• Set the service rate of PU µp = 1.

We analyze the relationship between the priority factor p and the arrival rates λq1 and λq2.
After 10,000 random simulations, we obtain the results shown in Figure 6. The red dots represent
the value of the priority factor p as λq1 and λq2 vary. We mark the points in blue when the difference
between λq1 and λq2 is below 5%. From Figure 6, under a 98% probability condition, the value of the
priority factor p corresponding to the blue mark point is within the range of 0.2–0.8.

Then we analyze the relationship between the average number of users in the system and the
arrival rate of the users’ requests in both queues. We set λq1 and λq2 to increase from 0 to 5 in steps of
0.02 and obtain the average number of users by 62,500 points. Figure 7 depicts the average number of
users in the system as λq1 and λq2 vary. With the arrival rate of SU changing, the upper bound of the
average number of users does not exceed the number of system channels N.

The DSA algorithm adjusts the priority factor p according to the change of the average number of
users in the system. To simplify the analysis, let SUq1’s arrival rate λq1 be an independent variable and
the arrival rate of SUq2 is set as λq2 = 1. We make λq1 increasing from 0 to 5 in steps of 0.005. Figure 8
depicts the variation of the average numbers of SUq1, SUq2, and total users in the system as λq1 varies.
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With the increase of λq1, the average number of SUq1 increases, the average number of SUq2

decreases, and the average number of total users in the system first decreases and then increases.
This is because when λq1 is small enough, only the communication requests in the low-priority queue
occupy the system; however, with the increase of λq1, the channels are shared by SUq1 and SUq2, so the
system does not appear in a blocking state. As a result, the average number of total users shows
a downward trend. However, as λq1 continues to increase, the average number of total users also
continues to increase, and the system appears to be in a blocking state. According to the system status,
the DSA algorithm will switch the fixed priority factor to the dynamic priority factor, and the dynamic
priority factor is further adjusted according to the status change of the system.
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In [20], the author proposed the idea that the priority factor is determined according to the system
status and requirements, but the implementation is not discussed. Instead, a fixed priority factor is
determined according to the initial status of the users. The author analyzed the model with a priority
factor p = 1/3.

In order to prevent the wrong switch of the priority factor, we set a buffer in which CBS selects the
switching point. The buffer allows the switch point to be within the 2% error range of the minimum
average number of total users. Our analysis is with respect to a switching point of λq1 = 2.25.

Figure 8 shows the judge of the state and the choice of the switch point. Based on this, we set λq1

as increasing from µq1’ to 5 by steps of 0.005. Figure 9 compares the blocking coefficients when we
use different fixed priority factors and the DSA algorithm as λq1 varies. We observe that, when λq1 is
slightly larger than µq1’, the system does not appear to be in a blocking state, and when the algorithm
uses the fixed priority factor p = 0.2, the blocking coefficient is smaller than other values of p; after the
switch point, the algorithm changes to use the dynamic priority factor, and the blocking coefficient is
also smaller than other values of p. It can be proved that the DSA algorithm proposed in this paper
can reduce the blocking coefficient of the system.
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Figure 9. The blocking coefficient of the dynamic spectrum allocation (DSA) algorithm and fixed
priority factors.

Figure 10 shows the improvement of system congestion coefficient by the DSA algorithm as p and
λq1 vary. According to the conclusion of Figure 6, the range of parameter p is 0.2–0.8. The value of the
arrival rate λq1 is 2.25–5. Figure 9 shows that the system is in a blocked state, and the DSA algorithm
adaptively adjusts the priority factor.
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When using the fixed priority factor, we can obtain the congestion coefficients of system S.
While using the adaptively priority factor, we can obtain S’. The improvement of the system’s
congestion coefficient means (S’ – S)/S. In Figure 10b, we can see an improvement when the system
is at the blocking state. The improvement is positively related to the size of the fixed priority factor
and negatively related to the arrival rates of SUq1. When the parameter p is 0.8, we can obtain the
minimum point in Figure 10b, so that the improvement of the algorithm corresponding to the lowest
point tends to 7%. This means that, as the arrival rate λq1 increases, the improvement of the algorithm
will decrease, but the minimum still has about 7% improvement. The vertex of the graph indicates the
maximum degree which the DSA algorithm can reduce when λq1 is near the switch point.

Finally, we can determine that the DSA algorithm, with an adaptive adjustment of the priority
factor, can effectively improve the system efficiency. The improvement of the algorithm is about 7–26%,
and the specific improvement value is negatively correlated with the SU arrival rate.

6. Conclusions

The rapid development of maritime digital communication leads to a growing demand for
spectrum resources. Maritime cognitive radio receives more and more attention, as it can utilize the
inefficient limited spectrum resources.

Considering the current available research about the common cognitive radio and the
characteristics of maritime cognitive radio, we established a centralized maritime cognitive radio
communication model. The model sets up signal channels for the CBS to control the data transmission
in the system, which embodies the characteristics of maritime wireless communications.

Based on the model, we create a simplified queuing model with two queues with priority.
We analyze the system model by using a two-dimensional Markov chain. A DSA algorithm,
which achieves the channel allocation for SUs with different priorities, is proposed. The algorithm
adjusts the channel allocation by the priority factor according to the system status. Simulation results
show that, when different kinds of SUs have similar arrival rates, the improvement is positively related
to the size of the fixed priority factor and negatively related to the arrival rates of SUq1. Additionally,
the DSA algorithm, with an adaptive adjustment of the priority factor, can effectively improve system
efficiency. The improvement of the algorithm is about 7%–26% and the specific improvement is
negatively correlated with the SU arrival rate.
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