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Abstract: Recently, direction of arrival (DOA) estimation premised on the sparse arrays interpolation
approaches, such as co-prime arrays (CPA) and nested array, have attained extensive attention because
of the effectiveness and capability of providing higher degrees of freedom (DOFs). The co-prime
array interpolation approach can detect O(MN) paths with O(M + N) sensors in the array. However,
the presence of missing elements (holes) in the difference coarray has limited the number of DOFs.
To implement co-prime coarray on subspace based DOA estimation algorithm namely multiple signal
classification (MUSIC), a reshaping operation followed by the spatial smoothing technique have
been presented in the literature. In this paper, an active coarray interpolation (ACI) is proposed to
efficiently recovering the covariance matrix of the augmented coarray from the original covariance
matrix of source signals with no vectorizing and spatial smoothing operation; thus, the computational
complexity reduces significantly. Moreover, the numerical simulations of the proposed ACI approach
offers better performance compared to its counterparts.

Keywords: coarray interpolation; degree of freedom; nuclear norm minimization; DOA estimation;
co-prime array; MUSIC; uniform linear array; sparse array

1. Introduction

Direction of arrival estimation (DOA) is a vast research topic due to its broad range of applications
in many areas such as sonar, radar and wireless communication. It is widely known that traditional
high resolution DOA estimation algorithms like estimation of signal parameters via rotational
invariance techniques (ESPRIT) and multiple signal classification (MUSIC) [1,2], which can only
resolve N sources with uniform linear array (ULA) of N + 1 sensors, hence it has N degree of freedom
(DOF). It requires a larger number of antenna elements to resolve more number of sources, which would
acquire enormous cost but still can’t get remarkable DOA estimation efficiency and accuracy.

To address these challenges and resolve more sources than the actual physical sensors,
numerous array geometry and signal processing techniques have been presented [3,4]. Recently,
minimum redundancy arrays (MRAs) [3], which can enhance the number of contiguous sensors with a
certain number of physical antenna elements. However, MRA has no general expression. Additionally,
MRA estimates that the proficient covariance matrix conforming to a broad antenna array needs a
relatively intricate and tedious iterative operation. To overcome this problem, an approach named
as the nested arrays has been presented in [4]. In the nested array, nonuniform arrays designed by
integrating multiple ULAs where every sub-array has a distinct inter-element spacing. It is a fact that
some array elements are placed very closely in the nested array; therefore, mutual coupling effects
among the sensors can turn into compelling form and thus compromise the effective design of sparse
array and the performance. Since there is no approximate DOF and no closed-form expression for the
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array geometry in MRA and the existence of mutual coupling problems between contiguous antenna
elements in the nested array design, it is difficult to construct the system model in most of the cases.

Most recently, co-prime arrays (CPA) [5–7] sparked the research activities and received
considerable attention by taking closed-form expressions into account for coarray geometry and
contraction of the mutual coupling effect in the direction of arrival estimation problem. The simplicity
and high efficiency of CPA make it more attractive among the sparse interpolation approaches.
With the utilization of a co-prime array approach, the powers of signal behave as new coherent
sources [1]. CPA consists of two subarrays with M and N elements, where M and N are co-prime
integers. The co-prime array interpolation approach can detect O(MN) sources with O(M + N) antenna
elements. The number of DOFs is an essential coarray design benchmark because high number of
DOFs means more paths can be detected by the antenna array. However, the corresponding difference
coarray set in the sparse array has holes or missing elements that cause some limitations in DOA
estimation. Subsequently, the DOFs are limited for subspace based algorithms, like ESPRIT and MUSIC,
since spatial smoothing based operations are generally applicative to only uniform arrays [8–10];
therefore, an augmented array is constructed from the co-prime array to obtain uniformity in the array
to estimate DOA.

Several array augmentation approaches have been designed to address this problem. In [11],
the authors used array motion to brim the missing elements in the corresponding difference coarray
set; however, this approach enforces some limitations on the motion status of the array and received
data at a precise point. In [12], the author utilized the covariance matrix augmentation approach,
but it required complex matrix completion operation to wholly exploit the offered DOFs. In [8],
the author used a co-prime sampling technique based on spatial smoothing, in order to construct a
positive semidefinite matrix from the covariance matrix corresponding to the received data vector.
The optimal positive semidefinite matrix can be directly utilized on a subspace based algorithm such
as MUSIC. To resolve the holes case in the difference coarray set [13], the author proposed a sparse
signal reconstruction approach by vectorizing the original covariance matrix; therefore, the number
of detectable paths is reduced to the positive lags. In [14], central contagious array elements are
used to estimate DOA and ignore the holes in the difference array set. The author suggests using the
central contagious ULA to perform DOA estimation, although the DOF is not fully exploited, but the
complexity of the system reduces to a significant level. The thinned co-prime array structure in [15],
introduced to exploit the redundancy in the corresponding difference coarray. The contribution of a
few sensors in the subarray 2M-sensor of the conventional co-prime can be gathered by the rest of
the sensors in the array; therefore, these elements are removed without upsetting the properties of
the actual array, hence more uniform lags and aperture with a low number of sensors. In [16], a low
complex compressive sensing approach has been proposed. The author combined the auto-correlation
and cross-correlation matrices of both subarrays to cope with the redundant entries and complexity
without sacrifising the DOA estimation performance. Nuclear norm minimization approach in [17] has
been utilized to brim the holes in the difference coarray set. An augmented array with a larger aperture
is constructed from the sparse array by reshaping the original covariance matrix corresponding to a
received data vector. Then, utilizing the spatial smoothing operation to recovering a rank of matrix;
thereafter, it is used for DOA estimation.

In this paper, we proposed an efficient approach named as an active coarray interpolation (ACI)
to obtain rigorous DOA estimation with low complexity. The covariance matrix corresponding to
the coarray is constructed from the original dispersion matrix (covariance matrix) of the received
source data with no vectorizing and spatial smoothing operation, which reduces the computational
complexity with respect to the existing approaches; in the final step, the MUSIC algorithm is applied
to find the DOA. Moreover, the proposed approach effectively exploited the co-prime array to fill the
holes in the corresponding difference coarray, thus increasing the number of degrees of freedom (DOFs)
for the subspace based MUSIC algorithm. The numerical simulation is carried out to demonstrate the
efficiency of the proposed ACI approach.
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The rest of this paper is arranged into the following sections. System Model and different coarray
interpolations approaches have been discussed in Sections 2 and 3, respectively, whereas, in Section 4,
the proposed active interpolation approach has been presented. We analyze the performance of
proposed and existing approaches by conducting numerical simulation in Section 5. Finally, in Section 6,
we draw the conclusions.

Notations: Scalars represented by (a) lower-case letters, vectors represented by (a) lower-case
bold letters, matrices denoted by (A) upper-case letters in bold, and sets are expressed by A upper-case
letters in blackboard boldface. Particularly, IM stands for the identity matrix of M×M dimension.
Similarly, A∗ denoted the conjugate, the transpose is represented by AT and the complex conjugate
transpose of A is represented by AH . The Kronecker product represented ⊗, vec(·) stands for the
vectorization operation of a matrix, and diag(A) stands for the diagonal elements of matrix A. |A| refers
to the cardinality of the A. tr(A) denoted the trace of matrix A. The nuclear norm and the Frobenius
norm of matrix A is represented by ||A||∗ and ||A||F, respectively. E[·] represented the expectation
operator.

2. System Model

The co-prime array that is produced by a set of co-prime integers (M, N) shows in Figure 1.
With no loss of generality, we consider that the subarray M has less sensors than that of N (M < N).
The zeroth position of the both subarrays shares the same sensor [8,18–22]. M + N − 1 comprises all
of the elements in the corresponding CPA. The first coarray has 2M having Nd inter element spacing,
whereas the second array has N sensors having Md inter-element spacing. In the co-prime arrays,
the corresponding integer set (S) is expressed as

S = {Mn, 0 ≤ n ≤ N − 1}
⋃
{Nm, 0 ≤ m ≤ 2M− 1}. (1)

The physical location of antenna elements are L = {b1, b2, ..., bL} × d0 = S× d0, where S is the
corresponding integer set. d0 = λ/2 is the distance between antenna elements, whereas λ is known
as wavelength. The corresponding difference set (D) is used to exploit the DOF offered by co-prime
design is given as

D = {c1 − c2|c1 ∈ S, c2 ∈ S}. (2)

Moreover, the locations of elements in the corresponding difference set (D) are given as D× d0.
The corresponding difference set (D) is a non-uniform array; therefore, the existence of holes in
the corresponding difference set limits the maximum DOF and it can’t be directly utilized on DOA
estimation algorithms. To make it hole free array, we take S as the physical location of the sensors
and its corresponding difference coarray is (D); then, the maximum central contiguous ULA (U) in the
corresponding difference coarray (D) is given as

U = {m|{m|, ..., |m|S} ⊆ S}. (3)

The maximum central contiguous ULA (U) of the corresponding difference coarray (D) has less
sensors, which reduces the DOFs. To achieve a full degree of freedom and implement that array on a
subspace based MUSIC algorithm, it is required to exploit the difference coarray to get a maximum
number of DOFs and uniform array. By taking these considerations into account, the augmented ULA
(V) constructed that has range from −(2M− 1)N to (2M− 1)N, expressed as

V = {m|{min(D) ≤ m ≤ max(D)}. (4)

The cardinalities defined above for co-prime arrays are given as

|S| = 2M + N − 1 |U| = 2MN + 2M− 1,
|D| = 3MN + M− N |V| = 4MN − 2N + 1.
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Figure 1. Coprime array geometry.

Assume that K narrow band and uncorrelated signals with powers [σ2
1 , σ2

2 , ..., σ2
K] impinging on the

array, embedded in Additive white Gaussian noise (AWGN) from angle {θ1, θ2, ..., θK}. The received
signals at time “t” which is gathered by all the antenna elements are given as

x(t) = Ask(t) + n(t) t = 1, 2, 3, ..., T, (5)

where
A = [aS(θ1), aS(θ2), ..., aS(θK)] (6)

is the steering vector of dimension (2M + N − 1) towards the direction θK. sk(t) =

[s1(t), s2(t), ..., sK(t)]T is the Kth signal from the source. The number of snapshots is denoted as
“T”, and n(t) is the independent and uncorrelated noise vector having the length (2M + N − 1).
The steering vector A corresponding towards the direction θK is given as

aS(θK) = [ej2pd1d0 sin(θ1)/λ, ..., ej2pdLd0 sin(θK)/λ]T . (7)

Theoretically, the covariance matrix of data vector x(t) can be given as

RS = E[x(t)xH(t)] = ARss AH + σ2
n IL, (8)

where E{·} represented the statistical expectation operator and Rss = diag[σ2
1 , σ2

2 , ..., σ2
K], which is also

equal to E[s(t)sH(t)] is the covariance matrix corresponding to the source data with σ2
k signifying

the power of the Kth source. σ2
n is the noise variance, and I is an identity matrix of dimension

(2M+ N− 1)× (2M+ N− 1). Consider that RS is unattainable in practice but the maximum likelihood
(ML) method can be used to estimate R̃S using the available samples as

R̃S =
T

∑
t=1

xS(t)xH
S (t). (9)

The entries of the covariance matrix RS correspond to different lags. By vectorizing the covariance
matrix, we obtain the autocorrelation vector xD.

xD = vec{RS} = Āp + σ2
n Ī = (A∗ � A)p + σ2

n Ī, (10)

where the vectorization operator is denoted as vec(·), which converts a given matrix into a column
vector. Ā is the array manifold matrix of dimension (2M + N − 1)2 × 1, corresponding to the
difference coarray, the source power is p = [σ2

1 , σ2
2 , ..., σ2

K], whereas � and (·)∗ respectively represent
the Khatri–Rao product and the complex conjugation operator. Ī is the vectorized identity matrix.
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3. Coarray Interpolation

3.1. MUSIC Algorithm Based on Central Contiguous ULA

In the vector x̄D in (10), we see the coherent source like behavior “p”, whereas σ2
n Ī as a

deterministic noise term. However, there is only single snapshot available. Therefore, this case
has similarities with coherent sources. Moreover, the holes exist in the difference coarray set (D) as
mentioned in Section 2; therefore, it can’t be directly implemented in DOA estimation algorithms.
To implement in a MUSIC algorithm, which is a subspace based high resolution algorithm to estimate
DOA of the incoming signal, spatial smoothing is used to restore the rank of the signal covariance
matrix; therefore, the consecutive lags mainly around the origin of difference co-array set are taken
into account. The central contagious ULA range from −lζ to lζ , where −lζ is minimum value and lζ
is the maximum value in the consecutive lags range [14,17,23–25]. By removing the duplicated rows
in (10) and sorting the rest of the rows from −lζ to lζ , we obtain

xU = Ãp + σ2
n Ĩ. (11)

The length of xU is the same as the number of unique elements in the central uniform array of
2lζ + 1. Ã behaves like an array manifold matrix corresponding to the central uniform array. Ĩ is a
(2lζ + 1)× 1 vector whose (lζ + 1)th elements are 1 and the rest are zeros.

xU represents a data vector on the central ULA U. Then, this virtual array divide into lζ + 1
overlapping subarrays {XU1, ..., XU(ζ+1)}, where XUi with the array elements positioned at −i + 1 + k
with i = 1, 2, ...., lζ + 1 having k = 0, 1, ...., lζ . Then, we get

RU =
1

lζ + 1

lζ+1

∑
i=1

x̃Ui x̃H
Ui. (12)

The optimal solution of (12), is teoplitz matrix, so that the MUSIC algorithm can be directly
implemented to estimate DOA of incoming signal.

3.2. Hybrid Coarray Interpolation

In Hybrid coarray interpolation [23], the missing lags filled by coarray interpolation to exploit
maximum number of DOFs, which is followed by a denoising operation. The base line for denoising
operation is the existence of an error E as a result of finite snapshots in (9), which is a general case.
Therefore, R̃S is given as

R̃S = ARss AH + E. (13)

E contains σ2
n I, the power matrix of noise. Conducting a series of multiple operations such as

reshaping and coarray interpolation, the error stemming from finite snapshots, E, still exists in another
shape, which is represented by Ẽ. Then, R̃V can be expressed as

R̃V = RV + Ẽ. (14)

Instead of using spatial smoothing covariance matrix to suppress such kind of error, the hybrid
interpolation approach utilizes the covariance matrix of coarray by exploiting the Hermitian Teoplitz
structure, which can be shown as follows:

RV = T(u) =


u1 u2 . . . u|V+ |
uH

2 u1 . . . u|V+ |−1
...

...
. . .

...
u|V+ | u|V+ |−1 . . . u1

 . (15)
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Then, to eliminate the error as a result of the finite snapshot, an optimized denoising operation is
designed by using the nuclear norm minimization, which is expressed as

min||T(u)||∗
subject to||R̃V − T(u)||F ≤∈,

(16)

where the ∈ depends on the noise variance.

4. Active Coarray Interpolation (ACI)

The structure of the corresponding difference set (D) is non-uniform, and it has holes or
missing lags so it can not be directly utilized to estimate DOA on the subspace based MUSIC
Algorithm because it is unable to produce true DOA estimates, when numerous incoming signals
hit on the array. To resolve this case, central contiguous ULA interpolation of the corresponding
difference set (D) presented in [6], but the maximum number of DOFs can not be exploited by
using this method. On the other hand, array augmentation is used to interpolate holes [6,17];
therefore, we get a new augmented uniform linear array V with a larger aperture, it can be defined
as V = {m|min(D) ≤ m ≤ max(D)} [6,8,17]. The retrieval of missing correlation information in
covariance matrix of coarray (RV) can be defined as a nuclear norm minimization case. The objective
function is the convex case in nuclear norm minimization can be resolved by a software package CVX.
In the hybrid coarray interpolation [23], the missing lags filled by coarray interpolation to exploit
maximum number of DOFs, which is followed by a denoising operation. However, these methods
required a series of operations such as reshaping, spatial smoothing operation and denoising measures
to recover the covariance matrix of coarray from the corresponding original covariance matrix of
received data, which increases the computational complexity.

In this paper, we proposed an efficient approach named as active coarray interpolation (ACI) to
obtain rigorous DOA estimation with low complexity. The covariance matrix corresponding to the
coarray is actively constructed from the original dispersion matrix (covariance matrix) of the received
source data with no vectorizing and spatial smoothing operation, which reduces the computational
complexity. The recovery of RV from the original covariance matrix of received data RS can be given as

RV = arg min||R̃S||∗
subject to RV = R̃H

S ,

〈RV〉c1,c2 = 〈RS〉c1−c2

(17)

By utilizing nuclear norm minimization, the number of resolvable sources are equal to
L = (|V|+ 1)/2 = (4MN − 2N + 2)/2, it is equal to the number of positive lags in V. The optimal
solution of (17) contains Hermitian Teoplitz matrix (RV), so it can be directly employed in estimating
the coarray MUSIC spectra.

By conducting eigen decomposition of the covariance matrix RV of coarray, we can obtain the
noise subspaces (UN) and signal subspaces (US), which can be expressed as

θ̃ =
[
US UN

]
∑

[
UH

S
UH

N

]
(18)

It is known that the noise subspaces contain eigenvectors corresponding to the lowest eigenvalues
and also US is orthogonal to the UN . Each row of steering vector is corresponding to the direction of a
signal source, and it concludes that the source steering vectors are perpendicular to the UN ,

aH(θ)UN = 0 (19)
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The reciprocal of the matrix product ( aH(θ)UNUH
N a(θ)) produces largest peaks at the angle of

arrival. Thus, spatial MUSIC spectra is defined as

PMUSIC =
1

aH(θ)UNUH
N a(θ)

. (20)

Comparison to the existing approaches, the proposed active interpolation approach (ACI) have
the following advantages:

1. The existing approaches recover the covariance matrix of the augmented coarray from the original
covariance matrix of a source signal needs reshaping and spatial smoothing operations, while the
ACI approach does not need these operations; consequently, the intricacy of the proposed
approach reduced significantly.

2. MUSIC Algorithm Based on Central Contiguous ULA only focus on the consecutive lags mainly
around the origin of difference co-array set, while the proposed ACI approach utilizes the
augmented coarray set (V); hence, it achieves a higher number of DOF.

3. Experimentally compared results with counterparts specifies that the proposed ACI offers better
performance in terms of complexity, Root Mean Square Error (RMSE) and probability of resolution.
The outlines of ACI approach is presented in the Table 1.

Table 1. Active Coarray Interpolation (ACI) approach.

Input The received signals
Output Direction of arrival estimation

Step 1 Construct Covariance Matrix RS
Step 2 Optimize RS to get Toeplitz matrix RV from (17)
Step 3 Obtain noise subspace UN by conducting eigen-decomposition of RV.
Step 4 Compute (20) and to get sharp peaks correspond to the direction of the sources.

5. Simulation Results and Discussion

In this section, we examined the performance of the proposed approach by conducting a series of
simulations. The computational time calculated in MATLAB using the CVX package under the same
environment of Intel CPU i3-3240 with a clock speed of 3.40 GHz and 4 GB RAM. The experiment
was conducted for 30 runs. The contiguous Based ULA approach takes 66.8127 seconds, the hybrid
approach takes 72.3951 seconds and the proposed ACI takes 57.9326 s (13.29% less than a Contiguous
ULA based approach and 19.97% less than the hybrid approach). Though the computational reduction
is significant, but still the computational burden caused by the eigen decomposition.

In the following subsections, we presented the cardinalities of the co-prime array with respect
to DOFs. Then, we compare the spatial spectrum of the proposed and existing approaches listed in
this paper. The performance of the proposed approach in terms of Root Mean Square Error (RMSE)
probability of Resolution against the signal-to-noise ratio (SNR) and snapshots by conducting Monte
Carlo experiments. Moreover, to study the practical implications, we conducted a series of experiments
under different scenarios to test the angular resolution capabilities in the last subsection.

5.1. DOF Comparison

Figure 2 depicts the co-prime Array configuration. The lags are represented by the cross (∗)
and holes by the circles (◦). The number of DOF is an essential coarray design benchmark and it
is determined by the cardinalities of array with respect to RS, RD, RU and RV. The DOFs increased
with increasing number of lags in the array [17,26]. We consider a co-prime integer pair (M = 3,
N = 5) for an extended co-prime array. The array consists of 10 sensors with the physical locations at
S = {0, 2, 5, 6, 9, 10, ..., 25}. Similarly, the corresponding difference coarray (D) is non uniform, and it
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has holes while it extends from −25 to 25, i.e., D = {0,±1, ...,±17,±19,±20,±22,±25}. The central
contiguous is U = {0,±1,±2, ...,±17} and the augmented array with no holes extends from −25 to 25,
i.e., V = {0,±1,±2, ...,±25}.

-20 -10 0 10 20

-0.2

-0.1

0

0.1

Figure 2. CPA Configuration (◦ Holes ∗ lags) (from the top) sensors in the corresponding CPA;
the corresponding difference coarray; central contagious ULA; augmented coprime array.

5.2. MUSIC Spectrum

The spatial spectrum of the proposed approach is compared with the interpolated coarrays
described in Section 3. In this simulation, we consider 16 sources (uncorrelated) with SNR of 0 dB
and 500 snapshots. Figure 3 presents the normalized MUSIC spectrum of the uniformly distributed
between −0.5 to 0.5.

(a) (b) (c)

Figure 3. Spatial MUSIC spectrum (a) central ULA Based Approach; (b) hybrid Approach; (c) active
coarray interpolation approach.

5.3. Root Mean Square Error (RMSE)

We examined the root mean square error (RMSE) [6,27,28] performance in this section, against SNR
and snapshots with K = 16 uncorrelated sources. We conducted I = 300 independent Monte Carlo
experiments. The average RMSE of estimated DOAs is given as

RMSE =

√
∑I

i=1 ∑K
k=1(θ̃k(i)− θk)

2

IK
, (21)

where θk is the true angle and the estimated angles are denoted by θ̃k(i).
Figures 4 and 5 depict the RMSE performance against SNR (varies from −20 dB to 20 dB) and

snapshots (varies from 10 to 100) respectively. The performance of the hybrid approach is comparable
to our proposed approach, but it is computationally more complex as described in the previous
section. Figure 4 shows that the DOA estimation errors change (reduce) with respect to increasing SNR.
Similarly, Figure 5 shows that DOA estimation error reduces with an increasing number of snapshots.
As we can see, the proposed active interpolation approach performs better than its counterparts.
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Figure 4. RMSE versus SNR (Snapshots = 100, K = 16 sources, I = 300 Monte Carlo Experiments).

Figure 5. RMSE versus number of snapshots (SNR = 0 dB, K = 16 sources, I = 300 Monte
Carlo Experiments).

5.4. Probability of Resolution

We examined the performance in terms of Probability of Resolution (PR) [29,30] of proposed
approach in this section. The probability resolution is expressed as

Probabilty of Resolution =
Pr

P
, (22)

where P is total number of experiments, and Pr is the number of successful results. The successful
estimation, where the absolute direction of arrival estimation error, is within 1 degree.

Figures 6 and 7 show that the probability resolution against the SNR started from −20 dB to 20 dB
and snapshots (range from 10 to 100), whereas 16 coherent number of sources and the total number of
trails are 300. From the Figure 6, it can be noticed that, above −10 dB, all of the approaches obtain a
100% successful estimation. For every approach, the probability of successful estimation decreasing
at a particular position is called the SNR threshold, unless it finally approaches a minimum level.
The simulation results of a proposed active interpolation approach in Figures 6 and 7 outperform
its counterparts.
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Figure 6. PR versus SNR (Snapshots = 100, K = 16 sources, I = 300 Monte Carlo Experiments).

Figure 7. PR versus number of snapshots (SNR = 0 dB, K = 16 sources, I = 300 Monte
Carlo Experiments).

5.5. Angular Resolution

We conducted numerical experiments under different scenarios to test the angular resolution
capabilities. In the numerical simulation, the two close sources located at θ1 = 0.10 and θ2 = 0.12.
The experiment was carried out with different values of SNR and snapshots for each scenario. We can
see from Figure 8 that the contiguous ULA based approach and hybrid interpolation approach fail to
identify the two close sources for low SNR and snapshots, while the proposed ACI resolves successfully.

(a) (b) (c)

Figure 8. Angular Resolution of two close sources (θ1 = 0.10 and θ2 = 0.12) with different scenarios (a)
SNR = 0 dB, Snapshots = 100; (b) SNR = 5 dB, Snapshots = 200; (c) SNR = 10 dB, Snapshots = 300.
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6. Conclusions

In this paper, we proposed an active coarray interpolation (ACI) approach based on co-prime
array. The essential contribution of the proposed approach is the active construction of the covariance
matrix of the augmented coarray from the original covariance matrix of source signal with no reshaping
and spatial smoothing operation, which significantly reduces the computational complexity. Moreover,
the proposed approach effectively exploited the coprime array interpolation to brim the holes in
the corresponding difference coarray, thus increasing the number of degrees of freedom (DOFs) for
the subspace based MUSIC algorithm. The simulation results have demonstrated that the proposed
approach offers better performance in terms of Root Mean Square Error (RMSE), Probability of
Resolution and the Angular Resolution compared to its counterparts.
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