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Abstract:



Typically, textual information is available as unstructured data, which require processing so that data mining algorithms can handle such data; this processing is known as the pre-processing step in the overall text mining process. This paper aims at analyzing the strong impact that the pre-processing step has on most mining tasks. Therefore, we propose a methodology to vary distinct combinations of pre-processing steps and to analyze which pre-processing combination allows high precision. In order to show different combinations of pre-processing methods, experiments were performed by comparing some combinations such as stemming, term weighting, term elimination based on low frequency cut and stop words elimination. These combinations were applied in text and opinion mining tasks, from which correct classification rates were computed to highlight the strong impact of the pre-processing combinations. Additionally, we provide graphical representations from each pre-processing combination to show how visual approaches are useful to show the processing effects on document similarities and group formation (i.e., cohesion and separation).
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1. Introduction


Many documents are continuously generated and stored by distinct institutions, organizations and researchers. Considering the amount of data and their complexity, text mining techniques are widely employed to classify, organize and provide useful knowledge from textual data [1]. Usually, the input data are unstructured and need to be pre-processed before mining tasks.



The document pre-processing phase is composed of essential steps for several techniques that deal with textual data, such as text and opinion mining tasks. The pre-processing steps usually filter documents of interest, eliminate irrelevant terms and assign weights to relevant terms. However, the pre-processing phase is less focused on the text mining scenario [2] due to its non-automatic nature, in which the user needs to define parameters. In order to analyze the effects of pre-processing and parameter configurations in text and opinion mining tasks, quality measures are used to verify which pre-processing step leads to the best mining result [3]. For example, the classification rate can be employed to evaluate the effect of pre-processing on the accuracy of the classification of texts and opinions [4]. It is important to note that in this paper, we focus on texts and opinions because they are tasks widely discussed in the literature, but there are other subjects that would be benefited by the proposed approach, such as risk prediction modeling [5], patent analysis [6] and sales reports [7].



In this paper, for text mining tasks, distinct vector space models [8] are computed from document collections by varying the pre-processing steps, such as stemming [9], term weighting based on Term Frequency-Inverse Document Frequency (TF-IDF) [10] and the reduction of the amount of terms based on frequency cut [11]. For opinion mining, a combination of stop words elimination and stemming is employed to analyze the pre-processing effects. Additionally, we use multidimensional projection techniques [12] to build graphical representations based on text similarities as a form of textual data representation [13,14]. The results of pre-processing combinations are visualized in a 2D space by using multidimensional projection techniques. The visual analysis facilitates the comprehension of pre-processing effects on document similarities, that is what steps or parameter configuration can improve both groups’ cohesion and separation or the correct classification rate.



The main contributions of this work are the generalization of the approach proposed by Eler et al. [15], which presented a visualization-based approach for analyzing the pre-processing effects in text mining techniques, and the detailed analysis of the pre-processing effects in text and opinion mining, showing that the pre-processing phase plays an important role in mining tasks and the visualization of pre-processing effects, in which graphical representations show the cohesion or separation of document groups when changing the parameters of the configuration during pre-processing. In addition, we show a validation of the best vector space model with the silhouette coefficient [16] and neighborhood hit [13] quality measures, comparing the results with the correct classification rate.



This paper is organized as follows. Section 2 presents the theoretical foundation of the pre-processing steps used in text mining tasks, a brief foundation about multidimensional projection techniques and the main concepts of the opinion mining techniques used in this paper. Section 3 presents the methodology used to analyze the document pre-processing effects. Section 4 presents the experiments performed on text and opinion mining, as well as a discussion about the visual analysis of the vector space models computed from the combination of distinct pre-processing methods. Section 5 concludes the paper, summarizing the main achievements and proposing future work.




2. Theoretical Foundation


This section presents the main concepts and techniques employed in this work, regarding document pre-processing and multidimensional projections, focusing on opinion mining (we discuss specific concepts related to opinion mining [17]).



2.1. Document Pre-Processing


Structured data comprise the main source for most data mining tasks. However, several research fields are supported by unstructured data (e.g., document collections). Thus, when dealing with unstructured data, data mining tasks have to perform several pre-processing steps to compute a structured model for mining tasks. Some of these processing steps are presented in the following:

	
Document selection: filters which documents will be used in the text mining task;



	
Tokenization: identifies the terms that will be considered in the pre-processing;



	
Stop-word elimination: several terms are not relevant to mining tasks and can be eliminated in this step. Usually, these terms are words that commonly appear in any document (i.e., articles and prepositions);



	
Stemming: in this step, each word is reduced to its minimized form, by extracting the root of the word. For example, the root form of “fishing” is “fish”;



	
Luhn cut: this step can eliminate terms for which the frequency is below a given threshold;



	
Weighting: is employed to minimize or maximize the term contribution on the mining tasks. For example, a well-known technique is TF-IDF (Term Frequency-Inverse Document Frequency).








The result of the pre-processing pipeline is a vector space model [8], also called as document × term matrix. In such a model, each row represents a document, each column a term, and each element is the frequency (TF) or the term influence in the respective document (e.g., TF-IDF). Thus, data mining algorithms, such as clustering and classifying, can be employed in the structured document collection. Additionally, most of the information visualization techniques also require structured data, and therefore, those pre-processing steps are also useful for visualizing document collections.




2.2. Multidimensional Projection


In the literature, multidimensional projections have been used to support the exploration of multidimensional datasets from different domains [14,18,19,20,21]. Those techniques are commonly employed to reduce the dataset dimensionality to a lower dimensionality dataset. For that, projection techniques transform a [image: ] space into a [image: ] space ([image: ]) [12], preserving the original structures and the neighborhood of the multidimensional space as much as possible. Therefore, projection techniques can be employed to organize datasets and aid in similarity exploration by computing meaningful graphical representations on a computer screen (2D space). Thus, similar instances are placed near each other in the 2D space, and dissimilar ones are placed far apart, keeping the instances’ relationship from the original multidimensional space.




2.3. Opinion Mining


Opinion mining is the task of inferring the sentiment state from a given text, transmitting the opinion it expresses. In this paper, we used three opinion mining techniques: SentiWordNet [22], SenticNet [23] and naive Bayes.



SentiWordNet is a lexical base developed from the WordNet dataset, which is a lexical database for the English language. WordNet is composed of nouns, verbs, adjectives and adverbs grouped into synonyms (known as synsets). Each synset was previously classified as positive, negative or neutral. Thus, SentiWordNet can classify an opinion according to each correspondent synset that appears in the text. In the same way, SenticNet technique uses a lexical database composed of 50,000 concepts of natural language. SenticNet classifies an opinion by comparing each term with the lexical database. Thus, the final classification is the average of all term rankings, which vary between −1 and 1 (varying from negative to positive). On the other hand, instead of using lexical databases, classifiers can be employed to learn the sentiment from texts. In this paper, we used the well-known naive Bayes classifier, which is a probabilistic classifier based on Bayes’ theorem. Naive Bayes is a supervised classifier and needs a training dataset to fit a classification model. Once it has been trained, new opinions may be classified as positive, negative or neutral.





3. Analysis of Document Pre-Processing Effects


This paper highlights the importance of the document processing steps prior to text mining tasks. Therefore, a methodology can be employed to make a decision about which pre-processing method has to be used to improve the accuracy of a text mining task. The methodology is presented in Figure 1 and is described as follows.

	
Labeled subset of data: the analyst has to create a labeled subset of data for decision making based on a small sample of the whole dataset;



	
Run pre-processing methods: with the labeled subset of data, the analyst can run several pre-processing methods to compute distinct vector space models;



	
Mining tasks: each vector space model is processed by a mining task in order to classify each document;



	
Accuracy computation: after executing a mining task, the analyst has to analyze which method or combination of them produces the best accuracy value. For that, quality measures (e.g., correct classification rate) are computed allowing the comparison of the resulting vector space models;



	
Comparison: based on the accuracy computation, the analyst makes a decision about the best pre-processing methods that can be employed for a dataset. In addition, visualization techniques may be used to properly understand the impact of pre-processing methods in document similarities and group formation.







Figure 1. Methodology for analyzing the best pre-processing methods prior to text mining tasks.
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In this methodology, the correct classification rate is used to evaluate mining techniques, as well as the quality of a vector space model; the higher the classification rate (maximum 100%), the higher the precision. This accuracy measure is computed for all documents, representing an average rate. Therefore, in this paper, for a better understanding of the effect of pre-processing methods in text mining tasks, we also used visualization techniques to show text similarities. For that, once all vector space models are computed, a multidimensional visualization approach creates a graphical representation (projection) to represent the document similarities in a 2D space. An example of a graphical representation generated by a multidimensional projection technique is shown in Figure 2, in which each text is a point in 2D space, and the color represents the document class. In this visualization, closer points indicate documents with very similar content. In addition, clusters’ formation is highly dependent on the vector space models, which can change the cohesion and separation of distinct groups of documents.


Figure 2. Example of a graphical representation created to show document similarities in 2D space. Each point represents a document, and each color represents the document class.



[image: Information 09 00100 g002]






The visualization approach can improve the comprehension of how the feature space changes according to each pre-processing method. The document similarities are very dependent on the pre-processing methods because the feature space also changes. Then, the visual approach can provide a detailed inspection of the resulting vector space models. Additionally, in order to evaluate which projection represents the better group of collections, two quality measures were employed, the silhouette coefficient [16] and the neighborhood hit [13], as detailed in the next section.




4. Experiments


This section starts by showing two experiments to analyze the pre-processing effects in text and opinion mining. For the text mining task, pre-preprocessing effects are shown by means of correct classification rates from classifiers, and a visualization approach is also employed to show the impact of pre-processing methods in document similarities and cluster formation. For the opinion mining task, only the correct classification rate is employed. Distinct combinations of pre-processing methods are used in both applications. Finally, a complete application is presented for the opinion mining task.



4.1. Text Mining


We used the following pre-processing methods for the text mining application:

	
Stemming: in this step, similar words can be grouped by obtaining the root of each work. In this paper, we used Porter’s stemming [9];



	
Frequency cut: in this step, some terms can be discarded based on their frequency. For that, a low-frequency cut is chosen ([image: ]), and all terms below this threshold are discarded. If no frequency cut is set ([image: ]), all terms are used to compute the Vector Space Model (VSM). In this paper, we used an automatic approach based on Otsu’s threshold selection method [24], which is an approach proposed to estimate a good low-frequency cut;



	
Term weighting: in this step, we can set weights for each term. In this paper, we used the well-known TF-IDF [10,25]. On the other hand, when no term weighting is chosen, the term frequency (TF) is used.








As shown Figure 3, all pre-processing methods were combined to generate eight distinct VSM from the combination of stemming, term weighting and frequency cutting steps.


Figure 3. Pre-processing pipelines applied to text mining tasks. TF-IDF, Term Frequency-Inverse Document Frequency.
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We used document collections of scientific papers and news, commonly used in the literature [13,24]. They are listed as follows:

	
CBR-ILP-IR: 574 papers from three areas of artificial intelligence: Case-Based Reasoning (CBR), Inductive Logic Programming (ILP), Information Retrieval (IR);



	
NEWS-8: 495 news from Reuters, AP, BBC and CNN, classified into eight classes;








We also used the k-Nearest Neighbor (k-NN) and naive Bayes classifiers of Weka (Weka is a system composed of several data mining algorithms; Weka v3.0 is available at http://www.cs.waikato.ac.nz/ml/weka/), with default parameters and k-NN set as 1-NN in order to evaluate the pre-processing effects.



We present the traditional approach of measuring the vector space model quality based on the correct classification rate. For visualizing the pre-processing effects, we employed the Least Square Projection (LSP) [13] technique to compute the projections. LSP is a technique that preserves as many of the instances of neighborhood relations from the multidimensional space (i.e., vector space model) as possible (in this paper, the multidimensional space was projected into 2D space).



The first experiment evaluates eight VSMs generated from the CBR-ILP-IR dataset. The LSP technique was employed for each VSM, and distinct graphical representations were computed, as shown in Figure 4. Each point represents a document, and its color represents the respective document class; the closer the points, the more similar they are. Using Otsu’s threshold method [24] the term frequency cut was obtained, which was set to 475.


Figure 4. Projection models computed from the Case-Based Reasoning (CBR), Inductive Logic Programming (ILP), Information Retrieval (IR) (CBR-ILP-IR) dataset. The Least Squares Projection (LSP) [13] technique was employed to generate these graphical representations. (a) no stem-TF-IDF-LC1; (b) no stem-TF-IDF-LC475; (c) no stem-TF-LC1; (d) no stem-TF-LC475; (e) Porter stem-TF-IDF-LC1; (f) Porter stem-TF-IDF-LC475; (g) Porter stem-TF-LC1; (h) Porter stem-TF-LC475.
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The stemming pre-processing did not produce great changes in the cluster, but this pre-processing produced the spread of red groups, as shown in Figure 4b,f. The frequency cut pre-processing improved the cohesion of the green groups, as shown in Figure 4e,f. When observing Figure 4h,f, one might note that using TF-IDF to attribute weights for each term did not improve the group formation, further to spreading the groups. As presented in Table 1, we used the silhouette coefficient to identify the VSM that best preserved the group cohesion and separation. The silhouette coefficient shows which is the best projection computed from the CBR-ILP-IR dataset, as shown in Figure 4b: the best projection corresponds to the VSM computed with stemming, TF-IDF and low cut 475. In addition, as shown in Figure 5a, the neighborhood hit measure was computed to present an evaluation of each projection presented in Figure 4. The neighborhood hit measures the percentage of instances of the same class that are in a certain neighborhood in 2D space. Thus, the projection presented in Figure 4b is the one that better preserves the document similarities when increasing the number of neighbors.


Figure 5. Neighborhood hit graphics for analyzing the quality of projections computed from vector space models generated from the CBR-ILP-IR (a) and NEWS-8 (b) datasets.
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Table 1. Silhouette coefficient evaluated for each projection presented in Figure 4 and the classification rate from the k-NN and naive Bayes classifiers: vector space models from the CBR-ILP-IR dataset.





	Vector Space Model
	Silhouette
	k-NN
	Naive Bayes





	No Stem-TF-IDF-LC1
	0.48
	48%
	97%



	No Stem-TF-IDF-LC475
	0.67
	93%
	98%



	No Stem-TF-LC1
	0.57
	48%
	97%



	No Stem-TF-LC475
	0.58
	93%
	97%



	Porter Stem-TF-IDF-LC1
	0.43
	57%
	97%



	Porter Stem-TF-IDF-LC475
	0.56
	91%
	95%



	Porter Stem-TF-LC1
	0.58
	57%
	97%



	Porter Stem-TF-LC475
	0.58
	91%
	95%









The second experiment was executed with the NEWS-8 dataset, from which eight VSMs were evaluated. We used the same pre-processing steps employed in the previous experiment and LSP technique to compute the projections for each VSM. Again, Otsu’s threshold method was employed to compute the term frequency cut. For the NEWS-8 dataset, the threshold value was 51. All computed projections are shown in Figure 6.


Figure 6. Projections models computed from the NEWS-8 dataset. The Least Squares Projection (LSP) [13] technique was employed to generate these graphical representations. (a) No stem-TF-IDF-LC1; (b) no stem-TF-IDF-LC51; (c) no stem-TF-LC1; (d) no stem-TF-LC51; (e) Porter stem-TF-IDF-LC1; (f) Porter stem-TF-IDF-LC51; (g) Porter stem-TF-LC1; (h) Porter stem-TF-LC51.
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The best result is presented in Figure 6f, which is the projection computed from the VSM generated with stemming, TF-IDF and low cut 51 pre-processing. In this projection, the stemming could improve the group cohesion, even though it did not occur when comparing Figure 6d,h, in which the use of stemming processing scattered some groups. Using the frequency cut threshold to eliminate some terms improved the groups’ cohesion and separation. However, when observing the projections presented in Figure 6g,h, the groups’ separation was decreased. Using the TD-IDF to set weights for each term, a unique improvement was observed on the projections presented in Figure 6e,f. To confirm the visual inspection, we used the silhouette coefficient to evaluate each projection, as presented in Table 2. Based on the silhouette coefficient, the high-quality projection is the one shown in Figure 6f, which also indicates the best VSM. The projections shown in Figure 6b,d did not use stemming in the pre-processing pipeline and were evaluated with a similar silhouette coefficient. Additionally, as shown in Figure 5b, the visual inspection and the silhouette coefficient evaluation were confirmed by the neighborhood hit graphs computed for each projection presented in Figure 6.


Table 2. Silhouette coefficient computed for each projection presented in Figure 6 and the classification rate from the k-NN and naive Bayes classifiers: vector space models from the NEWS-8 dataset.





	Vector Space Model
	Silhouette
	k-NN
	Naive Bayes





	No Stem-TF-IDF-LC1
	0.48
	88%
	97%



	No Stem-TF-IDF-LC51
	0.65
	97%
	98%



	No Stem-TF-LC1
	0.53
	88%
	97%



	No Stem-TF-LC51
	0.75
	96%
	98%



	Porter Stem-TF-IDF-LC1
	0.48
	90%
	97%



	Porter Stem-TF-IDF-LC51
	0.77
	97%
	98%



	Porter Stem-TF-LC1
	0.56
	90%
	97%



	Porter Stem-TF-LC51
	0.53
	97%
	98%









Based on the experiments, the silhouette coefficient can be employed to indicate the best vector space models, when comparing the coefficient values with the classification rates of the k-NN and naive Bayes classifiers, as presented in Table 1 and Table 2. In addition, the neighborhood hit graphics presented in Figure 5 could also aid in this evaluation.




4.2. Opinion Mining


We also performed an experiment to analyze the pre-processing effects in opinion mining tasks. As shown in Figure 7, stemming and stop words were employed to pre-process the original text collection. For processing the opinion datasets, we used the techniques SentiWordNet [22], SenticNet [23] and naive Bayes. These techniques, described in Section 2.3, can classify each opinion as positive, negative or neutral. We used a Twitter dataset composed of 256 twitter opinions about the Brazilian bank Banco do Brasil. We used 40 opinions for training.


Figure 7. Pre-processing pipelines for opinion mining.
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Table 3 summarizes the accuracy results for the mining techniques employed in these experiments, showing how each pre-processing method can impact the opinion mining tasks. The naive Bayes classifier reaches the best result using stemming and stop words elimination and the worst result with no pre-processing. SentiWordNet reaches the best result with stemming, and the worst one with no pre-processing. SenticNet reaches the best result with stop words elimination and the worst one with stemming or stemming and stop words elimination.


Table 3. Classification rate from SentiWordNet, SenticNet and Naive Bayes techniques for opinion mining: vector space models from the Twitter dataset.





	Vector Space Model
	SentiWordNet
	SenticNet
	Naive Bayes





	No Stem-No Stop Words
	72.04%
	62.90%
	55.91%



	No Stem-Stop Words
	73.12%
	63.44%
	62.90%



	Stem-No Stop Words
	77.42%
	62.37%
	62.37%



	Stem-Stop Words
	72.58%
	62.37%
	65.05%









There is no consistency among the mining techniques used in this experiment, that is each one reaches a better precision with a distinct vector space model. In the next experiment, we describe a complete application of the methodology presented in Section 3.




4.3. Complete Application for Opinion Mining


This experiment shows a complete application of the methodology presented in Section 3, which aids the analyst in making a decision about the best pre-processing methods in mining tasks. According to the methodology, the best pre-processing method is chosen by comparing the accuracy of mining techniques employed in a labeled subset, that is, a training dataset. To validate the methodology, we executed the same pre-processing pipeline and mining techniques with a test dataset and compared the results with those results reached with the training dataset.



We used the same experimental setup presented in the previous section, but this experiment was performed in a movie dataset known as UMICHSI650 (Sentiment Classification from Michigan University) (available at https://www.kaggle.com/c/si650winter11/data), from which we separated 30% for training.



Table 4 presents the accuracy of each mining technique employed to distinct vector space models computed from the training dataset. Based on these results, for SentiWordNet, no pre-processing reaches the best result; for SenticNet, the best pre-processing method is the combination of stemming and stop words; and for naive Bayes, the analyst could choose only to use stop words or stemming and stop words.


Table 4. Classification rate from the SentiWordNet, SenticNet and naive Bayes techniques for opinion mining: vector space models from the movie training dataset.





	Vector Space Model
	SentiWordNet
	SenticNet
	Naive Bayes





	No Stem-No Stop Words
	69.09%
	58.43%
	95.54%



	No Stem-Stop Words
	67.54%
	56.98%
	97.00%



	Stem-No Stop Words
	66.76%
	63.18%
	95.64%



	Stem-Stop Words
	66.86%
	67.15%
	97.00%









To show if the accuracy of the test dataset is kept, we used the same pre-processing pipelines and mining techniques. As shown in Table 5, it is worth noting again that each technique presents a particular behavior with different vector space models (VSM). SentiWordNet reaches the best precision with stop words elimination, presenting a different result from the training dataset; SenticNet reaches the best precision with stemming and stop words, presenting a consistent behavior when compared with the training dataset; and naive Bayes also presents a consistent behavior, presenting the best results with stemming and stop words and only using stop words. The worst results also vary for each technique: SentiWordNet reaches the worst precision with stemming and stop words elimination, SenticNet with stop words and naive Bayes with no pre-processing.


Table 5. Classification rate representing the precision from the SentiWordNet, SenticNet and naive Bayes techniques for opinion mining: vector space models from the movies test dataset.





	Vector Space Model
	SentiWordNet
	SenticNet
	Naive Bayes





	No Stem-No Stop Words
	75.74%
	57.66%
	57.04%



	No Stem-Stop Words
	77.81%
	56.55%
	60.80%



	Stem-No Stop Words
	67.87%
	66.72%
	58.26%



	Stem-Stop Words
	64.94%
	70.30%
	63.33%









According to the experiments, the combination of distinct pre-processing methods can affect the precision of each opinion mining technique, and the best combination can be different for each mining technique. Additionally, the dataset characteristics may influence the choice of the appropriate pre-processing; for instance, naive Bayes presented a consistent behavior for the movies and Twitter datasets, as well as for the training and test datasets. Even though SenticNet presented a consistent behavior for the training and test datasets, the pre-processing methods that reach the best accuracy in mining tasks of the Twitter dataset were not the same for the movie dataset. The same analysis can be performed for SentiWordNet, when comparing both opinion mining experiments.



We do not focus on creating guidelines and suitable combinations, but the proposed approach intends to lead the data analyst to obtain an adequate combination for his/her dataset, according to its characteristics.





5. Conclusions and Future Works


Several research fields are supported by text mining tasks. The success of text and opinion mining tasks is highly dependent on the pre-processing steps in which textual information is selected or eliminated, which relevant words are chosen, which terms are eliminated and what weights are assigned to terms. Thus, the raw textual data are transformed into a vector space model (VSM) capable of discriminating each document. Usually, the correct classification rate is employed to verify the quality of VSMs computed from a distinct combination of pre-processing steps or parameter configuration.



In this paper, we vary combinations of stemming, term weighting, frequency cut and stop words elimination for text and opinion mining tasks. The experiments showed the importance of a good pre-processing step to reach better precision in mining tasks. Furthermore, the combination of distinct pre-processing methods is crucial to find the best classification rates.



The classification rate can indicate the best combinations of pre-processing methods. However, the classification rate does not show document similarities or group cohesion and separation. To tackle this problem, we proposed a visualization-based approach to aid in the analysis and comprehension of the pre-processing effects in text mining. In such an approach, graphical representations were computed with multidimensional projection techniques to show the group formation in 2D space and the document similarities described in the vector space model. Thus, the analyst can note the effects of pre-processing on a document, the groups of documents, a class of documents and the whole collection. To support the visual inspection proposed in this approach, we used two quality measures to analyze the quality of the computed projections. They are the silhouette coefficient and neighborhood hit. To validate this visual approach, we compared the quality of each projection with the traditional approach based on classification rates, and for that, we used the k-nearest neighbor and naive Bayes classifiers.



In future works, we intend to apply other pre-processing steps for opinion and text mining; for example, outlier removal and feature selection. Additionally, we also intend to analyze different stemming algorithms, as well as distinct weighting methods.
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