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Abstract: In recent years, scene semantic recognition has become the most exciting and fastest growing
research topic. Lots of scene semantic analysis methods thus have been proposed for better scene
content interpretation. By using latent Dirichlet allocation (LDA) to deduce the effective topic features,
the accuracy of image semantic recognition has been significantly improved. Besides, the method of
extracting deep features by layer-by-layer iterative computation using convolutional neural networks
(CNNs) has achieved great success in image recognition. The paper proposes a method called
DF-LDA, which is a hybrid supervised–unsupervised method combined CNNs with LDA to extract
image topics. This method uses CNNs to explore visual features that are more suitable for scene
images, and group the features of salient semantics into visual topics through topic models. In contrast
to the LDA as a tool for simply extracting image semantics, our approach achieves better performance
on three datasets that contain various scene categories.
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1. Introduction

As one of the most basic and important forms of multimedia information, images have been
widely used in the fields of image classification, target detection, geographical annotation, and so on,
because of its intuitive appearance and rich content. How to effectively manage the surge of image
data and obtain semantic information from these data has become an urgent task. In recent years,
the model of latent Dirichlet allocation [1] has been successfully and rapidly applied to many fields by
processing the texts or images to obtain thematic variables, and use them as a basis of classification
or other processing, such as processing of texts [2], image retrieval [3], remote sensing images [4],
data mining [5], and so on. However, the LDA model has higher requirements for image data, and the
change of brightness, illumination, and scale of images will bring great difficulty to image recognition.

In order to overcome these shortcomings, the work in this paper considers the use of a
deep network model to extract the features of an image, and deduces the topic distribution in
combination with LDA. Based on these motivations, a DF-LDA strategy is proposed. Deep learning is
a learning algorithm that simulates human brain thinking, of which the most important application
is convolutional neural networks [6] for image classification. CNNs is mainly used to identify
two-dimensional graphics of displacement, scaling, and other forms of distortion invariance, which can
adapt to the influence of complex and changeable images on the extracted image features in practical
application scenarios. The network avoids the complex pre-processing of images and can directly input
the original images, which removes the subjective influence of traditional manual feature extraction
on the images. In addition, this paper also takes advantage of LDA’s powerful ability to deduce the
topics distribution. The use of CNNs helps us find more suitable deep features to adapt LDA more
adaptively. Based on latent Dirichlet allocation of deep features, a strategy called DF-LDA effectively
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reveals the intrinsic properties of the original data. This method of representing an image using the
topic hybrid vector instead of the visual feature is more in line with the human perception process.
It crosses the semantic gap from feature extraction directly to scene semantics. Experimental results
show that the proposed method has good feature representation ability for real scene datasets and has
good performance for scene semantic recognition.

2. Related Works

With the explosive growth of data volumes, there are many methods for visual object recognition.
Lowe [7] has proposed an image local feature descriptor SIFT based on scale space, with the invariance
of image scaling, rotation, and affine transformation. It makes the image classification effect better
in outdoor scene due to the good discriminating ability. Quattoni and Torralba [8] proposed an
indoor scene description method combining Gist features and ROI (region of interest). However, ROI
acquisition in region of interest not only requires a lot of computation time, but also needs image
segmentation before obtaining ROI regions. This method of classifying images by low-level features
is unsatisfactory in terms of classification accuracy. The topic model constructed by latent variables
can capture the structural distribution of image expression and improve the image classification
accuracy. This method not only considers the image as a collection of features, but also contains rich
image information, which is close to the way humans see the image. Typical topic models are the
probabilistic latent semantic analysis(pLSA) [9] model proposed by Hofmann et al. and latent Dirichlet
allocation (LDA) model mentioned by Blei et al. Bosch [10] used four different types of visual features
in combination with pLSA for scene classification. Fei-Fei and Perona [11] used the pixel-intensity and
SIFT feature fusion to obtain the bag of words, and used LDA to classify the scenes.

In the 2012 ILSVRC competition, Hinton et al. used deep learning model called AlexNet to
classify the millions of dataset ImageNet, which outperformed traditional classification methods.
In the training phase, the deep neural network model uses the original natural image without any
human influence. It takes the end-to-end processing and puts the image preprocessing and feature
extraction into a black box, which can learn the rotation, twisting, etc. effectively image representation
of invariance features. CNNs has excellent performance in solving the general rough classification
problem, but the recognition rate of semantic analysis is not enough for the content rich and delicate
scenes. It has become a trend to combine convolutional neural networks with traditional classification
methods to improve the recognition rate of scene images. Niu et al. [12] combined convolutional
neural networks with support vector machines (SVM) and experimented with the MNIST database,
and proved that this hybrid approach can further improve the classification accuracy of digital images.
Zhen et al. [13] proposed a method to visualize the topic features of untagged datasets using a
combination of a pre-trained AlexNet model with a potential Dirichlet assignment (LDA). Wang et al.
in 2016 [14] proposed three ways to enhance VLAD coding and aggregated these methods to further
improve recognition performance. In 2017, they [15] designed a new network called PatchNet to
simulate local patches and proposed a new VSAD coding method to aggregate the features of each
local block. The combination of the two methods can achieve excellent results in the scene recognition
tasks. Wang et al. [16] studied the relationship between objects, scenes, and events. Inspired by this,
they proposed an iterative selection method to find the most relevant subset of representations in
objects and scenes. Furthermore, they developed three transfer methods, which exploit a multi-task
learning network for event CNNs. It can absorb knowledge from other networks and datasets as a
priori knowledge of the network. In this way, the generalization ability of the network is improved,
and it is predominant for event datasets. These methods all significantly improve the performance
of visual recognition tasks, but they do not consider how to find higher-level semantic information
based on visual features, so that the expression of the image is more concise. BOT was proposed
as a topic model [17]. The method that replaces the visual features with the topics can reduce the
feature dimension and mine higher-level semantic information. However, the method is insufficient to
consider the complexity and variability of scene images. Generally speaking, the DF-LDA algorithm
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proposed in this paper delivers higher-level topic semantic information by abstracting latent relevance
of visual features. This achieves excellent performance in fine-grained scene semantic recognition.

3. Proposed Approach

3.1. Overview

The summary of the scene semantic recognition method in this paper is shown in Figure 1.
The work in this paper is to develop a hierarchical feature learning structure that combines feature
extractor and unsupervised clustering to improve classification performance. Considering the ability
of the convolutional neural network to learn the varied images, we chose it as a feature extractor
for extracting scene images. In order to mine the potential variables of the image, we chose LDA
successfully applied in the text area to model the extracted features and project the original feature
space into the topic space. In this way, each image is represented as a mixed distribution of multiple
potential topics, which is similar to the histogram of regions represented by all topics. The DF-LDA
method proposed in this paper combines the advantages of these two models so that the network can
be more beneficial to solve the problem of scene recognition. In the following sections, the work will
elaborate on the details of the algorithm.
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Figure 1. The architecture of our model.

3.2. Deep Feature Extraction and Representation

The image feature extraction algorithm provides direct information for mining scene semantics,
so the feature extracted quality will directly affect the correctness of semantic recognition.
Razavian et al. [18] proved that the features extracted using convolutional neural networks have
excellent effects in image classification and retrieval. Considering the fact that scene semantic
recognition is often affected by many conditions, we choose a powerful convolutional neural networks
model tool for image tasks to extract image features. The feature detector of CNNs learns images
features from the training data implicitly, which avoids the influence of other unfavorable factors.
Furthermore, the network reduces the complexity of the network with its special structure of local
connection and weight sharing. In particular, the feature that the multi-dimensional input vector image
can be input directly into the network avoids the complexity of data reconstruction during feature
extraction and classification.

This paper uses the AlexNet model (pre-training at ImageNet) to train our own datasets,
separating datasets by a ratio of 7:3, 70% of them as training sets and 30% as testing sets.
Insufficient data sets may result in over-fitting, and we reduce the limit by performing data
augmentation. Finally, the image input to the network is set to 227 by 227. This paper studies
how to automatically extract the features of the scene image, in order to find the features that are more
suitable for embedded topic model, and achieve efficient recognition of the scene images, we have
visualized the feature maps of learning. By observing the feature map, we can intuitively see that the
front feature map is more complex, indicating that the extracted features are relatively simple, and the
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feature map of the next layer is more abstract and more prominent than the features of the previous
feature map. Figure 2 shows the characteristics of the third and fifth layers in the network.Information 2018, 9, x FOR PEER REVIEW  4 of 13 
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In order to verify the results of the visualization, we try to embed our method behind each
convolutional layer of the network for comparison. Repeated experiments prove that the output of
the fifth convolution layer is more unique and completely discernible. Therefore, this paper uses
the parameters trained on ImageNet dataset as initialization parameters, and on this basis, the fifth
convolution layer is re-trained to get fine-tuning parameters, and get the required feature extractor.
The output of the feature extractor is an nC-dimensional vector, n is the number of convolution kernels,
and C is the number of blocks in the convolution layer. Qiao et al. [19] found that scene classification
has a high correlation with local semantics, and that middle-level semantics produced by convolutional
features can further improve classification performance. For a particular image wd, the LDA takes the
frequency of visual features as input. The traditional frequency vector for the visual features of the
LDA input was obtained by k-means. The initial cluster center selection of this algorithm is random,
which makes iterative calculation more complicated and negatively affects the scene recognition.
In this paper, the DF-LDA model uses the k-mean++ [20] clustering algorithm to generate a visual
dictionary. Compared with the randomness of the initial clustering centers selected by the traditional
LDA model, we define the vector of features as F = { f1, f2, . . . , fC} and choose one of the feature
vectors fi, calculate the Euclidean distance di between the feature vector and the remaining feature
vectors, and select the vector farthest from the feature European vector as the initial cluster center.
Continuing this process until you select N initial cluster centers. The purposeful selection of clustering
centers can greatly speed up the convergence of clustering centers and improve the efficiency of the
algorithm. By mapping the local features of the image to the corresponding words on the visual
dictionary, a histogram of the number of appearances of each visual feature on the image can be
obtained, and the image is represented by the appearance frequency of each visual word.

3.3. Topic Model

3.3.1. Topic Modeling for Image Representation

Topic models are the link between visual features and images, and contain rich high-level semantic
information. In order to excavate the topic semantics in the image, this paper uses LDA to project
the original feature space into the topic space. Figure 3 is an example of a topic model. There are
three images of a mountain in the figure, and each image can be described with dozens or more visual
features. Here, the feature refers to the frequency vector of features in the visual dictionary. Because it is
the input data for LDA, this paper also refers to this frequency vector as a feature. We abstract three
topics “snow, mountain, and tree” from images and combine the probability distribution of each topic
in the image, then images can be described with a mixture of topics. The decimal on the arrow in the
figure indicates the probability of different topics for each image, then the topic distribution of the
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three images can be expressed by (0.8, 0.2, 0), (0, 1.0, 0), (0.3, 0.2, 0.5). This example shows that using
the topic model to represent the image as a form of probability distribution of multiple topics can
maintain a significant difference between the images, which is an efficacious way to deal with scene
recognition problems.
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3.3.2. Topic Model

Topic model is a modeling method of the implicit topic of visual words. Through the deduction of
the image topic, the hidden visual topic can be obtained. The LDA model is the best probabilistic topic
model for statistical text classification [21], so we model the features of the image as words of the text
and assume that there are hidden topic variables between the feature and the image. Different from
the traditional topic model based on low-level features, we propose DF-LDA, which means that the
experiment uses deeper feature training LDA model. Figure 4 shows a graph model representation of
the LDA model used for image processing. Given the image set with M images D = {w1, w2, . . . , wM},
according to the procedure in Section 3.2, each image can be described as N clusters of label sequences,
denoted by q = (q1, q2, . . . , qN). For the LDA generation process, the topic Zd,n of the feature wd,n in
image wd is generated by the multinomial distribution of the parameter θd. α and β are parameters
of Dirichlet distribution. θd and ϕZd,n are used to generate multinomial distribution of topics for one
image and multiple distributions of visual features for each topic.
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According to the LDA graph model, the joint distribution of all the variables is shown in
Equation (1)

p(Wd, Zd, θd, Φ|α, β) =
Nd

∏
n=1

p(Wd,n

∣∣∣ϕZd,n) p(Zd,n|θd)p(θd|α)p(Φ|β) (1)

Because α produces topic distribution θ, which identifies the specific topic, and β produces word
distribution ϕ, which identifies the specific word. Therefore, Equation (1) is equivalent to the joint
probability distribution p of all the variables expressed by Equation (2).
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p(W, Z|α, β) = p(W|Z, β)p(Z|α) (2)

Our goal is to calculate the probability that the nth feature of the dth image is assigned to the
topic Z, i.e., the posterior distribution of p(Z|W) (3). This distribution cannot be directly calculated,
because the sum of the denominators cannot be decomposed factor, so the Gibbs sampling method is
chosen to estimate and infer the hidden variables of LDA model. The Gibbs sampler of this model
samples the topic Z of each visual feature W, avoiding the estimation of the actual parameters θ and ϕ

by integration. As long as the subject of each visual feature is identified, the values of θ and ϕ can be
calculated from frequency statistics. After sampling, the distribution θd,k of the topic k in the image
d and the distribution ϕk,t of the feature t in the topic k can be calculated using Equations (4) and
(5), respectively.

p(Z|W) =
P(W, Z)

∑Z p(W, Z)
(3)

θd,k =
nk

d + αk

∑K
k=1 nk

d + αk
(4)

ϕk,t =
nt

k + βt

∑V
t=1 nt

k + βt
(5)

We propose a more efficient method of scene image representation, DF-LDA, which is a
probabilistic topic model based on depth feature representation and latent Dirichlet assignment.
The method learns visual words from the output of the last convolutional layer using an enhanced
version of the clustering algorithm. In other words, the values of all convolution kernels are considered
instead of only the maximum, and the method can show the characteristic of the image through the
co-occurrence of visual features. If the topic represents a certain area in the image, the topic distribution
of the image is a histogram representation of the statistical topic. Figure 5 shows an overview of the
scene semantic recognition model based on the DF-LDA strategy.
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4. Experiments and Results

In order to verify the effectiveness of the proposed method, we first describe the datasets used in
the experiment, then describe the influence of the visual dictionary capacity and the number of topics
on scene recognition, and finally discuss the results of scene semantic recognition.

4.1. Description of Datasets

The purpose of this paper is to construct a generic network model that identifies the semantics
of the scene, we use three different types of datasets to evaluate results of the experiment. We use
three different types of datasets to evaluate the results of the experiment, two of which are benchmark
datasets, and one is a self-built dataset. Figure 6 shows some sample images of the self-built dataset,
this is a more challenging dataset as can be seen from the Figure 6. We describe these three datasets
as follows.

UIUC Sports is a sports event dataset provided by Fei-Fei [22]. This dataset has 1579 images and
can be divided into 8 complex motion behavior categories, such as bocce, croquet, polo, etc. Image data
is downloaded from the Internet, so the image content is very noisy. In each scenario, image content
includes changes in scale, clothing changes, lighting changes, background, and others. The number of
images in the category is uneven, but all are .jpg format.

Labelme is a natural scene dataset named Labelme provided by [23]. The dataset is from Oliva &
Torralba Image Library. It contains eight natural scene image categories with a total of 2688 images,
abbreviated as OT8. Images are sampled from different perspectives, different spatial patterns, different
seasons, different rotation angles, etc.

The combined dataset is a self-constructed dataset containing 10 classes. The data is selected
from the two datasets already introduced and the indoor67 [23] with only slight internal changes.
This dataset contains images such as “mall”, “tallbuilding”, “bowling”, etc. It can be seen from the
sample image in Figure 4 that the dataset contains the unique complexity of scene images such as
in-class inconsistency, inter-class consistency, light variability, and so on. This is a more challenging
dataset that basically includes a variety of comprehensive factors that hinder scene recognition.
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4.2. Parameter Analysis

In the experiment, the dictionary capacity and the number of topics are two very important
parameters that affect the experimental results. This paper discusses the relationship between the
dictionary capacity and the number of topics on the Labelme dataset. The size of the cluster center
N needs to be set in advance. We set the number of image themes for the case of (50, 70, 80), and the
dictionary capacity respectively (110, 130, 150, 170, 190, 210), analyze the impact of dictionary capacity
on the classification accuracy. Similar to the method of determining the number of lexical capacity,
we have a fixed dictionary capacity (150, 170, 200), and topicset the number of the topics (40, 50, 60, 70,
80, 90), and analyze the influence of the number of topics on classification accuracy. Figure 7 shows
that the optimal selection of 170 dictionary sizes and 70 topics can be achieved in the experiment.
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Figure 7. The Influence of dictionary capacity and topic capacity on the recognition accuracy.
(a) Fixed the topic size and analyzed the influence of different dictionary capacity on the recognition
accuracy. (b) Fixed the dictionary size and analyzed the influence of different topic capacity on the
recognition accuracy.

4.3. Results of Different Classifiers

This paper compares two commonly used classifiers in scene semantic recognition methods,
which are KNN and SVM. According to the preprocessing steps, feature extraction, clustering, and topic
modeling, KNN and SVM are used as classifiers in the two different datasets. The results show that
using SVM as a classifier is better than KNN, see Table 1. So in the experiment using SVM as a
classification of learning.

Table 1. Recognition accuracy of different classifiers.

UIUC Sports Labelme

KNN 82.36% 85.58%
SVM 87.34% 91.04%

We randomly selected two-dimensional data on the Labelme dataset for display. Each image
is essentially a multi-dimensional column vector before it is sent to the classifier, so the following
figure shows the data information of different dimensions of the column vector. In Figure 8, different
colors represent different categories, (a) is the corresponding scatter point of the DF-LDA vector in the
selected dimension, (b) is the classification results. In the Figure 8b, the dots indicate the data that is
correctly classified and the data that is misclassified as a cross. As can be seen from the figure, most of
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the data points can be assigned to the correct category, there are still a small number of data points
cannot be correctly classified.
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4.4. Results and Discussion

According to the method described in the previous section, in this section we will report the
performance of the experiment on UIUC Sports and Labelme compared with previous research.
As shown in Table 2, in order to verify the effectiveness of the proposed method for scene semantic
recognition more comprehensively, we compared the best experimental results with the best results of
the other most advanced methods on different data sets.

Table 2. The classification accuracy of different methods on different datasets.

No. Method UIUC Sports (%) Lamelme (%)

1. Topic Feature [24] 70.63 80.75
2. OB [25] 82.30 86.35
3. scLDA [26] 81.60 –
4. LScSPM [27] 85.31 ± 0.51 –
5. CNN + LDA 85.58 88.43
6. Our approach 87.34 91.04

The best results for this method in the datasets for UIUC Sports and Labelme were 87.34% and
91.04%, respectively. In the UIUC Sports dataset, the recognition rate of the best method is about
85.31% [27]. It proposes a Laplacian sparse coding method, which utilizes the dependence between
local features to improve the recognition accuracy. The best method on the dataset Labelme has
an accuracy of 86.50% [25], which uses threshold filter pooling to reduce noise accumulation in
the histogram and uses the Matthew effect normalization method to highlight useful information.
However, most of these methods preprocess the image, such as filtering and histogram equalization.
Although this plays an important role in enhancing the image content, it also filters out some
of the details. In addition, these methods are based on manual feature extraction, which is
time-consuming and labor-intensive, and the influence of subjective factors is also the main factor
that causes the image recognition to not reach the optimum. Since deep neural networks can
learn good features automatically from the original image, we try to get the image semantic by
combining the network with the LDA. This method can improve the recognition accuracy to a certain
extent. However, the traditional clustering algorithm has randomness to the initial clustering centers,
which leads to the instability of the recognition results. This paper chooses the farthest feature between
the Euclidean distances as the initial clustering center to limit this shortcoming. The approach in this
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paper makes use of the power of LDA to better infer the implicit topic of images, with the best feature
extractor showing the best performance on the two datasets involved.

In this paper, we chose the confusion matrix that represents the accuracy evaluation to visualize
the experimental results. Figures 9 and 10 shows the visualization of the confusion matrix on two
different datasets. The value of each column of the confusion matrix is equal to the number of actually
measured images in the classification image corresponding to the corresponding category, and the
value in each row represents the number of corresponding categories of test images. Cij in the confusion
matrix C indicates the number of images divided into scene j belonging to scene i. The number of
diagonals is the number of images correctly classified, the classification accuracy is the sum of the
diagonal divided by the total number of images. Therefore, the value of the diagonal is much larger
than other values, indicating that the classification accuracy is high, and the classification performance
is good.
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In order to evaluate the method proposed in this paper more objectively, we chose the other four
methods to conduct comparative experiments on the same dataset. There is a traditional method of
scene recognition. In addition, a topic model based on an enhanced clustering algorithm is reproduced
in this method. We have also fine-tuned a deeper convolutional neural network with a topic model
after its last convolutional layer. The third method is based on the method of this paper, but no
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enhanced clustering algorithm is used. In order to more equitably evaluate the performance of the
method, the settings of all parameter values are the same in the experiment. Table 3 is the average of
five experiments for each method. As can be seen from the data in the table, the method in this paper
is reasonable. However, if the experiment uses a deeper network as the feature extractor, the effect
of the experimental effect will be slightly higher than the proposed method in this paper, but this is
premised on the large amount of time and cost.

Table 3. The classification accuracy of different methods from the combined datasets.

No. Method Combined (%)

1. SIFT + LDA 65.83
2. Proposed-SIFT + LDA 68.21
3. CNN + LDA 81.25
4. Fine-tuning VGG16 + LDA 83.58
5. Our approach 82.93

In order to have an intuitive feel for the scene recognition results, we created the following
visualization table. In the table, each row represents a scene, and five different colors represent scenario
name, test image, true positive with true predicted label, false positives with true label, and false
positive with wrong predicted label. True positive with true predicted label represents that the image
has an appropriate label and is assigned to the scene that belongs to it. False positives with true
predicted label means that the image has a label that is consistent with it, but is incorrectly divided
into another scene. For example, in the “museum” line, an image is classified as “museum” but it is
actually “mall”. False positive with wrong predicted label describes an image belonging to a particular
category that was incorrectly tagged with another scene. An example can be chosen, that is, in the
“gym” row, an image belonging to “gym” is marked as “museum”. For the mispredicted images,
the structure, layout, and other main features of the images are highly consistent with the scenes they
are assigned to. That is, the topic with a higher probability in the image is similar to the topic of the
scene it is misclassified, which leads to the emergence of the wrong predictions. Figure 11 shows the
first four rows of the display table. Through the figure below, we can have an intuitive understanding
of misclassified images and misidentified images.
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5. Conclusions

This paper proposes a method, named DF-LDA, for scene recognition that combines a
convolutional neural network with a latent topic model. The purpose of this method is to combine
the advantages of the two models. Among them, CNN can automatically learn better feature
representations from the images and then use the topic models to capture the high-level scene
structure of the images. The performance of this method has been further improved by using an
enhanced clustering algorithm. Experiments conducted on two published benchmark datasets and
a self-constructed dataset. The results demonstrate that the method can deliver higher-level topic
semantics through the potential relevance of abstract visual features, which will be beneficial to improve
the effects of scene recognition. This method overcomes the defects of the image content—such as
image rotation, distortion, lighting, etc.—but if the image to be tested has problems such as occlusion
and ghosting, it may not be able to play a good role. Because there are these issues, especially the
key goals, it may not correctly infer useful subject information. In the future, we will consider further
research on existing problems.
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