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Abstract:



This article gives an overview of the diverse range of teaching applications that can be realized using an interactive lattice Boltzmann simulation tool in fluid mechanics instruction and outreach. In an inquiry-based learning framework, examples are given of learning scenarios that address instruction on scientific results, scientific methods or the scientific process at varying levels of student activity, from consuming to applying to researching. Interactive live demonstrations on portable hardware enable new and innovative teaching concepts for fluid mechanics, also for large audiences and in the early stages of the university education. Moreover, selected examples successfully demonstrate that the integration of high-fidelity CFD methods into fluid mechanics teaching facilitates high-quality student research work within reach of the current state of the art in the respective field of research.
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1. Introduction


The highlight of fluid mechanics instruction is often time spent at wind tunnels or wave tanks, where students can observe phenomena in action that they typically only encounter using complex mathematical tools and abstract theories. Ideally, those facilities would be accessible to students for self-guided inquiry and experiments, so that they can experience how researchers of fluid mechanics historically come to form their theories. However, time at such research facilities is, for typical teaching contexts, prohibitively expensive for more than fleeting visits, and time away from the university campus always implies logistical challenges. With the exponential increase of calculating power over recent years, an attractive alternative to classical fluid mechanics experiments has emerged for both research and teaching purposes. Nowadays, simulations can provide physically-accurate results in (or near) real-time and, additionally, interactively respond to user input, under the condition that a sufficiently accurate and fast numerical method is used. This presents a great opportunity for instruction in diverse fields like mechanical engineering, water management, energy management or geophysical fluid dynamics. We here present the successful application of an interactive lattice Boltzmann-based simulation tool for a wide range of teaching purposes such as lectures, tutorials or self-study. The lattice Boltzmann method (LBM) is a viable alternative to conventional computational fluid dynamics approaches that approximate continuum physics equations, mostly Navier–Stokes. Thanks to a number of model-specific advantages, particularly concerning data locality and parallel computing, the method scales very well on recent high-performance computing hardware and provides numerical solutions in a very competitive computational time. This is beneficial for numerous scientific and industrial applications and at the same time enables innovative and interactive ways of teaching, primarily in the field of fluid mechanics. After a brief review of the state of the art in fluid mechanics instruction in Section 2, the basics of the employed LBM solver ELBE are presented in Section 3. In Section 4, the use of ELBE for instructional purposes is discussed within an inquiry-based learning framework; in Section 5 in light of student feedback; and finally, in Section 6 conclusions are drawn and an outlook is given.




2. Motivation


The science of fluid mechanics studies the behavior of liquids and gases if subjected to forces or displacements and their interaction with their surroundings. Typically, problems considered in fluid mechanics are large-scale problems in violent environments, like the impact of wave action on coastlines or the interaction between a ship and an ice-covered ocean. Observations of these phenomena in situ might be possible in some cases, but even for very simple flow problems, for example, a cylinder in a flow shedding eddies (Figure 1, top left panel), precisely measuring the acting forces is extremely difficult. Furthermore, reproducing conditions in situ in order to run repeated measurements is impossible.


Figure 1. Comparison of a fluid mechanics problem, a Kármán vortex street, in situ, in two different laboratory realizations and in an ELBE simulation. (a) Periodically shedding, alternating eddies downstream of a cylinder in the Elbe river. (b) Same as (a), but the direction of flow (yellow) and the structures of eddies (red) are indicated. (c) Vortex shedding behind a cylinder in a water tunnel. The flow field is visualized using food coloring diluted in water. Picture by courtesy of Sarwesh Narayan Parbat. (d) “Kitchen experiment” of the same situation as in the other figures. A paint brush is moved through sugar water dyed with metallic water colors to simulate the above situation. (e,f) ELBE simulation results of a similar situation: (e) adding “dye” yields a visualization similar to the water tunnel; (f) velocity magnitude.
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2.1. Laboratory Experiments for Fluid Mechanics Instruction


Laboratory experiments, which are easier to control than measurements in situ, have therefore always been an important method of knowledge generation in fluid mechanics. Elaborate experiments are being conducted in research facilities around the world. For scaling reasons, experiments often require very large wave tanks, wind channels or water tunnels. For example, models of container ships have to be several meters long, and the towing tanks to investigate their behavior moving through water have to be accordingly long and wide: the large towing tank at The Hamburg Ship Model Basin (HSVA) is 300 m long, 18 m wide and 6 m deep. Research questions on static structures in moving water are arguably as difficult to represent in a laboratory. For example, the problem of a cylinder shedding eddies in a flow requires large volumes of water (especially if dye is added to visualize the flow field; see Figure 1, middle left panel) in a very well-controlled flow field throughout the experimental chamber.



Because of their importance in research, laboratory experiments play an important role in instruction in science, technology, engineering and mathematics subjects (STEM) [1], where they can accommodate many desirable learning outcomes [2]. Ideally, one would expose students of fluid mechanics to real research facilities and let them run self-guided, inquiry-based experiments, thereby providing realistic research contexts and preparing them for future research careers [3,4]. However, due to the issues sketched above, fluid mechanics research facilities are prohibitively expensive to use in fluid mechanics instruction for more than the occasional visit during a field day, where students look at carefully-prepared experiments, rather than having the opportunity to plan and conduct experiments themselves, making and learning from their own mistakes. Many of the experiments run at large research facilities are documented and shared, for example via videos shared on online platforms, in addition to conventional publication channels to the scientific community. Presenting experiments in teaching, however exciting, always leaves something to be desired, since students are restricted to passively watching and have no way of interacting with the experiment.



In some cases, it is possible to run very simplified versions of experiments in teaching labs or even at home. For example, in the case of the cylinder in a flow, the problem could be turned upside down by moving the cylinder relative to the water, rather than the water relative to the cylinder (see Figure 1d). However, for obvious reasons, such simplified experiments can only ever give a qualitative taste of what could be observed and never provide the opportunity to engage with real instrumentation or achieve authentic measurements that can be used in further analysis. This deprives students of the opportunity to learn many of the skills they could acquire working with “real” experiments.




2.2. (Interactive) Simulations for Fluid Mechanics Instruction


Luckily, a new alternative has emerged over the last couple of years, made possible by the exponential increase of computing power: numerical simulations. An interactive simulation can give students the opportunity to manipulate the experiment and experience in real time how the system reacts to their interventions. This way, classical, as well as novel fluid mechanics experiments can be simulated, but with many advantages over the laboratory experiment: fewer resources are needed; the experiment can be repeated as often as desired; and the experiment can be conducted in a lecture theater, as well as in an office instead of only at specialized facilities. Figure 1e and Figure 1f show examples of this: an obstacle of any shape, in this case representing a cylinder as in the other examples above, was drawn into a homogeneous flow field by a student, and the flow interactively adjusted to this disturbance in real time. Watching this simulation is therefore much like observing what happens when putting a physical obstacle into a stream of water, except that simulations provide the opportunity for extended visualizations that are extremely difficult or impossible in physical experiments. Simulations therefore are a highly beneficial addition to conventional teaching. Successful examples include, e.g., the software packages TeachFlow [5], CFD Studio [6], FlowLab [7,8], VirtualFlowLab [9] (http://users.metu.edu.tr/csert/virtualFlowLab) and jFlowSim (https://github.com/ChristianFJanssen/jflowsim). More recently, implementations based on high-performance hardware have emerged, as discussed in the next section on LBMs. When embedded in blended-learning scenarios, i.e., integrated in face-to-face learning, simulations or remote experiments can lead to similar learning gains as laboratory experiments [10].



When designing learning opportunities using blended scenarios, as is the case in all instructional designs, the desired characteristics of the learning process (see for example [11]) have to be adequately addressed. In general, experiments are most beneficial in student-centered teaching scenarios, where students take on the responsibility for their learning and follow their interests: inquiry-based learning aims at designing learning situations in which students experience the research process, as a whole or in parts. One characteristic of inquiry-based learning is therefore that new knowledge is gained which is interesting not only to the student/researcher himself/herself. However, this does not mean that inquiry-based learning has to lead to cutting-edge research results. Knowledge is also considered as “new”, even though not new to the scientific community, if it is new and interesting to the students’ peer group, i.e., other students of the same course or of other courses, where the results might be presented [12]. Indeed, it is important to include presenting and other typical social practices and norms in authentic science learning [13].





3. LBM for Interactive Monitoring and Steering


Compared to other fields of numerical simulations, simulation of fluid mechanical problems is computationally very demanding. Due to the large scale of the problems under consideration and the highly turbulent nature of the flows that require a high temporal and spatial resolution, a large number of operations is required. Efficient software and hardware concepts have to be harmonized in order to obtain numerical results in a reasonable amount of time. Concerning the numerical back-end, this motivates the use of lattice Boltzmann methods, mainly due to the following four reasons: 1. The LBM is a valid discretization and approximation of the weakly compressible Navier–Stokes equations. 2. The LBM features solver-specific advantages in terms of data locality and parallel computing, which allow for very efficient simulations on massively-parallel hardware. 3. The LBM allows for a parallelization on GPUs, bringing massive computing power to the lecture room, as one single GPU offers the performance of approximately 4–5 recent CPUs, but with a significantly higher energy efficiency and a lower price. 4. Grid generation is rather simple, as it does not involve a change in topology, and wall boundary conditions can be adapted easily, opposite to, e.g., finite-volume-based solvers.



3.1. State of the Art


Real-time rendering and interactive simulations in the realm of scientific high performance computing (HPC) and computational fluid dynamics (CFD) are comparably young fields of research. The complexity of most fluid mechanics problems with engineering relevance requires such detailed simulations of both time and space that an apparent change in intermediate results, obtained by current methods that simulate viscous flows, occurs in time frames that do not coincide with the human time frame defined by practicality and patience.



A very early approach to visualize and interact with a computational fluid dynamics simulation in real time was implemented by Kreylos et al. [14]. It included rudimentary 2D visualization, but also allowed for a dynamic remeshing of the fluid domain, as required for potentially interactive simulations. Höfler [15] presented a real-time visualization technique for unstructured data employing a shading language to program graphics cards. A more recent implementation by De Vuyst et al. [16] showcases the current processing and visualization capabilities of modern graphics cards. With the recent advances of GPU computing and its application in the field of computational fluid dynamics, it is possible to compute complex simulations of reasonable resolution even in a time frame that relates to the human perception of real time. Mawson et al. [17] present an interactive LBM solver that, on top of the conventional input of 2D geometry using a mouse or stylus, offers input based on the Kinect sensor, yielding 2D silhouettes or even 3D topologies. Harwood and Revell [18] take another step forward and develop an interactive LBM flow solver on Android-powered mobile devices.




3.2. LBM Bulk Scheme


The visualization suite that is used in our work utilizes the highly parallelized ELBE [19] code, which is optimized for execution on graphics processing units (GPUs). Tölke and Krafczyk [20] among others [21,22,23] have already demonstrated the immense performance capabilities and, therefore, the suitability for real-time visualization of LBM implementations on GPUs. The method’s inherently explicit character in time allows unlimited parallelization and yields simulation times that fit the human time frame. For some engineering problems, computations in real-time are possible, even on one single GPGPU board only.



ELBE is based on the second author’s PhD thesis work at Braunschweig University of Technology, where he developed first GPU-accelerated free surface flow kernels [23]. Since the completion of his PhD, he is leading the development of ELBE, an object-oriented and efficient C++ and CUDA-based framework for GPU-accelerated free surface flow simulations, first at the University of Rhode Island (2011) and since 2012 at Hamburg University of Technology. ELBE supports 1D, 2D and 3D simulations of shallow water flows, single-phase flows, flows with a free surface and fluid-structure interactions. For the bulk flow solution, both conventional single-relaxation-time (SRT) and multiple-relaxation-time (MRT) collision operators and more sophisticated, very low-diffusive Cumulant operators are applied, as elaborately discussed for turbulent channel flows in [24]. Rigid-body motions are modeled with quaternion-based motion solvers or a collision-resolving physics engine, as detailed in [25,26]. The code permits simulations on [image: there is no content](10,000) CUDA cores on multiple GPUs in a shared memory system. The code was carefully validated, e.g., for sloshing and slamming, wave run-up [27], internal floodwater dynamics in partly filled tanks [28] and for three-dimensional free-surface flows with fluid-structure interactions [29,30]. Several applications related to ocean engineering were also addressed, e.g., wave propagation and wave run-up [27], steady streaming in boundary layers of progressive waves [31] and air-sea interaction and sea spray generation [32,33,34]. An efficient on-device grid generator serves to map complex geometries to the computational grid [30] and was recently extended to second-order accuracy [35].



ELBE is using mainly weakly compressible lattice Boltzmann models, for which single-precision arithmetics have been shown to be sufficiently accurate. The following performance estimates were obtained on an NVIDIA Quadro M6000 device. Performance is reported in terms of million node updates per second (MNUPS). For 2D single-phase flows, the performance is in the order of 1000 MNUPS and above, e.g., for a lid-driven cavity simulation on a 512 × 512 grid. With additional consideration of fluid-structure interactions, e.g., for the simulation of an oscillating cylinder in a transient flow, the performance is slightly reduced and in the order of 700–800 MNUPS, for a 1024 × 512 node grid. In case the VOF free surface tracking is activated, the resulting performance is further reduced. For a 2D numerical wave tank with inlet and outlet boundary conditions on a 1300 × 218 node grid, we end up with node update rates in the order of 550 MNUPS. In 3D, performance naturally is slightly lower. For 3D lid-driven cavity flows (on a [image: there is no content] grid and finer), we obtain node update rates in the order of 700 MNUPS. If again free surface capturing and the bidirectional fluid-structure interaction interface are activated, we end up with 450 MNUPS, as tested for the simulation of the water entry of a solid cube on a 300 × 195 × 121 node grid. All in all, the performance is found to be very competitive and sufficiently high for the application of ELBE as a tool for interactive teaching.




3.3. Online Visualization: The Key to Success for Teaching Purposes


For the teaching applications presented in this work, the ELBE solver is used in combination with the visualizer interface ELBEvis [36]. The primary objective of all added functionality for visualization and interaction purposes is to maintain the high update rates of the main computation. The resulting tool uses CUDA and OpenGL interoperability to avoid the bottleneck of device-to-host data transfers and to visualize the results directly from the GPU memory. The visualization features are realized directly on the GPU so that no additional and comparatively slow data transfer have to be performed. The easy and direct control of these features is realized with a graphical user interface that can be started as a separate process and communicates with ELBEvis through a shared memory segment. The details of ELBEvis are elaborately discussed in [36]. The performance of the fully-coupled ELBE-ELBEvis solver yields still more than 90% of the performance of the standalone ELBE simulation for both 2D and 3D simulations (Tables 1 and 2 in [36]). Only for two very compute-intensive visualizer features, the performance is significantly reduced, down to 76% for the isolines filter and down to 38% for the streamline filter (which requires a time-integration of a frozen velocity field).



Selected visualizer features are shown in the following, for two standard fluid dynamics test cases, the Kármán vortex street and a dam break setup. The Kármán vortex street is simulated as a two-dimensional single phase channel flow around a cylinder. A dam break test case is used to demonstrate the three-dimensional visualizer features. Figure 2 shows the colored-slice feature applied to both test cases. The local distribution of flow velocities in the whole computational domain can be observed. Figure 3a shows the reconstructed free water surface for the dam break case. The isosurface feature can not only be used to reconstruct the free surface, but can also be applied to the velocity or density field to acquire information about thevalues within the fluid. Thanks to the GPU acceleration, the surface can be reconstructed with almost no computational overhead, while a similar reconstruction on the CPU would significantly slow down the simulations. For complex three-dimensional fluid flow problems, the visualization of field values throughout the entire domain can be very useful, as similar information would not be accessible with experiments at all. Figure 3b shows the dam break’s velocity magnitude distribution. Lattice nodes are transparently blended with their opacity and color adjusted in accordance with the applied data range and color map. Lattice nodes with vanishing velocities are discarded entirely.


Figure 2. Colored slice applied to (a) a flow around a cylinder and (b) the dam break test case.
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Figure 3. Two sophisticated three-dimensional visualizer features: (a) a free-surface dynamically computed with the marching cubes algorithm; (b) volume rendering applied to the dam break’s velocity magnitude field.
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3.4. Hardware Concepts: Bringing the Computing Power to the Lecture Room


The usage of GPUs is essential for the interactive monitoring environment of ELBE. Moreover, running computations on GPUs allows to run computationally-expensive simulations on the desktop, without tedious access to remote supercomputers. This also allows to bring HPC-based simulations to the lecture room, e.g., with GPU-accelerated laptops and workstations or remote access to local GPU-based HPC hardware. The hardware that is used for the simulations presented here is summarized in Table 1, and selected devices are depicted in Figure 4. In addition to its portability, the hardware is found to be rather inexpensive, in comparison to other state of the art high-performance computing hardware. The hardware demonstrator ELBE2go (Figure 4a), which is used for interactive live demos in lectures, at exhibitions, or science nights, costs only around 1500 Euros (approximately 1680 USD). The machine can be connected to any projector, smart board or conventional screen, as required by the particular audience. Note that the machine is equipped with the most powerful NVIDIA gaming GPU, which allows for very demanding simulations. In case that slightly less computing power and even more portability is required, a laptop solution can be used: the ELBEbook; see Figure 4b. The device formally cannot be distinguished from a conventional office laptop. As it is equipped with a portable NVIDIA GTX 970M GPU, it can, however, be used to run ELBE and ELBEvis, with approximately half the performance of its stationary equivalent. This is more than sufficient for most of the live demos and the interactive test cases.


Figure 4. Hardware used for the present work. (a) ELBE2go, portable Mini-ITX machine with an NVIDIA GTX Titan GPU, mainly used for lectures, science nights and presentations. (b) ELBEbook, gaming notebook with a portable NVIDIA GTX 970M device.



[image: Computation 05 00035 g004]






Table 1. Hardware resources that were used for the results presented here.







	
Form Factor

	
GPU

	
Scope of Application

	
Level






	
Laptop

	
NVIDIA GTX 970 M

	
Live demos during presentations

	
Consumption




	
Small workstation

	
NVIDIA GTX Titan X

	
Live demos at exhibitions, science nights, etc.

	
Consumption




	
Standard workstation

	
NVIDIA GTX Titan X

	
Student research assistant work, theses work

	
Application




	
Rack server (small)

	
4x NVIDIA Tesla C2075

	
Overnight runs

	
Research




	
Rack server (large)

	
4x NVIDIA K80 GPUs

	
Overnight runs

	
Research










Note that this sort of portable performance is available to the teaching personnel only. The hardware that is commonly used by students (standard tablets or notebooks) is not necessarily equipped with (efficient) GPU hardware. Right now, there are no intentions to provide access to GPUs to a broad range of students. If students already have achieved a reasonable base knowledge of ELBE and are able to run their own simulations, they typically get access to the institute’s standard workstations in the student pool. These workstations are equipped with recent NVIDIA gaming GPUs that provide sufficient compute power to run both simple validation cases and one’s own, more demanding, simulations. In case that in-depth analyses and more time-/memory-consuming simulations are needed, the students can also access our in-house server infrastructure, with professional NVIDIA Tesla boards (C2075, K40 and K80 configurations). For a more interactive solution, we are currently discussing porting ELBE to a tablet-based version using NVIDIA’s own tablet series. From an economical point of view, the use of less scientific tools (such as apps for conventional cell phones) would also be an appealing alternative, even though they do not offer the possibility of scientific, research-oriented simulations at all.





4. Inquiry-Based Learning Scenarios with the LBM Solver ELBE


We use the Rueß (2013, [37]) framework to describe how a tool like ELBE can be used in student-centered teaching as successfully demonstrated at Hamburg University of Technology (TUHH). In this framework, different inquiry-based learning activities are presented as a function of the student activity (i.e., consuming, applying or researching) and the topic of the activity (scientific results, scientific methods or scientific processes; Table 2). Student activity can range from more or less passive consumption of the application, to active engagement in different kinds of research activities. The type of content can be broken down into content with a focus on research results (“learning about research”), research methods (“learning for research”) or the research process itself (“learning through research”) [38]. Depending on the desired learning outcomes, each of the nine fields, or any combination thereof, can inform design choices for any part of an instructional unit, for all of it or even for a whole course or study program. We present examples of different teaching scenarios and explain how they let students gain familiarity with aspects of the research process and, combined with each other, prepare students for active participation in the research process.



Table 2. Example tasks for different flavors of inquiry-based learning (based on Rueß (2013, [37]) and personal communication with Klaus Vosgerau and Timo Lüth (2014)).







	
Activity

	
Topic of the Task




	
Scientific Results

	
Scientific Methods

	
Scientific Processes






	
Consumption

	
Students consume research results.

	
Students consume research methods.

	
Students receive explanations of scientific processes.




	
Examples:

	
Attend lectures or presentations at science nights on recent CFD results.

	
Listen to a presentation on numerical methods.

	
Listen to a presentation on the history of ELBE.




	

	
Watch animated results of numerical simulations on YouTube.

	
Attend a lecture on fluid mechanics with a live demo.

	
Participate in an excursion to a model basin to compare experimental results with numerical results.




	
Application

	
Students discuss or transfer research results.

	
Students discuss or practice existing methods.

	
Students discuss or develop research processes.




	
Examples:

	
Read literature to write a wiki article on turbulent mixing.

	
Determine if the grid resolution that meets the computational constraints is sufficient to answer a question.

	
Decide for/against higher grid resolution (vs. duration of calculation) for a numerical simulation.




	

	
Learn from an ELBE simulation of wing profiles in a wind tunnel to improve personal sailing skills.

	
Replicate a predefined ELBE test scenario in order to practice running the code.

	
Figure out a research design to answer questions on nonlinear flow physics using ELBE.




	
Research

	
Students systematically study the literature on a scientific topic

	
Students apply existing methods to a research question.

	
Students apply the full scientific research cycle.




	
Examples:

	
Find a suitable parametrization for an array of wind turbines for a simulation in ELBE.

	
Figure out a way to determine the influence of the shape of a blade on the efficiency of mixing of a gas into a liquid using ELBE simulations.

	
Address own research questions using ELBE.




	

	
Find the state of the art knowledge on parametrizations of turbulent mixing to consider modifications to the ELBE code.

	
Suggest a parametrization from literature to parametrize the shape of pools and tanks subject to violent sloshing.

	
Extend ELBE with novel algorithms to be able to address the new problem.








  [image: Computation 05 00035 i001]Instruction based on precomputed scenarios or interactive demos on light-weight hardware in the teaching room (Section 4.1)



  [image: Computation 05 00035 i002]Instruction based on results of a simulation, not on the simulation itself (Section 4.2)



  [image: Computation 05 00035 i003]Instruction based on intermediate hardware for numerical simulations on the desktop, mainly student theses at the bachelor’s and master’s level (Section 4.3)



  [image: Computation 05 00035 i004]Instruction based on heavy-duty hardware for long-term simulations in a HPC environment, research mainly on PhD and professional level (Section 4.4) 



Colors indicate the use of ELBE.








The research process consists of many individual steps that are conducted in a distinct sequence (Figure 5). Sometimes, it becomes necessary to repeat one or several of those steps, while maintaining their order. When educating future researchers, the final goal for students is to be able to independently conduct a full research process. This can be scaffolded by first teaching about research processes, then discussing and practicing the design of research questions and then, finally, conducting research, now using skills learned on all other aspects of research mentioned in Table 2. Consequently, fluid mechanics teaching can either focus on one of the key ingredients or address the full loop. ELBE is used as a tool to support the situatedness of learning, demonstrating the relevance of each individual task to the larger research questions of the ELBE community. In order for this to work well, it is important to communicate where each task fits, and where it is relevant and important in the large research process.


Figure 5. Schematic view of a scientific process. Shown is a linear model; in practice, it often is necessary to repeat one or several steps. On the right, an example is given, based on a master thesis project with ELBE that is aiming at analyzing violent pool sloshing aboard cruise ships.
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Whether tasks then resemble authentic research can be evaluated using the Chinn and Malhotra (2015, [39]) framework. One drawback that they typically find with computer simulated experiments used in teaching is, for example, that students are asked to make choices about variables that they would otherwise not consider and that they are limited to the theories included in the model and cannot invent and include theories or variables on their own. While this is likely true for many instances, we suggest how to overcome this specific limitation and let students experience authentic research in the ELBE framework.



Even though the presentation in the following might seem to imply a preferred sequence of instructional activities, the different aspects of the research process are presented in only one of many feasible orders. However, any other order might be more appropriate for planned overarching learning progressions. Arranging by topic of the student task and increasing level of student activity is, most generally speaking, an order that makes sense in terms of scaffolding and is traditionally followed (more or less closely) in teaching. Learning about results, then methods, then processes can be a sensible progression, as well, if a context is first motivated, and students then dig into the topic more and more deeply. Additionally, many of the tasks will lead to students wanting to expand on them, leading to new questions that extend into different fields of the Rueß (2013, [37]) framework, towards conducting a full research process. However, even addressing only selected fields of the matrix in individual lessons or even courses might be most suitable for a given learning outcome as long as care is taken that interested students are not hindered from pursuing goals larger than the learning outcomes of that course.



In the following, we have grouped aspects of the Rueß (2013, [37]) matrix together under four headings to draw a picture from getting a taste of fluid mechanics and CFD (Section 4.1), of working with literature (Section 4.2) and learning aspects of simulation (Section 4.3) to authentic, full research processes (Section 4.4).



4.1. Getting a Taste of Fluid Mechanics and CFD


ELBE provides a great opportunity to give a first taste of fluid mechanics, as well as CFD to both students and the general public: its easy visualization and interactivity make it hugely attractive to use in introductory lectures or for demonstration and PR purposes at conferences, fairs, open days and numerous other events when faced with large groups of dozens to hundreds of people to be taught simultaneously with one or very few instructors (compare Figure 6). Even though large lecture theaters or online learning scenarios are, at first glance, not conducive to actively experiencing the research process, inquiry-based learning can still happen in those settings and in a way that is similar to the parts of the research process as described above.


Figure 6. Two examples of students (and other interested audience) consuming scientific results: (a) Preparations for a lecture in the Audimax II, the TUHH’s second-largest lecture theater. ELBE2go can be seen standing on the desk. (b) ELBE in action at the TUHH science night. Again, the computations are run on ELBE2go, this time in combination with the smart board interface.
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4.1.1. Students Consume Scientific Results


When the desired learning outcome is to familiarize an audience with scientific results, ELBE is used to visualize and explain basic fluid mechanics phenomena that would otherwise not be presented at all or as purely theoretical constructs (e.g., turbulence, drag, vortex shedding, boundary layers, and so on). By varying parameters in the input to the simulation, the influence of those parameters on given properties can be directly “experienced” by way of real-time simulation rather than just calculated. Streamlines around bodies or dispersion of tracer particles become tangible, and scientific results therefore approachable and much more easily recognized when later encountered “in the wild”. In such teaching scenarios, the interaction with the ELBE tool is mainly done by the lecturer or one or a few volunteers, possibly reacting to audience’s suggestions. If interactive input devices (such as smart boards) are used with the ELBE tool, the interested audience can get in touch with a real CFD simulation easily, e.g., by writing or drawing shapes that act as obstacles to the flow and observing the real-time changes in the flow fields, and depending on group size, as many as possible of the participants are encouraged to try and gain first-hand experience.



As a concrete example, such a teaching scenario was used in the lecture Fluid Mechanics and the corresponding exercise. The course is scheduled for the fourth semester of the bachelor degrees in Naval Engineering and Mechanical Engineering. Weekly lectures are accompanied by weekly exercises to practice solving actual fluid mechanics problems. This mostly involves analytical solutions of the previously-introduced equations. In this context, ELBE was tested in the lecture room as an alternative to conventional equation-solving. The question that the students had to answer was, which of the two wings of a double-decker airplane (the upper or the lower one) generates more lift. Typically, this question is answered by a theoretical analysis with the help of inviscid potential flow theory. After a quick introduction to ELBE and showing standard live simulations of, e.g., vortex shedding behind cylindrical obstacles (see Figure 1), the audience was asked to answer this question with an interactive analysis. The group size was approximately 25. A couple of volunteers drew simple profile-like shapes in the numerical ELBE wind-tunnel. ELBE generated the resulting velocity and pressure fields on the fly. By analyzing the pressure distribution along the two NACA profiles, the students finally were able to answer the question: the upper NACA profile creates significantly more lift than the lower one. Instead of a conventional analysis based on equations, a more playful, interactive and memorable explanation was obtained. On the technical side, the simulation was addressed with a 2D LBM single-phase simulation with MRT collision operator and LES turbulence closure. Standard results of a predefined simulation are shown in Figure 7. This scenario was used after the students interactively drew their own test shapes.


Figure 7. ELBE simulation of two NACA profiles to answer the question which of the two profiles generates more lift. The flow is coming from the left (velocity boundary condition). 512 times 256 lattice nodes were used, yielding a total of 131,072 lattice nodes.
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4.1.2. Students Consume Scientific Methods


A learning outcome that focuses on familiarizing students with scientific methods can, in the spirit of inquiry-based learning, mean many different things, for example students attending presentations on methodological topics or watching videos explaining a specific method. ELBE can be used here to demonstrate the influence of different resolutions on run speeds that change from real time to visually slower or that have effects on the solution the simulation findings. Doing this, students experience an important part of the scientific process: participation in scientific conferences and browsing of scientific presentations, which are common occurrences in the life of a scientist and where being part of a large, mainly passive, audience is part of the experience. Moving from passive consumption to active engagement with the topic can be supported by interactive formats that engage students in discussions or quizzes.




4.1.3. Students Consume Scientific Process


Consuming the scientific process will, as consuming in the two previously mentioned fields, likely mean listening to a presentation, for example on the history of ELBE. However, it can also mean to go on a field trip to a fluid mechanics research facility where experiments are presented and the results compared to results of ELBE simulations. Even though this counts as “consuming” the scientific processes, this should not be a passive endeavor. Even though they are not producing scientific results themselves, students should still be actively engaging in the learning process.





4.2. Working with the Literature


Reading articles written by authors personally known to the students (e.g., their professors, instructors, even fellow students at master’s or Ph.D. level) is highly motivating, as is working with literature in order to solve an authentic problem of the ELBE community. Therefore, practicing skills related to literature search in the context of ELBE provides situatedness of learning. This refers to the gray-shaded cells of Table 2.



4.2.1. Students Apply Scientific Results


When the desired learning outcome for students is to be able to apply scientific results, a task could be to search the scientific literature for specific topics of interest, to discuss scientific results critically and then to add a synthesis to the ELBE wiki, corresponding to early steps in the research process concerned with reviewing the literature for state of the art solutions. Alternatively, students can analyze results of ELBE simulations to draw conclusions about related, real-life problems they are interested in: They can for example use simulations of rigid wing profiles in a flow field to improve their own sailing skills by considering the difference between lift and drag and different downwind turbulence fields or simulations of tracer dispersion in a flow to determine at which location relative to a source of pollution they would draw drinking water from a creek. This would correspond to the “formulating a hypothesis” step in the scientific process. This organically leads to students wanting to conduct other steps of the scientific process, as well, e.g., testing the hypothesis they just generated.



Although it is more difficult to instruct this kind of tasks when audiences are large, it is possible to make this kind of learning available to the public, for example by having interfaces to the tools available online and then collecting answers via social media and engaging participants in discussions there. An interactive web interface is currently under construction for ELBE, but successful examples include the dispersion of surface drifters in the world oceans (adrift.org.au) or a simple climate model (http://mscm.dkrz.de).




4.2.2. Students Research Scientific Results


When students are asked to research scientific results, this can mean a classical literature study, as well as interviewing experts on a topic. This is motivated by the direct relevance to the further development of ELBE and the contribution to the ELBE community, and questions can be given by the instructor or developed by the students themselves. A current example is project work on the topic of wind turbines in the form of a literature study. This study will directly influence the ELBE community’s future research directions and is therefore in itself an important part of an authentic research process.



This kind of task is easiest to implement in the form of students working on their own projects or with small groups in which students can share and discuss the results of their literature searches with others. Getting large groups of people to engage in such a task requires high levels of motivation on the participants’ part and will most likely occur as self-directed rather than instructed, unless extrinsically-motivating mechanisms like homework and feedback are in place.





4.3. Learning about (Aspects of) Simulation


In many study programs, important learning outcomes are skills in applying, sometimes predefined, scenarios of simulations as a prerequisite for future independent work with numerical models. The following two sections refer to the orange cells of Table 2.



4.3.1. Students Apply Scientific Methods


When students “apply scientific methods”, they use one specific scientific method to carry out a given task. Applying scientific methods in an inquiry-based learning sense can mean, for example, to run a predefined ELBE test scenario. In those scenarios, sensible parameters are suggested, and the setup is guaranteed to work; however, students can practice running a numerical model in a low-stakes environment and gain experience applying this specific scientific method. Furthermore, the discussion of the advantages and disadvantages of scientific methods is an application that is a very real part of the research process and an important part of the learning process.



Current examples of students applying scientific methods related to the ELBE project, e.g., include project tasks in several lectures at TUHH (InnoCFD and ASM; see Section A.1), where students are asked to determine the relationship between the frequency with which vortices are shed and the Reynolds number. This task is addressed by each participant by running individual numerical simulations and developing individual routines to analyze the flow field to extract the vortex shedding frequency. Another example, currently part of a master’s project, is the design of the aerodynamics package of an electronic race car using ELBE simulations of wings (master thesis of Reichert, elbe-2015-17, Table 3).



Table 3. List of completed ELBE thesis projects: bachelor theses (B.Sc.), master theses (M.Sc.) and project theses (P.Th.). Note that most of the titles were translated from German to English. An up-to-date list can also be found online: https://www.tuhh.de/elbe/education/thesis-projects.html.







	
Author

	
Title

	
Date

	
Type

	
ID






	
Steinert, A.

	
Numerical simulation of wave propagation and wave run-up

	
Jul 2012

	
B.Sc.

	
elbe-2012-01




	
Gralher, S.

	
Numerical simulation of sloshing and slamming

	
Jul 2012

	
B.Sc.

	
elbe-2012-02




	
Bengel, S.

	
An LB method for the numerical simulation of sloshing in partly filled tanks

	
Dec 2012

	
B.Sc.

	
elbe-2012-03




	
Marckmann, H.

	
Entwicklung und Implementierung eines Simulationsverfahrens zur effizienten Berechnung von Körpern in Seegang

	
Apr 2013

	
M.Sc.

	
elbe-2013-04




	
Nagrelli, H.

	
Numerical Analysis of Fluid-Structure-Interaction with an LBM-VOF solver on GPGPU hardware

	
Aug 2013

	
P.Th.

	
elbe-2013-05




	
Koliha, N.

	
Computation and Real-Time Rendering of Complex Multiphase Flows on GPGPU Clusters

	
Oct 2013

	
M.Sc.

	
elbe-2013-06




	
Bieler, C.

	
Numerical analysis and fluid-mechanical optimization of a formula student racer

	
Jun 2014

	
B.Sc.

	
elbe-2014-07




	
Nagrelli, H.

	
Simulation of Fluid-Structure Interactions with a GPGPU-accelerated lattice Boltzmann Method

	
Jul 2014

	
M.Sc.

	
elbe-2014-08




	
Schimonek, P.

	
On the applicability of the flow solver ELBE to aircraft ditching

	
Nov 2014

	
P.Th.

	
elbe-2014-09




	
Mierke, D.

	
Coupling of a GPU-based lattice Boltzmann solver to a physics engine for the simulation of colliding multi-body systems

	
Dec 2014

	
P.Th.

	
elbe-2014-10




	
Überrück, M.

	
Development of a numerical towing tank for the analysis of wave loads on partly and fully submerged bodies

	
Dec 2014

	
P.Th.

	
elbe-2014-11




	
Gehrke, M.

	
Validation of a GPU-accelerated, non-uniform Lattice-Boltzmann solvers for turbulent flows

	
Jan 2015

	
M.Sc.

	
elbe-2015-12




	
Huisman, M.

	
Numerical modeling of ship-ice interactions with physics engines under the consideration of ice breaking

	
Jul 2015

	
M.Sc.

	
elbe-2015-13




	
Mierke, D.

	
An Efficient and Accurate Simulation Procedure for Modelling coupled Fluid-Ice-Ship-Interaction on Graphics Processing Units

	
Oct 2015

	
M.Sc.

	
elbe-2015-14




	
Überrück, M.

	
Alternative advection schemes and outlet boundary conditions for numerical towing tanks

	
Oct 2015

	
M.Sc.

	
elbe-2015-15




	
Richter, M.

	
Implementation of a seaway boundary condition into a GPU-accelerated lattice Boltzmann solver

	
Nov 2015

	
B.Sc.

	
elbe-2015-16




	
Reichert, L.

	
Fluiddynamic Analysis of Front- and Rear Wings of a Formula Student Racing Car

	
Nov 2015

	
M.Sc.

	
elbe-2015-17




	
Hartmann, M.C.N.

	
Development of a cavitation model for Lattice-Boltzmann-Methods

	
Nov 2015

	
P.Th.

	
elbe-2015-18




	
Angerbauer, R.

	
Numerical Simulation of Propeller Flows with a GPU-accelerated Lattice-Boltzmann solver

	
Dec 2015

	
P.Th.

	
elbe-2015-19




	
Metzner, A.

	
Performance Analysis of CUDA-aware MPI for a 2D Laplace Solver

	
Apr 2016

	
P.Th.

	
elbe-2016-20




	
Asmuth, H.

	
Development of Overset Strategies for LBM-Based Flow Solvers

	
Oct 2016

	
M.Sc.

	
elbe-2016-21




	
Budde, A.

	
Pool-Sloshing aboard of mega yachts

	
Oct 2016

	
M.Sc.

	
elbe-2016-22




	
Faulkner- Harding, P.

	
Multi-GPU parallelization techniques for the acceleration of LBM-type flow solvers

	
Oct 2016

	
M.Sc.

	
elbe-2016-23




	
Brüdigam, N.

	
Implementation and Validation of a RANS model for Lattice-Boltzmann models with local grid refinement

	
Jan 2017

	
M.Sc.

	
elbe-2017-24




	
Angerbauer, R.

	
A hybrid RANS/LES method for LBM-based simulations of propeller flows

	
Feb 2017

	
M.Sc.

	
elbe-2017-25




	
Boelle, T.

	
Implicit Large Eddy Simulation with the Cumulant lattice Boltzmann Method: A theoretical Analysis

	
Feb 2017

	
P.Th.

	
elbe-2017-26




	
Hartmann, M.

	
Development of a numerical method for the prediction of ice loads on vessels traveling in pre-broken ice.

	
Jul 2017

	
M.Sc.

	
elbe-2017-27




	
Rodriguez, A.

	
Volume Rendering extension and general enhancements for the TUHH-ELBE visualization tool

	
Mar 2016

	
P.Th.

	
ext-2016-01




	
Bach, C.

	
Extending a panel code for deformed airplane sections with the help of viscous CFD

	
May 2016

	
P.Th.

	
ext-2016-02




	
Conradi, H.

	
Optimization of the hull shape of the Flying Dutchman dinghy with CFD simulations

	
Aug 2016

	
P.Th.

	
ext-2016-03










A typical example for such an application-oriented example is the ASM project task on flooding (Budde, Conradi and Lüke, 2014). The students were asked to validate ELBE for flooding and sloshing scenarios of ships and were provided with a set of experimental data (free surface elevations and force time series). The group started using ELBE, implemented several minor code extensions and, finally, validated the code with the help of experimental data; see Figure 8.


Figure 8. Selected figures from the ASM project work of Budde, Conradi and Lüke on flooding simulations with ELBE: (a) comparison of experimental (top) and numerical (bottom) results for a damaged car deck; (b) comparison of fluid forces of experiment (red) and simulation (blue). A grid with 1280 times 256 nodes was used. Twenty six seconds of real-time sloshing were simulated in less than one hour on a single GPU.
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Adapting this setup for large groups is challenging, but can, as discussed in Section 4.2.1, be managed through web-based or app-based approaches. It is important to give participants a reason to participate, for example by letting them contribute to discussions with experts.




4.3.2. Students Apply Scientific Processes


When the aim is for students to apply scientific processes, they can be asked to discuss research designs or practice developing research questions or designs. This can, for example, mean making decisions on questions like which grid resolution is suitable for a given research question or how to design an experiment for another question; or, as currently in the seminar InnoCFD/ASM (see Section A.1), students can do analyses of the convergent behavior in space and time for a simple, two-dimensional academic test case. With large groups, it can mean discussing research designs and actively encouraging suggestions.





4.4. Research


The goal of academic education is to enable students to do independent research, whether in industry, in academia or elsewhere. The corresponding cells in Table 2 are colored in red.



4.4.1. Students Research Scientific Methods


When students “research scientific methods”, they are very active in the way a researcher would be, except that they are only doing one specific part of the research process: they do literature searches, talk to colleagues or attend presentations, all with the goal to find a scientific method that can be used to address a specific question. This question can both be their own or prescribed; however, students’ own questions usually are better motivators. Current examples of students researching their own questions in the ELBE team include master’s projects on finding and implementing a new LBM model for the simulation of turbulent channel flows, finding and implementing an overset grid model in ELBE and the implementation of a suitable visualization.



The latter is essentially the basis of the current work: Koliha (elbe-2013-06, Table 3) implemented and validated the basic ELBE visualizer interface, which is now the basis of the present publication and most of the ELBE applications in teaching. He started with a sound literature review, followed by a technical analysis of the requirements and technical options for a visualizer interface In the second part of his work, he implemented and validated the visualization environment.



Similarly, much progress was made with ELBE in the actual LBM- and CFD-based research. Gehrke presented a new model for simulations of turbulent channel flows, which is currently part of an international, peer-reviewed journal publication (elbe-2015-12, Table 3, [24]). Similarly, Asmuth very recently implemented and tested a new overset grid approach for LBM methods (elbe-2016-21, Table 3). Both theses would not have been possible without proper and fast online visualization and GPU acceleration of the code.




4.4.2. Students Research Scientific Processes


When “students research scientific processes” in the sense of the inquiry-based learning framework, they are actively participating in the full research process. It is not difficult to see that this is inquiry-based learning in its most obvious sense. This happens in many different scenarios ranging from courses where ELBE is used to answer smaller research questions, over bachelor’s and master’s theses, to fully-developed research projects and Ph.D. theses on very challenging topics, such as three-dimensional ship-ice interactions, tsunami propagation and inundation modeling and transition from laminar to turbulent flow.



A typical example for the full implementation of the research cycle (as depicted in Figure 5) is the master’s project of Budde (elbe-2016-22, Table 3). Focusing on pool-sloshing onboard of mega-yachts, the first part of his thesis was concerned with analyzing the actual problem by field observations and evaluating experimental field data taken from model tests. He then came up with a hypothesis on the influence of the shape of the pool on the eigenfrequency and sloshing behavior, which then was tested with a whole set of ELBE simulations (Figure 9). In the end, he was able to derive simple relations of swimming pool shapes aboard mega yachts on the sloshing behavior. The numerical simulations of the complex three-dimensional sloshing process were run overnight on one of the ELBE rack servers (see Table 1). Also note that he first got in touch with ELBE in the scope of the ASM lectures and the related project tasks that were mentioned in Section 4.3.1.


Figure 9. Two different pool geometries that were part of the analysis of Budde: (a) original pool with large sloshing amplitudes; (b) optimized pool with an irregular bottom elevation in the form of a bump with significantly lower sloshing amplitudes. Each simulation took only two hours on a single GPU.
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5. Feedback and Evaluation


In order to give an impression of the success of ELBE in the instructional context at TUHH, we have added information on the amount of student research projects at our institute, which can serve as approximation for the attractiveness of the tool, and we have additionally asked selected ELBE team members, who attended the ELBE lectures years ago, for personal feedback.



5.1. Statistics


The Institute for Fluid Dynamics and Ship Theory (FDS) is responsible for research and teaching in the field of fluid dynamics in general and ship hydrodynamics specifically. The team of approximately 40 Ph.D. students is led by two professors that are supported by 2–3 postdoctoral researchers (https://www.tuhh.de/fds/staff.html). The development of ELBE and the visualizer interface ELBEvis was initiated and led by the second author (C.F.J.) and is associated with the team of Prof. Rung. Martin Gehrke, the first regular ELBE Ph.D. student, joined the team in 2015. Since then, the team is growing continuously. Currently, as of July 2017, the ELBE team consists of five employees, corresponding to ≈12.5% of the whole team size. In the last five years, a total of 150 theses at the bachelor’s and master’s level were advised by members of the FDS. Thirty of these 150 theses were associated with ELBE (see Table 3), approximately 20% of the total lab contribution, despite having significantly lower human resources. This gives a strong indication that the actual teaching style and the interactive, versatile combination of ELBE and ELBEvis is at least one of the reasons for the high popularity and mid-term success.




5.2. Personal Feedback


In addition, we have asked three selected ELBE team members for detailed personal feedback. All three team members have experienced ELBE and ELBEvis during their university education and are now permanent members of the ELBE research team at the FDS.


After attending the lecture ”Application of Numerical Methods in Marine Engineering” (ASM) and the project that was part of the course, I had a clear overview of the research code ELBE and its application spectrum. The possibility of quick implementation of new code snippets and the fast computation and post-processing times enables the user to get a fast response to his own code developments. This makes it possible to quickly generate working simulations, even for beginners without distinct programming skills. When I started my master thesis (simulation of fluid-ship-ice interaction) I already had a good sense of the functionalities and possibilities of ELBE. Now I am working as part of the ELBE developer team in a research project following my master degree. This project is based on the topic of my master thesis and therefore good example for student work leading to new research activities.



Michael Huisman, Ph.D. student, TUHH




Huisman is working for the European research project PRICE. He joined the team in 2016 and already attended a couple of international conferences and published his work with ELBE in peer-reviewed conference proceedings [40,41].


My first contact with the lattice Boltzmann Method was in a lecture during my master program. During the practical part of the course, I was impressed by the performance and simplicity of the code, also in the case of flow problems with a free surface, which are very important for me as a naval architect. I decided to write my project thesis and also later on my master thesis in this research field. Moreover, I was involved in a research project as student research assistant. The project was concerned with the analysis of the sloshing behavior in LNG tanks and was funded by a big aircraft manufacturer. I ran all the simulations on campus and later on presented the results at the customer’s site, including a live demo of ELBEvis. All in all, the research on this method and the cooperation with the company motivated me to become a research assistant at the FDS.



Micha Überrück, Ph.D. student, TUHH




Überrück joined the FDS in 2016. Even though he is not part of the ELBE team anymore, he’s occasionally using ELBE for gaining additional fluid mechanical insight for his current research project, or for demonstration purposes. Moreover, he published his work for the above-mentioned research project in three different journal publications [30,42,43]. On top, he presented the results in front of a large audience at an international conference.


I had the chance to participate in the lecture ASM in summer 2013. From the very beginning, I was fascinated by the innovative style of teaching. Advantages and disadvantages, as well as challenges of fluid simulation approaches based on the lattice Boltzmann method (LBM) were demonstrated in a modern and playful way. Furthermore, the development and implementation of the new algorithms on many-core hardware systems like GPUs together with other students resulted in very efficient simulation tools. This has allowed us to visualize the numerical results and even to interact with the fluid simulation during runtime, which was very interesting, fascinating and helpful to understand complex fluid mechanics. Later on, my curiosity for the LBM increased even more. In my project and my master thesis at the FDS, I’ve focused on algorithmic and numerical details of the LBM and developed a valuable new method that I later presented on a notable LBM conference as well as in a publication. Thanks to the inspiring ASM lecture, which has caught my attention and triggered my interest in LBM, I’m now working as a Ph.D. student at the FDS, focusing on numerical and algorithmic details of complex LBM schemes for large engineering applications.



Dennis Mierke, Ph.D. student, TUHH




Mierke is working as a Ph.D. student for the ProEis project. He also contributed to a couple of papers already [25,26,30,35]. Moreover, he won the “Best GPU-related talk” award at the 13th International Conference for Mesoscopic Methods in Engineering and Science (ICMMES 2016, 18–22 July, Hamburg, Germany) and was awarded a recent NVIDIA GPU.





6. Conclusions


In this article, we presented a variety of inquiry-based learning activities using the ELBE simulation tool. Thanks to innovative hardware and software concepts and an inquiry-based approach to teaching and learning, even complex numerical simulations were successfully embedded into various teaching and learning activities at TUHH and beyond. This presents an alternative to conventional laboratory experiments and gives students the opportunity to actively experience (parts of) research processes. Since teaching activities are often part of the larger ELBE research strategy, this provides situated learning opportunities, which are highly motivating to students. The long list of successful ELBE research projects (Table 3) shows that the integration of high-fidelity CFD methods into fluid mechanics teaching facilitates high-quality student research work within reach of the current state of the art in the respective field of research. Moreover, interactive live demonstrations on portable hardware enable new and innovative teaching concepts for fluid mechanics, also for large audiences and in the early stages of the university education.



Future work will address further increased levels of student participation and student interest-led inquiry-based learning. On the technical side, further improvements of the visualizer interface ELBEvis will allow enriched interactions and self-study. In this context, an open-source release of the ELBEvis framework is currently up for discussion.
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Appendix A List of ELBE Teaching Activities


Appendix A.1. List of ELBE-related lectures and presentations


	
Lecture “Application of Numerical Methods in Marine Engineering (ASM)”



	
Application of ELBE for individual student research projects. Lecture given by C. Janßen, 2012 – 2015.



	
Lecture “Innovative Numerical Methods for Computational Fluid Mechanics (InnoCFD)”



	
Application of ELBE for demos in the lecture room and individual student research projects. Lecture given by T. Rung and C. Janßen, since 2015.



	
Lecture “Fluid Mechanics”



	
Application of ELBE for interactive demos in the lecture room. Lecture given by T. Rung, since 2015.



	
Event “TUHH Science Night”



	
Application of ELBE for interactive demos with smart board input for a public audience. Demos given by T. Rung and C. Janßen. November 2015 and November 2017 (scheduled).







Appendix A.2. List of ELBE-Related Project Works in ASM


	
“LBM, VOF, FSI and GPU”, Detlefsen, Gäbler, Nagrelli, Schimonek. 2012.



	
“Analysis of a stirring unit”, Feder, Kömpe, Tobies, 2013.



	
“Sloshing in partly filled tanks”, Gehrke, Huisman, Willing, 2013.



	
“Analysis of a waterbike in the numerical towing tank”, Herting, v. Meyerinck, Überrück, 2013.



	
“Cavitation Modeling”, Brüdigam and Hartmann, 2014.



	
“Flooding of generic ship sections”, Budde, Conradi and Lüke, 2014.



	
“Sloshing Simulations for various testcase setups”, Rudaa and Olivucci, 2015.



	
“The Potsdam Propeller Test Case (PPTC)”, Angerbauer, 2015.



	
“LBM for aeroacoustics”, Worst, 2016.
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