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1.1 Model validation and applicability domain.

Model validation

Goodness-of-fit

d\ 2
po_ 1 a0 = 5P
(77— §or)? 1)
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where n and p are the total number of samples and the number of parameters in the model,
respectively.

Robustness
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Table 1. Validation performance metrics for classification models. TP = True positive; FP = False
positive; TN = True negative; FN = False negative.
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Precision =TP/(TP + FP)
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Matthews correlation coef ficient (MCC) =

Chance testing
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where: y?PS-observed value for the it ob]ect from validation set; y;
in validation set;and n- total number of samples in training set.

Pred_predicted value for it object
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where: §°PS-mean observed value of object in Vahdation set and k-number of samples in validation
set.
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where: J;,; -response of ith object estimated by using a model obtained withouat using the it object.
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where: §P7°%-mean predlcted value of object in validation set.

1.2 Applicability domain (AD)
The leverage is defined as:

hi = xT (XTX) (i = 1,..,m) (12)
where h; is the leverage or hat value of the compound (i) in the descriptor space, x; is the descriptor
raw-vector of the query compound, and X is the descriptor matrix. The superscript T refers to the
transpose of the matrix and vector. The observation that a chemical has a leverage value greater than
the warning leverage (h *) indicates that the chemical falls outside the applicability domain. The
leverage value greater than h * also means that the predicted response is the result of extrapolation
of the model and, therefore, may not be reliably set [1,2]. The warning leverage is calculated as
follows, where p is the number of model parameters, and n is the number of training data:

h*=3(p+1)/n (13)
The standardized cross-validated residual () is defined as: (14)
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where S? is the sample variance of ¢; across all formulations. ¢; characterizes the accuracy
of the model estimate of cell association for formulation ' i ' relative to the model estimates
for all other formulations. A formulation is considered an outlier if the absolute value of ¢;
is greater than 3 [3].

APD =(d)+ Zo (15)
where (d) is the average Euclidean distance of all distances included in the subset of distances which
are lower than the mean value, o is the standard deviation of all distances included in the subset of
distances that are lower than the mean value and Z is an arbitrary empirical cut-off value to control
the significance level, usually set to 0.5, which formally places the allowed distance threshold at the
mean plus one-half of the standard deviation.
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