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#### Abstract

To evaluate fuzzy information precisely, researchers and practitioners are apt to use linguistic variables to model vague or uncertain contexts in natural language. In this paper, some new operation laws for continuous linguistic terms using strict $t$-norms and $t$-conorms are defined. Significantly, these operation laws have some desirable properties and are closed on the restricted continuous linguistic term set. On the basis of these new linguistic operation laws, a series of triangular t-(co)norm-based linguistic generalized power geometric operators are developed. In order to consider the interactive influence and interrelationship of decision makers (DMs) and attributes, a decision-making trial and evaluation laboratory (DEMATEL)-based method for linguistic multiple attributes group decision making (MAGDM) is proposed. In the method, the weighting information for DMs and attributes are dependent on the initial direct-relation matrices among DMs and attributes, respectively. Finally, a numerical example is provided. In comparison with the existing methods, two aspects of the DEMATEL-based method for linguistic MAGDM in the work can be highlighted: the underlying operators for linguistic terms using strict t-norms and t-conorms that are closed on the set of the restricted continuous linguistic term set; and the techniques in determining the weighting information, with which the weighting information for DMs and attributes are determined by the interactive influence and interrelationship among DMs or attributes.
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## 1. Introduction

Multiple attributes group decision making selects the best alternative(s) among a family of alternatives using the available information for each attribute given by a group of DMs. However, in the real world, there are vague or uncertain contexts that cannot be evaluated precisely in a numerical way [1]; then, researchers and practitioner are apt to use linguistic information to model uncertainty or evaluate fuzzy information in natural language, i.e., linguistic variables [2-4]. In contrast to the usual fuzzy set or intuitionistic fuzzy set in modeling quantitative aspects, linguistic variables can be reasonably used to represent one's evaluation preference for the alternatives [5]. Linguistic decision making has became popular in solving complex selection problems. Until now, multiple attributes group decision making using linguistic variables have been applied to many fields, such as personnel evaluation, military-system performance evaluation, tenure evaluation for university faculty [6,7], and contractor selection [5].

In the literature, there are two typical linguistic models: one is on the basis of the extension principle [8-12], where the linguistic process is embedded to match a pre-defined fuzzy sets of linguistic terms; the other one is based on symbols and makes computations on the indices of linguistic labels [13], such as the two-tuple linguistic representation model [14-17], the virtual linguistic model [18], intervals of linguistic terms [19], the proportional two-tuple model [20], and four-tuple linguistic representation [21]. Recently,
in order to accommodate $\mathrm{DMs}^{\prime}$ preferences in a more flexible way, some innovative linguistic settings have been proposed. For instance, hesitant fuzzy linguistic term sets [22] are proposed to consider several possible linguistic values; coupled with probabilistic information [23], the probabilistic linguistic term is innovated; linguistic Z-Numbers [24] and two-dimensional linguistic variables [5] are linguistic information with both cognitive information and the reliability of information.

As is known, the usual resolution scheme for linguistic MAGDM is composed of the aggregation phase and the exploitation phase. In first phase, individual decision matrices are aggregated to an overall one by reasonable linguistic aggregation operators, such as those in $[4,7,11,18,19,25-38]$. Among these linguistic aggregation operators, the power ones, developed by the classical power average and geometric operators [39,40] and featuring their discounted weighting on the outer input arguments, are of great importance from the perspective of the consensus degree in aggregation. In [25], the partitioned Bonferroni mean in the linguistic two-tuple environment is used to capture the expressed interrelationship among the attributes. In the exploitation phase, the alternatives must be ranked by a structured criterion to obtain the most desirable one. Many known techniques can be employed to formulate a reasonable criterion by aggregating the preference values of different attributes, such as the projection method [41], the extended VIKOR method [42], and the DEMATEL method [43].

In particular, the linguistic term set is considered in this work. The points of departure for the work lie in two aspects: the underlying operations for the linguistic terms and the aggregations of the linguistic terms. For the former, the underlying linguistic operations are fundamental in the methodologies for the linguistic decision making. Up to now, there are some known operations on the linguistic term set [4,18,44]. By these operations, some unreasonable linguistic terms that are larger than the maximum linguistic term can be obtained. In other words, the closeness of these operations cannot be guaranteed (see Example 1). Thus, it is necessary to provide more reasonable operations for the linguistic terms. Specifically, in this paper, to overcome some defects of the classical operation laws for linguistic terms, some new operation laws for continuous linguistic terms using strict t-norm and t-conorm are defined and a series of triangular t-(co)norm-based (T-based) linguistic generalized power geometric operators, i.e., a T-based linguistic generalized power geometric (T-LGPG) operator, T-based linguistic weighted generalized power geometric (T-LWGPG) operator, T-based linguistic ordered weighted generalized power geometric (T-LOWGPG) operator and T-based linguistic hybrid generalized power geometric (T-LHGPG) operator, are developled. The decision-making trial and evaluation laboratory (DEMATEL) method [45,46] is a useful tool for analyzing correlations among factors and solutions of the correlated factor analysis problems. Thereby, the DEMATEL method is employed in determining weighting information for DMs and attributes by initial directrelation matrices for DMs and attributes, respectively. By this means, the weighting vector for DMs and attributes can be determined objectively by the interactive influence and interrelationship among DMs and attributes.

This paper is organized as follows. In Section 2, some basic concepts on t-norms and $t$-conorms, and linguistic term sets, are reviewed; then, some new operations in a linguistic environment using strict t-norms and t-conorms are defined; based on these new operations, the linguistic generalized power operations are developed and their properties are investigated; in the end of this part, the linguistic approaches to MAGDM are presented. In order to show the feasibility of the operators and the method, an illustrative example and some discussions are given in Section 3. Finally, some concluding remarks are summarized.

## 2. Methods and Methodology

### 2.1. Preliminaries

### 2.1.1. Some Concepts and Results on $t$-Conorms

In this part, a short review on t -norms and t -conorms is presented; the details can also be found in the monographs $[47,48]$.

A triangular norm ( t -norm for short) is a binary function $T:[0,1]^{2} \rightarrow[0,1]$ which is commutative, nondecreasing, and associative with neutral element 1 ; a triangular conorm (t-conorm for short) is a binary function $R:[0,1]^{2} \rightarrow[0,1]$ which is commutative, nondecreasing, and associative with neutral element 0 . T-norms and $t$-conorms, with different neutral elements ( 1 and 0 , respectively), are widely used in fuzzy logical operations and information aggregation. T-norm and t-conorm are said to be dual to each other if it holds that $T^{*}(x, y)=1-T(1-x, 1-y)$, which is a t-conorm if $T$ is a t-norm; and $R^{*}(x, y)=1-R(1-x, 1-y)$ is a t-norm if $R$ is a t-conorm. The most referred to t-norms in applications are the product t-norm $T_{P}$ and the Łukasiewicz t-norm $T_{L}$, which are, respectively, defined by

$$
\begin{gathered}
T_{P}(x, y)=x y \\
T_{L}(x, y)=\max (x+y-1,0)
\end{gathered}
$$

Dually, the most referred t-conorms are the product t-conorm $R_{P}$ and the Łukasiewicz t-conorm $R_{L}$, which are, respectively, given by $R_{P}(x, y)=x+y-x y$, and $R_{L}(x, y)=$ $\min (x+y, 1)$.

The idempotents of a t-norm $T$ are those $x$ satisfying $T(x, x)=x$. The bounds 0 and 1 are trivial idempotents. A continuous t-norm $T$ is called Archimedean if it has no non-trivial idempotents. An Archimedean t-norm $T$ is called strict if $T(x, x)<1$ for all $x<1$. An Archimedean t-norm, which is not strict, is called nilpotent. The typical strict and nilpotent t-norm and t-conorm are the product t-norm $T_{P}$ and the Łukasiewicz t-norm $T_{L}$, respectively. Archimedean $t$-conorms can be represented by one-place functions, i.e., the so-called generators.

Theorem 1 ([48]). Let $T$ and $R$ be t-norm and $t$-conorm, respectively. Then, the following statements hold.

1. $\quad T$ is Archimedean if and only if there is a continuous strictly decreasing unary function $t:[0,1] \rightarrow[0, \infty]$ with $t(1)=0$, such that

$$
\begin{equation*}
T(x, y)=t^{-1}(\min (t(x)+t(y), t(0))) \tag{1}
\end{equation*}
$$

for all $x, y \in[0,1]$, where $t$ is called additive generator of $T$.
2. $\quad R$ is Archimedean if and only if there is a continuous strictly increasing unary function $r:[0,1] \rightarrow[0, \infty]$ with $r(0)=0$, such that

$$
\begin{equation*}
R(x, y)=r^{-1}(\min (r(x)+r(y), r(1))) \tag{2}
\end{equation*}
$$

for all $x, y \in[0,1]$, where $s$ is called additive generator of $R$.
In fact, if $r(1)<\infty(r(1)=\infty)$, then $R$ is nilpotent (strict). Moreover, if $T$ and $R$ are strict, then Equations (1) and (2) reduce to $\left.T(x, y)=t^{-1}(t(x)+t(y))\right)$ and $R(x, y)=$ $r^{-1}(r(x)+r(y))$, respectively. Note that there are families of parameterized strict t conorms, such as the Hamacher family, the Frank family, the Schweizer-Sklar family, and the Aczél-Alsina family, which are widely employed in many fields of research. Without loss of generality, the Hamacher t-norms and t-conorms shown in Table 1 will be used.

Table 1. Hamacher t-norm $T_{\delta}^{H}$ and t-conorm $R_{\delta}^{H}$.

| Formulas for t-(co)norm | The Additive Generators |
| :---: | :---: |
| $T_{\delta}^{H}(x, y)= \begin{cases}0, \delta=x=y=0 ; \\ \frac{x y}{\delta+(1-\delta)(x+y-x y)}, \text { else. } & t(x)=\left\{\begin{array}{l}\frac{1-x}{x}, \delta=0 \\ \ln \frac{\delta+(1-\delta) x}{x}, \delta>0 ;\end{array}\right. \\ R_{\delta}^{H}(x, y)=\left\{\begin{array}{l}1, \delta=0 \text { and } x=y=1 ; \\ \frac{x+y+(\delta-2) x y}{1+(\delta-1) x y}, \text { else, }\end{array}\right. & r(x)=\left\{\begin{array}{l}\frac{x}{1-x}, \delta=0 \\ \ln \frac{\delta+(1-\delta)(1-x)}{1-x}, \delta>0 ;\end{array}\right. \\ \hline\end{cases}$ |  |

In particular, $T_{0}^{H}=T_{E}$ (the Einstein t-norm), and $T_{1}^{H}=T_{P} ; R_{0}^{H}=R_{E}$ (the Einstein t-conorm); $R_{1}^{H}=R_{P}$.

### 2.1.2. Linguistic Term Sets and the Related Notations

In practical decision making, there exists many uncertain or vague contexts, which can be modelled by linguistic information. Computing with words (CW) is one of the prominent methodologies in processing linguistic information.

In this part, some linguistic notations are recalled.
Definition 1 ([4]). For an even and positive integral n, a linguistic term set (also be called the linguistic evaluation scales) is a finite and totally ordered discrete linguistic term set $S=\left\{s_{\alpha_{i}} \mid\right.$ $i=0,1, \cdots, n\}$ with $s_{\alpha_{0}} \leq s_{\alpha_{1}} \leq \cdots \leq s_{\alpha_{n}}$, where $s_{\alpha_{i}}$ is a possible value of linguistic terms and $n+1$ is the granularity in the linguistic term set.

Usually, $n+1 \leq 13$. In general, the following requirements on the linguistic term set $S$ are necessary.

- There exists the negation operator: $\operatorname{Neg}\left(s_{\alpha_{i}}\right)=s_{\alpha_{j}}$ such that $j=n-i$;
- The set is ordered: $s_{\alpha_{i}} \leq s_{\alpha_{j}}$ if and only if $\alpha_{i} \leq \alpha_{j}$ if and only if $i \leq j$;
- Max operator: $\max \left(s_{\alpha_{i}}, s_{\alpha_{j}}\right)=s_{\alpha_{i}}$ if $s_{\alpha_{i}} \geq s_{\alpha_{j}}$;
- $\quad \operatorname{Min}$ operator: $\min \left(s_{\alpha_{i}}, s_{\alpha_{j}}\right)=s_{\alpha_{j}}$ if $s_{\alpha_{i}} \geq s_{\alpha_{j}}$.

In the literature [4], there are many classical forms of linguistic term sets having some particular characteristic of information representation. Here, the notation $S=\left\{s_{i} \mid i=\right.$ $0,1, \cdots, n$.$\} will be used throughout of the paper. The continuous linguistic term set is$ given by $\widehat{S}=\left\{s_{\alpha} \mid 0 \leq \alpha \leq n\right\}$, where the maximum element is consistent with $s_{n}$ and the minimum element is consistent with $s_{0}$. If $s_{\alpha} \in S$, then $s_{\alpha}$ is called an original linguistic term; otherwise, $s_{\alpha}$ is called a virtual linguistic term.

### 2.2. New Operations in Linguistic Environment Using Strict $t$-Conorms

Definition 2. Let $s_{\alpha}, s_{\beta} \in \widehat{S}$ and $\mu \geq 0$, then the operations $\oplus, \mu(\cdot)$ on $\widehat{S}$ are, respectively, defined as:

1. $s_{\alpha} \oplus s_{\beta}=s_{n R\left(\frac{\alpha}{n}, \frac{\beta}{n}\right)^{\prime}} ;$
2. $\mu s_{\alpha}=s_{n r^{-1}\left(\mu r\left(\frac{\alpha}{n}\right)\right)}$;
3. $s_{\alpha} \odot s_{\beta}=s_{n T\left(\frac{\alpha}{n}, \frac{\beta}{n}\right)}$;
4. $\left(s_{\alpha}\right)^{\mu}=s_{\left.n t^{-1}\left(\mu t\left(\frac{\alpha}{n}\right)\right)\right)}$
where $R$ is a strict $t$-conorm whose generator is $r(x)$ and $T$ is a strict $t$-norm, the generator of which is $t(x)$.

Trivially, the above operations are closed in $\widehat{S}$. Further, the following properties of the above operations can be easily checked.

Theorem 2. Let $s_{\alpha}, s_{\beta}, s_{\gamma} \in \widehat{S}$ and $\lambda, \mu \geq 0$, then

1. $s_{\alpha} \oplus s_{\beta}=s_{\beta} \oplus s_{\alpha}$;
2. $s_{\alpha} \oplus\left(s_{\beta} \oplus s_{\gamma}\right)=\left(s_{\alpha} \oplus s_{\beta}\right) \oplus s_{\gamma}$;
3. $s_{\alpha} \oplus s_{\beta} \geq s_{\alpha} \oplus s_{\gamma}$ if $s_{\beta} \geq s_{\gamma}$;
4. $s_{\alpha} \oplus s_{\alpha_{0}}=s_{\alpha}$;
5. $\quad \mu\left(s_{\alpha} \oplus s_{\beta}\right)=\mu s_{\alpha} \oplus \mu s_{\beta}$;
6. $\quad(\mu+\lambda) s_{\alpha}=\mu s_{\alpha} \oplus \lambda s_{\alpha}$;
7. $s_{\alpha} \odot s_{\beta}=s_{\beta} \odot s_{\alpha}$;
8. $\quad s_{\alpha} \odot\left(s_{\beta} \odot s_{\gamma}\right)=\left(s_{\alpha} \odot s_{\beta}\right) \odot s_{\gamma}$;
9. $\quad s_{\alpha} \odot s_{\beta} \geq s_{\beta} \odot s_{\gamma}$ if $s_{\beta} \geq s_{\gamma}$;
10. $s_{\alpha} \odot s_{n}=s_{\alpha}$;
11. $\left(s_{\alpha} \odot s_{\beta}\right)^{\mu}=s_{\alpha}^{\mu} \odot s_{\beta}^{\mu}$;
12. $\left(s_{\alpha}\right)^{\mu+\lambda}=\left(s_{\alpha}\right)^{\mu} \odot\left(s_{\alpha}\right)^{\lambda}$;

Up to now, there exist some known operations on the linguistic term set [4]. Based on the continuous linguistic evaluation scale $\widehat{S_{1}}=\left\{s_{\alpha} \mid \alpha \in[0, q]\right\}$, where $q$ is a sufficiently large positive integer, Dai et al. [44] defined $\oplus$ and $\lambda(\cdot)$ as, respectively,

1. $s_{\alpha} \oplus s_{\beta}=s_{\alpha+\beta}$;
2. $\lambda s_{\alpha}=s_{\lambda \alpha}$;
3. $s_{\alpha} \odot s_{\beta}=s_{\alpha \beta}$;
4. $s_{\alpha}^{\lambda}=s_{\alpha^{\lambda}}$;

By these operations, some unreasonable linguistic terms that exceed the maximum linguistic term $s_{n}$ can be obtained. For illustration, an example is presented in the following.

Example 1. Let $S=\left\{s_{0}=\right.$ none, $s_{1}=$ very low, $s_{2}=$ low, $s_{3}=$ medium, $s_{4}=$ high,$s_{5}=$ very high, $s_{6}=$ perfect. $\}$, thus $\widehat{S}=\left\{s_{\alpha} \mid 0 \leq \alpha \leq 6\right\}$; then, by the operations in [4,18,44], some of the obtained results $s_{2} \oplus s_{5}=s_{7}, 3 s_{4}=s_{12}, s_{2} \odot s_{5}=s_{10}$ and $s_{5}^{2}=s_{25}$ are bigger than $s_{6}$ (perfect), which seems to be unrealistic and meaningless. Nevertheless, by Definition 2, it can be obtained that, if $R=R_{P}$, then $s_{2} \oplus s_{5}=s_{5.3333}, 3 s_{4}=s_{5.7778}, s_{2} \odot s_{5}=s_{1.6667}$ and $s_{5}^{2}=s_{4.1667}$, all of which are between two original linguistic terms. Therefore, the newly proposed operations in Definition 2 can fix the referred defect by their closeness in $\widehat{S}$.

Note that, here, only strict t-norms and t-conorms are employed in the operations, to guarantee the reasonability of the obtained results. If some nilpotent $t$-norms and $t$-conorms are employed, some obtained results may be unreasonable. For instance, put $R=R_{L}$ in Example 1; then, it can be obtained that $s_{3} \oplus s_{3}=s_{6}$. In other words, two 'medium' results in 'perfect', which are uninterpretable in practical information aggregating.

Definition 3. The relative deviation of two linguistic terms $s_{\alpha}$ and $s_{\beta}$ in $S$ is defined by

$$
\begin{equation*}
d\left(s_{\alpha}, s_{\beta}\right)=\frac{|\alpha-\beta|}{n} \tag{3}
\end{equation*}
$$

### 2.3. Generalized Power Geometric of Linguistic Terms Using Strict $t$-Norms and $t$-Conorms

In this part, based on the new operators on the restricted continuous linguistic term set, the triangular (co)norms-based (T-based) linguistic generalized power geometric (T-LGPG) operator, the T-based linguistic weighted generalized power geometric (T-LWGPG) operator, the T-based linguistic ordered weighted generalized power geometric (T-LOWGPG) operator and the T-based linguistic hybrid generalized power geometric (T-LHGPG) operator are defined.

### 2.3.1. Reviews on Generalized Power Geometric Operator

Definition $4([49,50])$. Let $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ be a set of real numbers. The generalized power geometric (GPG) operator is defined as

$$
\begin{equation*}
G P G_{\lambda}\left(a_{1}, a_{2}, \cdots, a_{m}\right)=\frac{1}{\lambda}\left(\prod_{k=1}^{m}\left(\lambda a_{k}\right)^{\frac{1+T S\left(a_{k}\right)}{\sum_{k=1}^{m}\left(1+T S\left(a_{k}\right)\right)}}\right) \tag{4}
\end{equation*}
$$

where $\lambda \in(-\infty, 0) \cup(0,+\infty)$ and $T S\left(a_{k}\right)=\sum_{j=1, j \neq k}^{m} \operatorname{Supp}\left(a_{k}, a_{j}\right)$ with Supp $\left(a_{k}, a_{j}\right)$ being the support for $a_{k}$ from $a_{j}$ satisfying the following properties.

1. $\operatorname{Supp}(a, b) \in[0,1]$;
2. $\operatorname{Supp}(a, b)=\operatorname{Supp}(b, a)$;
3. If $d(a, b)<d(x, y)$, then $\operatorname{Supp}(a, b)>\operatorname{Supp}(x, y)$, where $d(a, b)$ is the distance between $a$ and $b$. In other words, the closer two numbers, the more they support each other.

If $\lambda=1$ is chosen suitably, the GPG operator reduces to power geometric (PG) operator [39], i.e.,

$$
\operatorname{PG}\left(a_{1}, a_{2}, \ldots, a_{m}\right)=\prod_{k=1}^{m} a_{k}^{\frac{1+\mathrm{TS}\left(a_{k}\right)}{\sum_{k=1}^{m}\left(1+\mathrm{TS}\left(a_{k}\right)\right)}}
$$

In what follows, the T-LGPG operator, T-LWGPG operator, T-LOWGPG operator and the T-LHGPG operator, are, respectively, defined.

### 2.3.2. T-LGPG Operator

Definition 5. Assume $\left\{s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right\} \subset \widehat{S}$, let $R$ be a strict $t$-conorm whose additive generator is $r(x)$ and $T$ be a strict $t$-norm, the additive generator of which is $t(x)$. Then, T-LGPG operator is defined as

$$
\begin{equation*}
T-L G P G\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=\frac{1}{\lambda} \bigodot_{i=1}^{m}\left(\lambda s_{\alpha_{i}}\right)^{\frac{1+T S\left(s_{\alpha_{i}}\right)}{\sum_{i=1}^{m}\left(1+T S\left(s_{\alpha_{i}}\right)\right)}} \tag{5}
\end{equation*}
$$

where $\lambda \in(0,+\infty)$ and $T S\left(s_{\alpha_{k}}\right)=\sum_{j=1, j \neq k}^{m} \operatorname{Supp}\left(s_{\alpha_{k}}, s_{\alpha_{j}}\right)$ with $\operatorname{Supp}\left(s_{\alpha_{k}}, s_{\alpha_{j}}\right)$ being the support for $s_{\alpha_{k}}$ from $s_{\alpha_{j}}$ satisfying the following properties.

1. $\operatorname{Supp}\left(s_{\alpha}, s_{\beta}\right) \in[0,1]$;
2. $\operatorname{Supp}\left(s_{\alpha}, s_{\beta}\right)=\operatorname{Supp}\left(s_{\beta}, s_{\alpha}\right)$;
3. If $d\left(s_{\alpha}, s_{\beta}\right)<d\left(s_{\alpha^{\prime}}, s_{\beta^{\prime}}\right)$, then $\operatorname{Supp}\left(s_{\alpha}, s_{\beta}\right)>\operatorname{Supp}\left(s_{\alpha^{\prime}}, s_{\beta^{\prime}}\right)$, where $d\left(s_{\alpha}, s_{\beta}\right)$ is the relative deviation of $s_{\alpha}$ and $s_{\beta}$. In other words, the closer two linguistic terms, the more they support each other.

Theorem 3. Assume $\left\{s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right\} \subset \widehat{S}$; let $R$ be a strict $t$-conorm whose additive generator is $r(x)$ and $T$ be a strict $t$-norm, the additive generator of which is $t(x)$. Then

$$
\begin{equation*}
T-\operatorname{LGPG}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=\frac{1}{\lambda} \bigodot_{i=1}^{m}\left(\lambda s_{\alpha_{i}}\right)^{v_{i}}=s_{n r^{-1}\left(\frac{1}{\lambda} r\left(t^{-1}\left(\sum_{i=1}^{m} v_{i} t\left(r^{-1}\left(\lambda r\left(\frac{\alpha_{i}}{n}\right)\right)\right)\right)\right)\right)^{\prime}, ~ ; ~} \tag{6}
\end{equation*}
$$

where $v_{i}=\frac{1+T S\left(s_{\alpha_{i}}\right)}{\sum_{i=1}^{m}\left(1+T S\left(s_{\alpha_{i}}\right)\right)}$.
Proof. It can be obtained by direct calculation in virtue of Definitions 2 and 5 .
In particular, if $\lambda=1$, then

$$
\begin{equation*}
\mathrm{T}^{-L G P G}{ }_{1}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=\stackrel{m}{i=1}{\stackrel{\rightharpoonup}{\alpha_{\alpha_{i}}}}_{v_{i}}=s_{n t^{-1}}\left(\sum_{i=1}^{m} v_{i} t\left(\frac{\alpha_{i}}{n}\right)\right)^{\prime} \tag{7}
\end{equation*}
$$

which can be seen as the T-based linguistic power geometric (T-LPG) operator.
Corollary 1. If $\operatorname{Supp}\left(s_{\alpha_{i}}, s_{\alpha_{j}}\right)=c \in[0,1]$ for all $i \neq j$, then

$$
\operatorname{T-LGPG}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=s_{n r^{-1}\left(\frac{1}{\lambda} r\left(t^{-1}\left(\sum_{i=1}^{m} \frac{1}{m} t\left(r^{-1}\left(\lambda r\left(\frac{\alpha_{i}}{n}\right)\right)\right)\right)\right)\right)} .
$$

Proof. In this case, it can be obtained that $v_{i}=\frac{1}{m}$.
Trivially, the following properties of T-LGPG operator hold:

1. Commutativity: T-LGPG $\left(s_{\alpha_{1}}^{\prime}, s_{\alpha_{2}}^{\prime}, \cdots, s_{\alpha_{m}}^{\prime}\right)=$ T-LGPG $\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)$ for any permutation ( $s_{\alpha_{1}^{\prime}}, s_{\alpha_{2}^{\prime}}, \cdots, s_{\alpha_{m}^{\prime}}$ ) of ( $\left.s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)$;
2. Idempotency: T-LGPG $\left(s_{\alpha}, s_{\alpha}, \cdots, s_{\alpha}\right)=s_{\alpha}$;
3. Boundedness: $s_{\alpha}^{\min } \leq$ T-LGPG $\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right) \leq s_{\alpha}^{\max }$, where $s_{\alpha}^{\max }=\max \left(s_{\alpha_{1}}, s_{\alpha_{2}}\right.$, $\left.\cdots, s_{\alpha_{m}}\right)$ and $s_{\alpha}^{\min }=\min \left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)$.
Nevertheless, the T-LGPG operator is not monotonic, which can be shown by a counterexample.

Example 2. Let $\widehat{S}=\left\{s_{\alpha} \mid 0 \leq \alpha \leq 8\right\}, R=R_{2}^{H}, T=T_{2}^{H}$ and $\lambda=3$; assume the support $T S\left(s_{\alpha_{k}}\right)$ is determined by Equations (12)-(14). Then, T-LGPG $\left(s_{7.5}, s_{7}, s_{1.2}, s_{1.1}\right)=s_{2.1174}$, $\operatorname{T-LGPG}\left(s_{7}, s_{7}, s_{1.2}, s_{1.1}\right)=s_{2.1224}$, and $T-\operatorname{LGPG}\left(s_{6}, s_{7}, s_{1.2}, s_{1.1}\right)=s_{2.1062}$, where $\operatorname{T-LGPG}\left(s_{7}, s_{7}\right.$, $\left.s_{1.2}, s_{1.1}\right)>T-\operatorname{LGPG}\left(s_{7.5}, s_{7}, s_{1.2}, s_{1.1}\right)$ and $T-L G P G\left(s_{7}, s_{7}, s_{1.2}, s_{1.1}\right)>T-L G P G\left(s_{6}, s_{7}, s_{1.2}, s_{1.1}\right)$. Thus, generally, T-LGPG operator is not monotonic. Similar to the classical power average [40], if some input argument becomes too far away, it will be discounted by its diminished weighting factor.

### 2.3.3. T-LWGPG Operator

In fact, in the T-LGPG operator, all the input arguments in consideration are of equal importance. Sometimes, different weightings of the input arguments are necessary in practice. Hereby, the T-LWGPG operator is presented in the following, where different weights can be assigned to each input argument according to the differences in their importance.

Definition 6. Let $\left\{s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right\} \subset \widehat{S}$, then T-LWGPG operator is defined as
where $\boldsymbol{w}=\left(w_{1}, w_{2}, \cdots, w_{m}\right)^{T}$ is the associated weighting vector such that $w_{i} \in[0,1]$ and $\sum_{i=1}^{m} w_{i}=1, \operatorname{TS}^{\prime}\left(s_{\alpha_{k}}\right)=\sum_{i=1, i \neq k}^{m} w_{i} \operatorname{Supp}\left(s_{\alpha_{k}}, s_{\alpha_{i}}\right)$.

By direct calculation, the following result can be derived.
Theorem 4. Assume $\left\{s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right\} \subset \widehat{S}$, let $R$ be a strict $t$-conorm whose additive generator is $r(x)$ and $T$ be a strict $t$-norm, the additive generator of which is $t(x)$, then

$$
\begin{equation*}
T-L W G P G_{\lambda, w}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=s_{n r^{-1}\left(\frac{1}{\lambda} r\left(t^{-1}\left(\sum_{i=1}^{m} v_{i}^{\prime} t\left(r^{-1}\left(\lambda r\left(\frac{\alpha_{i}}{n}\right)\right)\right)\right)\right)\right)^{\prime}} \tag{9}
\end{equation*}
$$

where $v_{i}^{\prime}=\frac{w_{i}\left(1+T S^{\prime}\left(s_{\alpha_{i}}\right)\right)}{\sum_{i=1}^{m} w_{i}\left(1+T S^{\prime}\left(s_{\alpha_{i}}\right)\right)}$.
In particular, if there is no support between the input arguments, i.e.,
 can be seen as the T-based linguistic generalized weighted geometric (T-LGWG) operation of $\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)$. Note that the properties of idempotency and boundedness of the T-LWGPG operator can be easily checked. However, commutativity of the T-LWGPG operator does not hold. Actually, in Example 2, if we further assume w $=(0.1,0.2,0.3,0.4)^{\mathrm{T}}$, then T-LWGPG $\left(s_{2}, s_{3}, s_{4}, s_{5}\right)=s_{3.5609}$, and T-LWGPG $\left(s_{5}, s_{4}, s_{3}, s_{2}\right)=s_{2.7580}$.

### 2.3.4. T-LOWGPG Operator

The ordered weighted average operator by Yager [51] is featured by its reordering steps. Furthur, Yager provided a generalization of the OWA operator, i.e., GOWA operator [52].

By incorporating these elements into the linguistic operator, the T-LOWGPG operator can be defined.

Definition 7. Let $\left\{s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right\} \subset \widehat{S}$, then T-LOWGPG operator is defined as

$$
\begin{equation*}
T-L O W G P G_{\lambda}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=\frac{1}{\lambda} \stackrel{\oplus}{i=1}_{m}^{\odot}\left(\lambda s_{\beta_{i}}\right)^{\omega_{i}}, \tag{10}
\end{equation*}
$$

where $\omega_{i}=\varphi\left(\frac{R_{i}}{T V}\right)-\varphi\left(\frac{R_{i-1}}{T V}\right), R_{i}=\sum_{j=1}^{i} V_{\beta_{j}}, R_{0}=0, T V=\sum_{i=1}^{m} V_{\beta_{i}}, V_{\beta_{i}}=1+T S\left(s_{\beta_{i}}\right)$, $T S\left(s_{\alpha_{k}}\right)=\sum_{j=1, j \neq k}^{m} \operatorname{Supp}\left(s_{\alpha_{k}}, s_{\alpha_{j}}\right), \varphi:[0,1] \rightarrow[0,1]$ is a basic unit-interval monotonic(BUIM) function satisfying $\varphi(0)=0, \varphi(1)=1$ and $\varphi(x) \geq \varphi(y)$ if $x \geq y$, and $s_{\beta_{i}}$ is the $i$-th largest argument of $s_{\alpha_{j}}, j=1,2, \cdots, m$.

Theorem 5. If $\varphi(x)=x$, then T-LOWGPG $\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=T-L G P G_{\lambda}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)$.
Proof. Since $\varphi(x)=x$, then $\omega_{i}=\varphi\left(\frac{R_{i}}{T V}\right)-\varphi\left(\frac{R_{i-1}}{T V}\right)=\frac{1+T S\left(s_{\beta_{i}}\right)}{\sum_{i=1}^{m}\left(1+T S\left(s_{\beta_{i}}\right)\right)}$; thus,

$$
\operatorname{T-LOWGPG}_{\lambda}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=\text { T-LGPG }_{\lambda}\left(s_{\beta_{1}}, s_{\beta_{2}}, \cdots, s_{\beta_{m}}\right)
$$

By commutativity of the T-LGPG operator, it follows that T-LOWGPG $\lambda_{\lambda}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots\right.$, $\left.s_{\alpha_{m}}\right)=\operatorname{T-LGPG}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)$.

Combining the above theorem and Corollary 1 , the following result can be derived.
Corollary 2. If $\varphi(x)=x$ and $\operatorname{Supp}\left(s_{\alpha_{i}}, s_{\alpha_{j}}\right)=c \in[0,1]$ for all $i \neq j$, then

$$
T-L O W G P G_{\lambda}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=s_{n r^{-1}\left(\frac{1}{\lambda} r\left(t^{-1}\left(\sum_{i=1}^{m} \frac{1}{m} t\left(r^{-1}\left(\lambda r\left(\frac{\alpha_{i}}{n}\right)\right)\right)\right)\right)\right)} .
$$

Corollary 3. If $\varphi(x)=\left\{\begin{array}{ll}1, & x>0 ; \\ 0, & x=0 ;\end{array}\right.$ then T-LOWGPG $\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=s_{\alpha}^{\max } ;$ If $\varphi(x)=$ $\left\{\begin{array}{ll}0, & x<1 ; \\ 1, & x=1 ;\end{array}\right.$ then T-LOWGPG ${ }_{\lambda}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=s_{\alpha}^{\min } ;$

Proof. For the former case, $\left(\omega_{1}, \omega_{2}, \cdots, \omega_{m}\right)^{\mathrm{T}}=(1,0, \cdots, 0)^{\mathrm{T}}$; then,
$\left.\left.\operatorname{T-LOWGPG}_{\lambda}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=\frac{1}{\lambda} \stackrel{\odot}{i=1}_{\stackrel{m}{T}}\left(\lambda s_{\beta_{i}}\right)^{\omega_{i}}=s_{n r^{-1}\left(\frac{1}{\lambda} r\left(t^{-1}\right.\right.}\left(\sum_{i=1}^{m} \omega_{i} t\left(r^{-1}\left(\lambda r\left(\frac{\beta_{i}}{n}\right)\right)\right)\right)\right)\right)=$ $s_{\beta_{1}}=s_{\alpha}^{\max }$;

For the latter case, the result can be checked similarly.

### 2.3.5. T-LHGPG Operator

In order to systhesize the charcteristics of the ordered weighted averaging operators and the weighted arithmetic averaging operators, Xu and Da [53] defined the hybrid weighted averaging (HWA) operator. Recently, Liao and Xu [54] established a family of intuitionistic fuzzy hybrid weighted aggregation operators. In line with the two operators, the T-LHGPG operator for linguistic terms is defined.

Definition 8. Let $\left\{s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right\} \subset \widehat{S}$, then T-LHGPG operator is defined as
where $\omega=\left(\omega_{1}, \omega_{2}, \cdots, \omega_{m}\right)^{T}$ is an associated vector with $0 \leq \omega_{i} \leq 1$ and $\sum_{i=1}^{m} \omega_{i}=1 ; s_{\beta_{i}}^{\prime}$ is the $i$-th largest argument of the weighted linguistic terms $S_{\alpha_{i}}^{\prime}=m w_{i} s_{\alpha_{i}},(i=1,2, \cdots, m)$, $\mathbf{w}=\left(w_{1}, w_{2}, \cdots, w_{m}\right)^{T}$ is the weighting vector satisfying that $0 \leq w_{i} \leq 1$ and $\sum_{i=1}^{m} w_{i}=1, m$ is the balancing coefficient.

Remark 1. The associated vector $\omega=\left(\omega_{1}, \omega_{2}, \cdots, \omega_{m}\right)^{T}$ can be determined as that in Definition 7. Particularly, if the weighting vector $\mathbf{w}=\left(\frac{1}{m}, \frac{1}{m}, \cdots, \frac{1}{m}\right)^{T}$, then

$$
T-L H G P G_{\lambda}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=T-L O W G P G_{\lambda, \omega}\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right) ;
$$

if $\omega=\left(\frac{1}{m}, \frac{1}{m}, \cdots, \frac{1}{m}\right)^{T}$, then T-LHGPG $\left(s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right)=\frac{1}{\lambda} \underset{i=1}{\stackrel{m}{\oplus}}\left(\lambda s_{\beta_{i}}^{\prime}\right)^{\frac{1}{m}}$, i.e., the T-based arithmetic generalized geometric operator of the weighted linguistic terms $s_{\beta_{i}}^{\prime}$.

The four generalized power operations of linguistic terms in the above consider both the underlying linguistic terms and the interactions among them. The importance of all the underlying inputs is emphasized in the T-LWGPG operator, and the T-LOWGPG operator highlights the importance of each argument in their ordering, and, further, the T-LHGPG operator underlines both the underlying linguistic terms and their ordering position. Moreover, the weight $v_{i}=\frac{1+T S\left(s_{\alpha_{i}}\right)}{\sum_{i=1}^{m}\left(1+T S\left(s_{\alpha_{i}}\right)\right)}$ for the linguistic term $s_{\alpha_{i}}$, presented in aforementioned definitions, relies on all the underlying inputs $s_{\alpha_{i}}(i=1,2, \cdots, m)$ and considers the mutual supportive information of the inputs in the aggregating process, which can relieve the effect of outliers among the inputs on the aggregated results by setting fewer weights for them. In practical MAGDM, it is unavoidable that some DMs may present unexpectedly lower (or higher) uncertain preference values to the dissatisfying (or preferred) alternatives. The dramatic emphasis of these linguistic operators lies in that the underlying weights are settled by the measurement for the mutual supportive information among all the inputs. If the evaluation by a DM is more similar (or closer) to those by the other DMs, then more weight would be assigned to the corresponding input in these operators. Therefore, using these operators in the settlement of linguistic MAGDM problems can result in more reasonable and significantly balanced conclusions.

### 2.3.6. Determination of $\operatorname{TS}\left(s_{\alpha_{i}}\right)$ for the Operators

In order to quantify $\mathrm{TS}\left(s_{\alpha_{i}}\right)$, the following steps are recommended.

1. For a set of linguistic terms $\left\{s_{\alpha_{1}}, s_{\alpha_{2}}, \cdots, s_{\alpha_{m}}\right\}$, a consensus degree matrix can be constructed in virtue of the relative deviation of linguistic terms. That is,

$$
\begin{equation*}
S=\left(s_{k j}\right)_{m \times m} \tag{12}
\end{equation*}
$$

where $s_{k j}=s\left(s_{\alpha_{k}}, s_{\alpha_{j}}\right)=\frac{2}{\pi} \arccos \left(d\left(s_{\alpha_{k}}, s_{\alpha_{j}}\right)\right)$ and $d\left(s_{\alpha_{k}}, s_{\alpha_{j}}\right)$ is the relative deviation of $s_{\alpha_{k}}$ and $s_{\alpha_{j}}$ given in Definition 3.
2. Compute the average support of $s_{\alpha_{k}}$ from all the other linguistic terms by

$$
\begin{equation*}
A S\left(s_{\alpha_{k}}\right)=\frac{1}{m-1} \sum_{j=1, j \neq k}^{m} s_{k j} \tag{13}
\end{equation*}
$$

3. Normalize the average support to obtain the relative support of $s_{\alpha_{k}}$ from all the other linguistic terms, which is viewed as $T S\left(s_{\alpha_{k}}\right)$. Namely,

$$
\begin{equation*}
T S\left(s_{\alpha_{k}}\right)=\frac{A S\left(s_{\alpha_{k}}\right)}{\sum_{j=1}^{m} A S\left(s_{\alpha_{j}}\right)} \tag{14}
\end{equation*}
$$

### 2.4. Framework of the Linguistic MAGDM Using T-Based Linguistic Generalized Power Geometric Operators

As is illustrated in the above-mentioned section, T-based linguistic generalized power average operators take account of the interactive supports of the input arguments in the aggregation process, which can lessen the influence of outer data on the aggregated results by discounting the weights to those unfair ones. Therefore, power operators show their superiority in aggregating information by different DMs from the angle of consensus. Following that, the T-based linguistic generalized power average operators will be used in the method for linguistic MAGDM. Furthermore, in existing literature, MAGDM research mainly focuses on the decision matrices by DMs to obtain the desirable alternative and ignore the correlations among the related attributes. In what follows, the linguistic MAGDM considering both the decision matrices and correlation information among the attributes are investigated.

### 2.4.1. Presentation of Linguistic MAGDM

Linguistic MAGDM is to select the best alternatives from a set of alternatives on the basis of linguistic preference values on different attributes by a group of decision makers (DMs). The related symbols and notations in the linguistic MAGDM are stipulated as follows.

1. $\quad\left\{A_{1}, A_{2}, \cdots, A_{m}\right\}$ is a set of $m$ attributes and $A_{i}$ is the $i$ th attribute;
2. $\quad\left\{X_{1}, X_{2}, \cdots, X_{n}\right\}$ is a set of $n$ alternatives and $X_{j}$ is the $j$ th alternative;
3. $\quad\left\{D_{1}, D_{2}, \cdots, D_{l}\right\}$ is a set of $l$ decision makers(DMs) or experts and $D_{k}$ is the $k$ th DM ;
4. The individual linguistic decision matrix given by $D_{k}$ is $\mathbf{R}^{(k)}=\left(r_{i j}^{(k)}\right)_{m \times n}$, where $r_{i j}^{(k)} \in S$ is a linguistic individual preference value for alternative $X_{j}$ on the attribute $A_{i}$. In detail,

$$
\mathbf{R}^{(k)}=\begin{gathered}
X_{1} \\
X_{2} \\
A_{1} \\
A_{2} \\
\vdots \\
A_{m}
\end{gathered}\left(\begin{array}{cccc}
r_{11}^{(k)} & r_{12}^{(k)} & \cdots & X_{n} \\
r_{21}^{(k)} & r_{22}^{(k)} & \cdots & r_{1 n}^{(k)} \\
\vdots & \vdots & & r_{1 n}^{(k)} \\
r_{m 1}^{(k)} & r_{m 2}^{(k)} & \cdots & \vdots \\
(k)
\end{array}\right)
$$

5. The overall linguistic decision matrix is $\mathbf{R}=\left(r_{i j}\right)_{m \times n^{n}}$, where $r_{i j} \in \widehat{S}$ is a comprehensive preference value for alternative $X_{j}$ on the attribute $A_{i}$, by a synthesized consideration of the individual preference values $r_{i j}^{(k)}(k=1,2, \cdots, l)$. In detail,

$$
\mathbf{R}=\begin{gathered}
\\
A_{1} \\
A_{2} \\
\vdots \\
A_{m}
\end{gathered}\left(\begin{array}{cccc}
X_{1} & X_{2} & \cdots & X_{n} \\
r_{11} & r_{12} & \ldots & r_{1 n} \\
r_{21} & r_{22} & \ldots & r_{1 n} \\
\vdots & \vdots & & \vdots \\
r_{m 1} & r_{m 2} & \cdots & r_{1 n}
\end{array}\right)
$$

6. The overall rating value of the $j$-th alternative $X_{j}(j=1,2, \cdots, n)$ is $r_{j}$, which is a full and complete evaluation from each attribute $A_{i}(i=1,2, \cdots, m)$ and on the basis of which the alternatives can be ranked.
2.4.2. DEMATEL-Based Method for Determining the Individual Attribute Weights and DMs' Weights

In this part, the principal procedure of the DEMATEL-based method for determining weights for attributes and DMs is presented.

Suppose that the set of attributes is $\left\{A_{1}, A_{2}, \cdots, A_{m}\right\}$ and the correlations among attributes can be depicted as in Figure 1. In detail, the arrowed line linking two attributes means that there exists a correlation between them. The value of the line represents the intensity degree of the correlation. The larger the value, the higher the intensity degree. Further, the direction of the arrowed line shows the influence relationship.


Figure 1. The correlations among attributes.
In virtue of the DEMATEL method [45,46], the procedure of the DEMATEL-based method for determining the individual attribute weight by each DM is summarized as follows:
(i) Construct the initial direct relation matrix $\mathbf{Z}^{(k)}=\left(z_{i j}{ }^{(k)}\right)_{m \times m}$ by DM $D_{k}$, where $z_{i j}$ represents the existence and intensity of the correlation between attributes $A_{i}$ and $A_{j}$. Usually, $z_{i j}^{(k)} \in\{0,1,2,3,4\}$. For DM $D_{k}, z_{i j}^{(k)}=4$, there is the most intensity of correlation between attributes $A_{i}$ and $A_{j}$, while $z_{i j}^{(k)}=0$ means there is no correlation between attributes $A_{i}$ and $A_{j}$. In particular, there is no correlation between $A_{i}$ and itself, i.e., $z_{i i}^{(k)}=0$.
(ii) Obtain the normalized the direct-relation matrix $\mathbf{X}^{(k)}=\left(x_{i j}^{(k)}\right)_{m \times m^{\prime}}$, where $x_{i j}^{(k)}=$ $\frac{z_{i j}^{(k)}}{\max _{1 \leq i \leq n} \sum_{j=1}^{n} z_{i j}^{(k)}}$. Generally, the normalized matrix $\mathbf{X}^{(k)}$ is characterized as a sub-stochastic matrix obtained from an absorbing Markov chain matrix by deleting all rows and columns associated with the absorbing states. For each normalized matrix $\mathbf{X}^{(k)}$, the following properties hold.
(1) $\lim _{t \rightarrow \infty} \mathbf{X}^{(k)^{t}}=\mathbf{O}$ (the null matrix).
(2) $\lim _{t \rightarrow \infty}\left(\mathbf{E}+\mathbf{X}^{(k)^{1}}+\mathbf{X}^{(k)^{2}}+\cdots+\mathbf{X}^{(k)^{t}}\right)=\left(\mathbf{E}-\mathbf{X}^{(k)}\right)^{-1}$, where $\mathbf{E}$ is the identity matrix.
(iii) Obtain the individual overall relation matrix $\mathbf{T}^{(k)}=\left(t_{i j}^{(k)}\right)_{m \times m}$ for DM $D_{k}$, where $t_{i j}^{(k)}$ represents the overall intensity of correlation between attributes $A_{i}$ and $A_{j}$. Specifically, $\mathbf{T}^{(k)}=\lim _{t \rightarrow \infty}\left(\mathbf{X}^{(k)^{1}}+\mathbf{X}^{(k)^{2}}+\cdots+\mathbf{X}^{(k)^{t}}\right)=\mathbf{X}^{(k)}\left(\mathbf{E}-\mathbf{X}^{(k)}\right)^{-1}$.
(iv) Calculate the individual overall intensity $c_{i}^{(k)}$ that attribute $A_{i}$ influences others by $c_{i}^{(k)}=\sum_{j=1}^{m} t_{i j}^{(k)}$; calculate the individual overall intensity $h_{i}^{(k)}$ that attribute $A_{i}$ is influenced by others by $h_{i}=\sum_{i=1}^{m} t_{i j}^{(k)}$.
(v) Calculate the individual prominence of each attribute. The individual prominence $p_{i}^{(k)}$ of the attribute $A_{i}$ is calculated by $p_{i}^{(k)}=c_{i}^{(k)}+h_{i}^{(k)}$, which characterizes the importance of the attribute $A_{i}$ by DM $D_{k}$. The larger the individual prominence $p_{i}^{(k)}$, the more important the attribute $A_{i}$ is by $\mathrm{DM} D_{k}$.
(vi) Obtain the individual attribute weighting vector $\mathbf{w}^{(k)}=\left(w_{1}^{(k)}, w_{2}^{(k)}, \cdots, w_{m}^{(k)}\right)^{\mathrm{T}}$, where $w_{i}^{(k)}=\frac{p_{i}^{(k)}}{\sum_{i=1}^{m} p_{i}^{(k)}}$.
Similarly, an initial direct relation matrix for DMs can be used to illustrate the correlations and interactive influences among DMs. Therefore, by similar steps as above, a weighting vector $\mathbf{u}=\left(u_{1}, u_{2}, \cdots, u_{l}\right)^{\mathrm{T}}$ for DMs can also be obtained.

### 2.4.3. Individual Attribute Weight and Overall Attribute Weight

According to the DEMATEL-based method in the above, different initial direct relation matrices by different DMs may result in different attribute weights, which are called individual attribute weights by DMs. Following that, to obtain an overall attribute weight, a method to aggregate individual attribute weights by minimizing relative entropy is presented.

Definition 9 ([55]). Let $\mathbf{v}^{(1)}=\left(v_{1}^{(1)}, v_{2}^{(1)}, \cdots, v_{m}^{(1)}\right)^{T}$ and $\mathbf{v}^{(2)}=\left(v_{1}^{(2)}, v_{2}^{(2)}, \ldots, v_{m}^{(2)}\right)^{T}$ be two weighting vectors such that $v_{i}^{(1)} \geq 0, v_{i}^{(2)} \geq 0(i=1,2, \cdots, m)$, and $\sum_{i=1}^{m} v_{i}^{(1)}=\sum_{i=1}^{m} v_{i}^{(2)}=1$. Then $\operatorname{RE}\left(\mathbf{v}^{(1)}, \mathbf{v}^{(2)}\right)=\sum_{i=1}^{m} v_{i}^{(1)} \ln \frac{v_{i}^{(1)}}{v_{i}^{(2)}}$ is called the relative entropy of $\mathbf{v}^{(1)}$ to $\mathbf{v}^{(2)}$.

The relative entropy $\operatorname{RE}\left(\mathbf{v}^{(1)}, \mathbf{v}^{(2)}\right)$ is used to model the dissimilarity of $\mathbf{v}^{(1)}$ and $\mathbf{v}^{(2)}$. The relative entropy $R E\left(\mathbf{v}^{(1)}, \mathbf{v}^{(2)}\right)$ reaches its minimum, i.e., $R E\left(\mathbf{v}^{(1)}, \mathbf{v}^{(2)}\right)=0$, if $\mathbf{v}^{(1)}=\mathbf{v}^{(2)}$.

Assume the initial direct relation matrix by $\operatorname{DM} D_{k}$ is $\mathbf{Z}^{(k)}=\left(z_{i j}^{(k)}\right)_{m \times m}(k=1,2, \cdots, l)$ and the individual attribute weighting vector $\mathbf{w}^{(k)}=\left(w_{1}^{(k)}, w_{2}^{(k)}, \ldots, w_{m}^{(k)}\right)^{\mathrm{T}}$ can be obtained by the DEMATEL-based method. In order to obtain the overall attribute weighting vector $\mathbf{w}=\left(w_{1}, w_{2}, \cdots, w_{m}\right)^{\mathrm{T}}$, the following mathematical programming model can be structured.

$$
\begin{gather*}
\min \sum_{k=1}^{l} u_{k} R E\left(\mathbf{w}, \mathbf{w}^{(k)}\right)  \tag{15}\\
\text { s.t. }\left\{\begin{array}{l}
\sum_{j=1}^{m} w_{j}=1 \\
w_{k} \geq 0 .
\end{array}\right. \tag{16}
\end{gather*}
$$

where $\mathbf{u}=\left(u_{1}, u_{2}, \cdots, u_{l}\right)^{\mathrm{T}}$ is the weighting vector for DMs and it can be assigned beforehand or objectively determined by some known methods. Here, the weighting vector for DMs is determined by the DEMATEL-based method in the above subsection. To obtain the solution of the programming problem, a Lagrange function is defined as

$$
\begin{equation*}
L\left(v^{S}, \lambda\right)=\sum_{k=1}^{l} u_{k} R E\left(\mathbf{w}, \mathbf{w}^{(k)}\right)+(\lambda-1)\left(\sum_{j=1}^{m} w_{j}-1\right)=\sum_{k=1}^{l} u_{k} \sum_{j=1}^{m} w_{j} \ln \frac{w_{j}}{w_{j}^{(k)}}+(\lambda-1)\left(\sum_{j=1}^{m} w_{j}-1\right) \tag{17}
\end{equation*}
$$

where $(\lambda-1)$ is the Lagrange multiplier. Thus, the following equations can be obtained:

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial w_{j}}=\sum_{k=1}^{l} u_{k}\left(1+\ln \frac{w_{j}}{w_{j}^{(k)}}\right)+(\lambda-1)=\sum_{k=1}^{l} u_{k} \ln \frac{w_{j}}{w_{j}^{(k)}}+\lambda=0,(j=1,2, \cdots, l) \\
\frac{\partial L}{\partial \lambda}=\sum_{j=1}^{m} w_{j}-1=0
\end{array}\right.
$$

By calculation with the above series of equations, it follows that

$$
\begin{equation*}
w_{j}=\frac{\prod_{k=1}^{l}\left(w_{j}^{(k)}\right)^{u_{k}}}{\sum_{j=1}^{m} \prod_{k=1}^{l}\left(w_{j}^{(k)}\right)^{u_{k}}}(j=1,2, \cdots, m) \tag{18}
\end{equation*}
$$

Thus, the overall attribute weighting vector $\mathbf{w}=\left(w_{1}, w_{2}, \cdots, w_{m}\right)^{\mathrm{T}}$ can be obtained.

### 2.4.4. Algorithm for the Approach to Linguistic MAGDM

The linguistic approach to decision making, based on T-based generalized power geometric operators, can be summarized as follows:

1. Through full negotiation and investigation, a group of DMs $\left\{D_{1}, D_{2}, \cdots, D_{l}\right\}$ and the initial direct relation matrix $\mathbf{Z}^{D}=\left(z_{i j}\right)_{l \times l}$ for DMs are determined by the advisory committee for decision making. By the initial direct relation matrix $\mathbf{Z}^{D}$ for DMs and the similar steps in Section 2.4.2, the weighting vector $\mathbf{u}=\left(u_{1}, u_{2}, \cdots, u_{l}\right)^{\mathrm{T}}$ for DMs can be determined.
2. On the basis of their experience and knowledge about referred alternatives, each $\mathrm{DM} D_{k}(k=1,2, \cdots, l)$ provides his/her individual linguistic decision matrix $\mathbf{R}^{(k)}=$ $\left(r_{i j}^{(k)}\right)_{m \times n}$ and initial direct relation matrices $\mathbf{Z}^{(k)}=\left(z_{i j}^{(k)}\right)_{m \times m}(k=1,2, \cdots, l)$.
3. Obtain the overall decision matrix $\mathbf{R}=\left(r_{i j}\right)_{m \times n}$ by T-LWGPG operator. In detail, $r_{i j}$ is calculated by

$$
\begin{equation*}
r_{i j}=\operatorname{T-LWGPG}_{\lambda, \mathbf{u}}\left(r_{i j}^{(1)}, r_{i j}^{(2)}, \cdots, r_{i j}^{(l)}\right) \tag{19}
\end{equation*}
$$

where $\mathbf{u}$ is the weighting vector for DMs obtained in the first step.
4. By the initial direct relation matrices $\mathbf{Z}^{(k)}$ for attributes, the individual attribute weighting vectors $\mathbf{w}^{(k)}=\left(w_{1}^{(k)}, w_{2}^{(k)}, \ldots, w_{m}^{(k)}\right)^{\mathrm{T}}$ can be obtained. Obtain the attribute weighting vector $\mathbf{w}=\left(w_{1}, w_{2}, \cdots, w_{m}\right)^{\mathrm{T}}$ by Equation (18).
5. Obtain the overall rating values $r_{j}(j=1,2, \cdots, n)$ for each alternative $X_{j}$ by T-LHGPG operator, i.e.,

$$
\begin{equation*}
r_{j}=\text { T-LHGPG }{ }_{\lambda}\left(r_{1 j}, r_{2 j}, \cdots, r_{m j}\right), \tag{20}
\end{equation*}
$$

where the associated weighting vector is the attribute weighting vector $\mathbf{w}$.
6. Rank all the alternatives $X_{j}(j=1,2, \cdots, n)$ by overall rating values $r_{j}$.

## 3. Illustrative Example and Discussion

In this section, the aforementioned approach is employed in evaluating university faculty for tenure and promotion, which is adapted from [6,7]. Then, some remarks on the selection of the parameters are provided. Finally, some comparison analysis with existing methods are performed.

### 3.1. On the Evaluation for Tenure and Promotion

Academic tenure was introduced to guarantee the right of the teachers and researchers to academic freedom. However, since the 1970s, colleges and universities in the US have seen a steady decline in the percentage of tenured or tenure-track teaching positions. For those that are tenure track, in general, it takes years to earn tenure while working
as an assistant professor. However, the statistics from the United States Department of Education shows that the combined tenured/tenure-track rate was $56 \%$ for $1975,46.8 \%$ for 1989 , and $31.9 \%$ for 2005 . In other words, $68.1 \%$ of US college scholars were neither tenured nor eligible for tenure in 2005. In Columbia University, only $10-20 \%$ of assistant professors can ultimately obtain tenure. Therefore, tenure has gradually become a type of job security for scholars. The scholars in universities are apt to fiercely pursue and compete for limited resources. In order to consider all the necessary elements fully and comprehensively, tenure is usually determined by a combinational consideration of research, teaching, and service, with each factor weighted according to the principles of a particular university.

In the following, let $\left\{X_{1}, X_{2}, X_{3}, X_{4}, X_{5}\right\}$ be the set of five faculty candidates (alternatives) to be evaluated using linguistic terms. Assume that three attributes, including $c_{1}$ : teaching, $c_{2}$ : research, and $c_{3}$ : service, are taken into account for evaluating the university faculty for tenure and promotion. Four DMs $D_{k}(k=1,2,3,4)$ are requested by the advisory committee for evaluation to assess the five faculty candidates in linguistic terms, where the set of linguistic terms $S=\left\{s_{0}=\right.$ extremely poor, $s 1=$ very poor, $s_{2}=$ poor, $s_{3}=$ slightly poor, $s_{4}=$ fair, $s_{5}=$ slightly good, $s_{6}=$ good, $s_{7}=$ very good, $s_{8}=$ extremely good $\}$. The decision matrices $\mathbf{R}^{(k)}=\left(r_{i j}^{(k)}\right)_{3 \times 5}$ are listed in Tables 2-5, respectively.

Table 2. Decision matrix given by $\operatorname{DM} D_{1}$.

|  | $\boldsymbol{X}_{\mathbf{1}}$ | $\boldsymbol{X}_{\mathbf{2}}$ | $\boldsymbol{X}_{\mathbf{3}}$ | $\boldsymbol{X}_{\mathbf{4}}$ | $\boldsymbol{X}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{1}$ | $s_{7}$ | $s_{5}$ | $s_{4}$ | $s_{6}$ | $s_{7}$ |
| $c_{2}$ | $s_{5}$ | $s_{6}$ | $s_{7}$ | $s_{3}$ | $s_{5}$ |
| $c_{3}$ | $s_{5}$ | $s_{6}$ | $s_{6}$ | $s_{5}$ | $s_{6}$ |

Table 3. Decision matrix given by $\mathrm{DM} \mathrm{D}_{2}$.

|  | $\boldsymbol{X}_{\mathbf{1}}$ | $\boldsymbol{X}_{\mathbf{2}}$ | $\boldsymbol{X}_{\mathbf{3}}$ | $\boldsymbol{X}_{\mathbf{4}}$ | $\boldsymbol{X}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{1}$ | $s_{5}$ | $s_{4}$ | $s_{6}$ | $s_{7}$ | $s_{7}$ |
| $c_{2}$ | $s_{7}$ | $s_{5}$ | $s_{5}$ | $s_{5}$ | $s_{6}$ |
| $c_{3}$ | $s_{4}$ | $s_{6}$ | $s_{6}$ | $s_{6}$ | $s_{5}$ |

Table 4. Decision matrix given by $\mathrm{DM} D_{3}$.

|  | $\boldsymbol{X}_{\mathbf{1}}$ | $\boldsymbol{X}_{\mathbf{2}}$ | $\boldsymbol{X}_{\mathbf{3}}$ | $\boldsymbol{X}_{\mathbf{4}}$ | $\boldsymbol{X}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{1}$ | $s_{6}$ | $s_{3}$ | $s_{7}$ | $s_{6}$ | $s_{5}$ |
| $c_{2}$ | $s_{7}$ | $s_{4}$ | $s_{6}$ | $s_{4}$ | $s_{6}$ |
| $c_{3}$ | $s_{5}$ | $s_{5}$ | $s_{5}$ | $s_{7}$ | $s_{5}$ |

Table 5. Decision matrix given by DM $D_{4}$.

|  | $\boldsymbol{X}_{\mathbf{1}}$ | $\boldsymbol{X}_{\mathbf{2}}$ | $\boldsymbol{X}_{\mathbf{3}}$ | $\boldsymbol{X}_{\mathbf{4}}$ | $\boldsymbol{X}_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{1}$ | $s_{5}$ | $s_{7}$ | $s_{6}$ | $s_{4}$ | $s_{4}$ |
| $c_{2}$ | $s_{6}$ | $s_{6}$ | $s_{5}$ | $s_{6}$ | $s_{5}$ |
| $c_{3}$ | $s_{5}$ | $s_{6}$ | $s_{7}$ | $s_{5}$ | $s_{4}$ |

In addition, the DMs should provide their initial direct-relation matrices $\mathbf{Z}^{(k)}=\left(z_{i j}^{(k)}\right)_{3 \times 3}(k=1,2,3,4)$ for attributes based on their knowledge background (see Tables 6-9).

Table 6. Initial direct-relation matrix for attributes by $\mathrm{DM} D_{1}$.

|  | $\boldsymbol{A}_{\mathbf{1}}$ | $\boldsymbol{A}_{\mathbf{2}}$ | $\boldsymbol{A}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | 0 | 1 | 0 |
| $A_{2}$ | 2 | 0 | 3 |
| $A_{3}$ | 2 | 2 | 0 |

Table 7. Initial direct-relation matrix for attributes by $\mathrm{DM} D_{2}$.

|  | $A_{1}$ | $A_{2}$ | $A_{3}$ |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | 0 | 3 | 1 |
| $A_{2}$ | 2 | 0 | 4 |
| $A_{3}$ | 2 | 3 | 0 |

Table 8. Initial direct-relation matrix for attributes by $\mathrm{DM} D_{3}$.

|  | $A_{1}$ | $\boldsymbol{A}_{\mathbf{2}}$ | $\boldsymbol{A}_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | 0 | 3 | 2 |
| $A_{2}$ | 4 | 0 | 4 |
| $A_{3}$ | 3 | 3 | 0 |

Table 9. Initial direct-relation matrix for attributes by $\mathrm{DM} D_{4}$.

|  | $A_{1}$ | $\boldsymbol{A}_{2}$ | $\boldsymbol{A}_{3}$ |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | 0 | 2 | 2 |
| $A_{2}$ | 3 | 0 | 3 |
| $A_{3}$ | 4 | 2 | 0 |

The advisory committee for evaluation should give the initial direct-relation matrix for DMs $\mathbf{Z}^{D}=\left(z_{i j}\right)_{4 \times 4}$ (See Table 10). In what follows, it is assumed that $\delta=1$ for both the Hamacher t-norm and t-conorm and $\lambda=2$.

Table 10. Initial direct-relation matrix for DMs given by the advisory committee.

|  | $\boldsymbol{D}_{\mathbf{1}}$ | $\boldsymbol{D}_{\mathbf{2}}$ | $\boldsymbol{D}_{\mathbf{3}}$ | $\boldsymbol{D}_{\mathbf{4}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $D_{1}$ | 0 | 1 | 3 | 2 |
| $D_{2}$ | 1 | 0 | 1 | 0 |
| $D_{3}$ | 4 | 2 | 0 | 2 |
| $D_{4}$ | 1 | 4 | 3 | 0 |

Firstly, by the initial direct relation matrix $\mathbf{Z}^{D}$ for DMs given by the advisory committee for evaluation, with the similar steps as those in Section 2.4.2, the weighting vector for DMs can be obtained. Namely, $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}, u_{4}\right)^{\mathrm{T}}=(0.2710,0.1856,0.3041,0.2392)^{\mathrm{T}}$. Consequently, by Equation (19), the overall decision matrix can be obtained

$$
\mathbf{R}=\left(\begin{array}{lllll}
s_{5.6586} & s_{4.2508} & s_{5.4350} & s_{5.4469} & s_{5.2988} \\
s_{6.0147} & s_{5.0466} & s_{5.6586} & s_{4.1498} & s_{5.4292} \\
s_{4.7756} & s_{5.6537} & s_{5.8027} & s_{5.5913} & s_{4.9160}
\end{array}\right)
$$

Secondly, by the initial direct-relation matrices $\mathbf{Z}^{(k)}=\left(z_{i j}^{(k)}\right)_{3 \times 3}(k=1,2,3,4)$ for attributes and the steps in Section 2.4.2, the individual attribute weighting vectors can be obtained, respectively, and listed as follows: $\mathbf{w}^{(1)}=(0.2624,0.3924,0.3452)^{\mathrm{T}} ; \mathbf{w}^{(2)}=$ $\left.\left.0.2830,0.3764,0.3407)^{\mathrm{T}} ; \mathbf{w}^{(3)}=0.3220,0.3578,0.3203\right)^{\mathrm{T}} ; \mathbf{w}^{(4)}=0.3418,0.3214,0.3367\right)^{\mathrm{T}}$. By Equation (18) and the weighting vector $\mathbf{u}$ for DMs , the overall attribute weighting vector $\mathbf{w}=(0.2160,0.4488,0.3352)^{\mathrm{T}}$ can be obtained. By Equation (20), the overall rating values
for each candidate can be obtained. Namely, $r_{1}=s_{5.1108}, r_{2}=s_{4.7263}, r_{3}=s_{5.3641}, r_{4}=$ $s_{4.1106}, r_{5}=s_{4.9146}$. Here, the BUIM function $\phi(x)=x^{2}$ is used.

Finally, the five faculty candidates can ranked as $X_{3} \succ X_{1} \succ X_{5} \succ X_{2} \succ X_{4}$.

### 3.2. Notes for the Parameters

Practically, too many parameters may lead to some confusions in applications and distortions in the results in some sense. However, the following facts must be highlighted. Using 900 different combinations of the parameters $\delta$ (from 1 to 30) of Hamacher t-norms and t -conorms and assuming $\lambda=2$, it can be found that the ranking orders are sensitive to the different combinations of the parameters of Hamacher t-norms and t-conorms. Therefore, in order to guarantee the stability of the ranking results, the parameters for the related Hamacher t-norm and t-conorm should be consisitent. In other words, the duality of the Hamacher t-norm and t-conorm should be maintained in the approach. From the aspect of simplicity of calculation, $T_{P}$ and $R_{P}$ are recommended in the approach.

For illustration, the interactions of the overall rating values to the parameter $\lambda$ are shown in Figure 2, where $T_{P}$ and $R_{P}$ are used and the parameter $\lambda$ ranges from 0.01 to 5. Clearly, the ranking results are stable with respect to the parameters $\lambda$ in the range. However, from the angle of the simplicity of calculation, the parameter $\lambda$ should not be too large.


Figure 2. The interactions of the overall rating values to the parameter $\lambda$.

### 3.3. Comparison Analysis with Existing Works

For convenience, some results of the tenure evaluation in the literature are listed in Table 11. It is demonstrated that the best candidate by the method in the paper is $X_{3}$, which is consistent with those by the existing methods.

Table 11. Ranking results of the related works.

| Approaches | Underlying Operators | Weighting Vectors for DMs and Attributes | Results |
| :---: | :---: | :---: | :---: |
| Zhou et al. [7] | LGPOWA | Objectively determined | $\begin{gathered} X_{3} \succ X_{1} \succ X_{5} \succ X_{2} \succ \\ X_{4}(\lambda=1,2 ; \lambda \rightarrow 0) \\ X_{3} \succ X_{1} \succ X_{5} \succ X_{4} \succ \\ X_{2}(\lambda=-1) \end{gathered}$ |
| Merigó et al. [6] | ILGHA/ILGOWA | $\begin{gathered} (0.35,0.28,0.24,0.13)^{\mathrm{T}} / \\ (0.3,0.4,0.3)^{\mathrm{T}} \end{gathered}$ | $X_{3} \succ X_{2} \succ X_{1} \succ X_{4} \succ X_{5}$ |
| In the paper | T-LWGPG/T-LHGPG | By DEMATEL-based method | $\begin{gathered} X_{3} \succ X_{1} \succ X_{5} \succ X_{2} \succ \\ X_{4}(\lambda \in[0.05,30]) \end{gathered}$ |

Compared with the methods in [6,7], the method in this paper can be illuminated considering the following two aspects.
(i) The employed operations for linguistic terms. In this paper, the newly proposed linguistic operations are based on strict $t$-norms and $t$-conorms and closed on the set of the restricted continuous linguistic term set $\widehat{S}$. In the methods in [6,7], the classical linguistic operations [4], which are not closed on $\widehat{S}$, are used. As demonstrated in Example 1, the classical linguistic operations may result in some unrealistic and meaningless results. Therefore, the underlying operations for linguistic terms are more reasonable than those employed in [6,7].
(ii) The techniques to determine the weighting information. In the method by Merigó et al. [6], the weights for DMs and attributes are given by subjective knowledge and experience. Consequently, the inevitably excessive preference of some DM or attribute may lead to some biased results. In the method by Zhou et al. [7], the weights for both DMs and attributes are all determined by the mutual supports of input arguments from the angle of the consistency of the preference values; thus, they ignored the fact that the attribute values of an alternative may be quite different on different attributes. In the approach of this paper, the $\mathrm{DMs}^{\prime}$ weights and attribute weights are objectively determined by the initial direct-relation matrices using the DEMATEL-based method. In other words, weighting information for DMs and attributes are dependent on the interactive influence and interrelationship among DMs or attributes. Hence, objectivity and reasonability can be guaranteed.

## 4. Conclusions

In this paper, to overcome some defects of the classical operation laws for linguistic terms, some new operation laws for continuous linguistic terms using strict t -norms and t-conorms were defined and a series of T-based linguistic generalized power geometric operators, i.e., T-LGPG operator, T-LWGPG operator, T-LOWGPG operator and T-LHGPG operator, were developed. In addition, then, the DEMATEL method was employed in determining weighting information for DMs and attributes by initial direct-relation matrices for DMs and attributes, respectively. By these means, the weighting vector for DMs and attributes can be determined objectively by the interactive influence and interrelationship among DMs and attributes. An illustrative example on faculty evaluation for tenure was presented. Comparison analysis with existing methods was performed. In contrast with the existing methods, the method in the work can be highlighted in two aspects: the newly proposed linguistic operations, which are based on strict t -norms and t -conorms and closed on the set of the restricted continuous linguistic term set $\widehat{S}$; and the techniques in determining the weighting information, with which the DMs' weights and attribute weights were objectively determined by the initial direct relation matrices using the DEMATEL-based method.

Notably, in the method, the original linguistic term sets are used and the underlying operations are based only on the pertaining indices. Thus, the method in this work may not applicable in more practical and more complex situations where hesitancy may exist, i.e., people may use more than one linguistic term to express her/his evaluations or preferences. In order to facilitate linguistic decision making in more complex environments, there are some innovative extensions for the linguistic terms, such as the hesitant fuzzy linguistic term sets [22], the linguistic Z-Numbers [24], the 2-dimension linguistic variables [5], the probabilistic linguistic terms [56] and the reformulated probabilistic linguistic terms [43], which provide some insightful directions for the further research on the topic. In the future, these innovative derivatives could be appealingly engaged in the methodologies for linguistic decision making.
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