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Abstract: Background: Inefficient use of public funds can have a negative impact on the lives
of citizens. The development of machine learning-based technologies for data visualisation and
prediction has opened the possibility of evaluating the accountability of publicly funded projects.
Methods: This study describes the conception and evaluation of the architecture of a system that can
be utilised for project profile definition and prediction. The system was used to analyse data from
20,942 System of Management of Agreements and Transfer Contracts (SICONV) projects in Brazil,
which are government-funded projects. SICONV is a Brazilian Government initiative that records the
entire life cycle of agreements, transfer contracts, and partnership terms, from proposal formalisation
to final accountability. The projects were represented by seven variables, all of which were related to
the timeline and budget of the project. Data statistics and clustering in a lower-dimensional space
calculated using t-SNE were used to generate project profiles. Performance measures were used
to test and compare several project-profile prediction models based on classifiers. Results: Data
clustering was achieved, and ten project profiles were defined as a result. Among 25 prediction
models, k-Nearest-Neighbor (kknn) was the one that yielded the highest accuracy (0.991± 0.002).
Conclusions: The system predicted SICONV project profiles accurately. This system can help auditors
and citizens evaluate new and ongoing project profiles, identifying inappropriate public funding.

Keywords: accountability; machine learning; t-SNE; PCA; BPMN; SICONV; MLR3

1. Introduction

Accountability is defined as the process of demonstrating the use of funds received
and transferred to a person (physical or legal) over a specified period and for a specified
purpose. In other words, anyone who receives money to perform a particular work project,
service, etc., must prove the expenditure of these funds in a document called Accountability,
which attests to the fulfilment of the civil obligation [1].

The quality of such accountability influences the decision made when allocating
resources to entities [2]. The perceived quality of accountability is determined by several
factors, including efficiency (the actions taken by the entity when using the resources
provided), stability (the possibility of the activities performed by the entity continuing),
reputation, and the amount of information provided by the beneficiary entity [3]. The use
of such dimensions can aid in the definition of variables used in the construction of models
or systems for the prediction and classification of accountability quality [3].

Recently, Rana et al. [4] presented a review study that identifies the primary needs
in the field of financial auditing in light of technological advances, economic constraints,
along with social and political contexts. The low number of studies from Asia, Africa,
Latin America, and Southern and Eastern Europe is highlighted. According to the authors,
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financial accountability is a tool that aids in public and private governance, as well as
the improvement of public service transparency and delivery. Furthermore, there is a
need to employ systems based on machine learning and artificial intelligence to assist in
decision-making and assessing public-sector performance [5].

This justifies the appearance of several studies in the area. For instance, Sun and
Sales [6] proposed the use of Artificial Neural Networks (ANN) for predicting public pro-
curement irregularities based on the characteristics of the contractor. Typical irregularities
are (i) transparency irregularities; (ii) professional standard irregularities; (iii) fairness irreg-
ularities; (iv) contract monitoring and regulation irregularities; (v) procedural irregularities.
The authors used several data sets, including SICONV (Portuguese: Sistema de Convênios;
English: Federal Government Agreements Management System). In terms of prediction of
irregularities an overall accuracy of 80.87% was reported. In another recent study, Zhang [7]
proposed the evaluation of a financial audit model based on a Convolutional Neural Net-
work (CNN). The study compared classification results of financial data based on CNN
(accuracy of 93.4%) and ANN (accuracy of 90.0%). Table 1 summarizes the purpose and
results of other relevant studies that illustrate the use of machine learning in accountability.

Table 1. Relevant studies reporting the use of machine learning in accountability.

Study Purpose Type of Irregularity Main Method Maximum
Accuracy

Mongwe et al. (2021) [8] Fraud detection Fairness irregularities Bayesian logistic regression 75.3%

Khan et al. (2022) [9] Fraud detection Fairness irregularities Beetle Antennae Search
(BAS) 84.9%

Jiang and Jones (2018)
[10]

Financial distress
detection Stability Gradient Boosting Model

(TreeNet) 94.9%

Zhang (2021) [7] Financial audit Procedural irregularities Convolutional Neural
Network 93.4%

Abbasi et al. (2012) [11] Fraud detection Fairness irregularities Meta-learning 80%

Hamal and Senvar (2021)
[12] Fraud detection Fairness irregularities Random Forest 93.7%

Bertomeu et al. (2020)
[13] Misstatements Financial data Random Under-Sampling

Boost (RUSBoost) 76.3%

Yang Bao et al. (2020) [14] Fraud detection Fairness irregularities Random Under-Sampling
Boost (RUSBoost) 71.7%

Zhang (2021) [15] Management
accounting information Decision-making Artificial Neural Network

(ANN) 100%

Song et al. (2014) [16] Fraud detection Fairness irregularities Ensemble of classifiers 84.5%

Papík and Papíkova
(2022) [17] Fraud detection Fairness irregularities Neural Network (NN) 90.8%

Chen and Zhang (2022)
[18] Financial crisis Irregular accounting

information
Artificial Neural Network

(ANN) 90.0%

Li (2022) [19] Parallel bookkeeping
Connection of Financial
Accounting and Budget

Accounting
Deep Neural Network 87.7%
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Table 1. Cont.

Study Purpose Type of Irregularity Main Method Maximum
Accuracy

Liu (2022) [20] Financial Accounting
Quality Financial quality indicators Dynamic Neuron Model 98%

Mongwe et al. (2021) [8] Financial audit Fraud and weak corporate
governance

Bayesian logistic regression
with automatic relevance
determination (BLR-ARD)

73%

Cecchini et al. (2010) [21] Fraud detection Fairness irregularities
Support vector machines
using the financial kernel

(SVM-FK)
87.8%

Kuzey et al. (2019) [22] Factors influencing cost
system functionality

Cost data management
process

Decision tree algorithm C5.0
(DT-C5.0) 91.5%

Transparency is fundamental in accountability processes. The use of machine learning
methods has helped automate this process, primarily with regard to the identification of
failures in the monitoring or evaluation of processes. From the perspective of accountability
in the public sector, it is necessary that entities provide data so that any interested agent,
whether a non-governmental organization or a citizen, can monitor the good use of public
resources. Currently, there is a dearth in the provision of public data that are easy to
interpret and access, in addition to systems that enable the interpretation of such data in
order that society can effectively monitor the quality of accountability [23].

Although there are several studies addressing the use of machine learning to identify
fraud (e.g., [24]) and risk assessment (e.g., [25]), there is a lack of studies addressing the
application of these methods for assessing the quality of accountability, particularly in the
governmental sector [6,26–29]. This study proposes the architecture and organisation of a
system to predict SICONV project profiles. To this end, t-Stochastic Neighbor Embedding is
used to visualise data in a two-dimensional lower space. Several models based on different
classifiers are compared and evaluated using the Machine Learning in R framework (mlr3).

The identification of variables that can assist in the process of accountability is fun-
damental for the monitoring of projects that receive financial support from private or
government entities. In this sense, this study proposes a set of descriptors based on
fundamental factors for the evaluation of accountability (i.e., efficiency, regularity and
predictability [3]). The descriptors were characterized and quantified from the assessment
of 20,942 projects that received financial resources from the Brazilian Government. The
similarity between the assessed projects was evaluated by the projection of the descriptors
in a space of reduced dimension, from which it was possible to identify groups of projects
that have similar profiles. These groups were used to perform the labelling of projects for
the construction of classification models that can be used in the monitoring of ongoing
projects and in the verification of the quality of finalized accounts.

2. Materials and Methods

Figure 1 depicts the proposed architecture of a system for project profile prediction.
Standard Business Process Model and Notation (BPMN, v2.0) was utilised to represent the
architecture. According to Tomaskova and Kopecky [30], BPMN can be thought of either as
a language for creating business process models or as a standard for modelling business
processes. By utilising BPMN, one may consider the unique processes and entities of a
system, as well as their interactions. Each macro-process (e.g., a broad and general task)
or entity (e.g., a user or a sub-system) is placed in a region (called a lane) delimited by a
rectangle, and it is labelled by a vertical text to the left of the rectangle. The beginning and
end of each process are denoted by a circle and a thicker circle, respectively. The sequence
flow of activities or tasks is represented by solid lines with a filled arrow at the end, whereas
data used or produced by the tasks are represented by dotted lines with an unfilled arrow



Systems 2022, 10, 252 4 of 26

at the end. The formal abstract specification of the system is a major advantage of this
type of representation, as it facilitates its reproduction, extension, comprehension, and
maintenance. The full specification of BPMN is given by the Object Management Group
(OMG) at https://www.bpmn.org/ (accessed on 6 December 2022). All the processes of the
system and statistical analysis were carried out in R, which is a language and environment
for statistical computing [31].
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Figure 1. System architecture depicting the processes, task, user, and data. The diagram follows the
BMPN standard.

2.1. The Database SICONV

The System of Management of Agreements and Transfer Contracts (SICONV) is a
Brazilian Government initiative that records the entire life cycle of agreements, transfer con-
tracts, and partnership terms, from proposal formalisation to final accountability [32]. The
system prioritises transfer transparency and ensures proper use of scarce public resources.
It also demonstrates to society the return on public investments. Although society may
have access to several indicators showing how governmental resources are spent, these
are publicly presented to the public in a summarised manner. Therefore, to gain access to
the data set (SICONV) used in this study, it was necessary to establish a formal agreement
with the Ministry of Agriculture, Cattle and Supplying (MAPA, in Portuguese, Ministério
da Agricultura, Pecuária e Abastecimento).

https://www.bpmn.org/
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2.2. Project Representation

The primary objective of this process is to represent the selected SICONV projects with
a multidimensional feature vector that possesses variables associated with accountability-
relevant factors, i.e., efficiency, regularity, and predictability. Efficiency can be defined
as the capacity to complete a project without wasting resources and time. Variables that
contrast planned actions with actual results can have an impact on efficiency. Regularity is
the quality of having parts that are evenly or symmetrically distributed. From a temporal
standpoint, regularity refers to events that occur frequently or with the same intervals of
time between occurrences. Regularity can be affected by variables related to the planning
of actions in a project. Predictability is the quality of possessing prior knowledge of an
event or action. Variables that contribute to greater regularity may contribute to greater pre-
dictability, whereas the more irregular the behaviour of the variable the more it contributes
to a decreased predictability.

2.2.1. Variable Selection

The variable selection task (Figure 1) was a qualitative task that required the collabora-
tive analysis of two researchers in order to examine and select variables from SICONV that
could be used in this study. This selection possessed the following practical requirements
and restrictions: (i) the choice of the variables should be guided by accountability-relevant
factors (i.e., efficiency, regularity, and predictability), meaning that only variables that could
influence these factors could be selected; (ii) variables considered sensitive toward reveal-
ing personal project information were avoided; (iii) there was a preference for simplicity,
meaning that the selected variables can be easily understood even by the lay person, and
potentially can be public and open.

2.2.2. Variable Definition

The variables defined by the variable definition task are displayed in Table 2. The ac-
countability factor that influenced the selection of each variable is indicated. Variables that
favour positive regularity and predictability were associated with these factors, whereas
variables sensitive to changes in the course of a project as opposed to predetermined ac-
tions were associated with efficiency. For the execution of this study, 20,942 projects that
had approved accountability between 2008 and 2021 were included, that is, the data of
the selected projects are those of projects that received a favourable opinion, which are
considered projects that use public resources in accordance with the standards required by
the evaluation agencies.

The project execution-planning period (N1) is a factor responsible for structuring the
execution of the project, i.e., defining the tools used, execution costs, and step prioritisation
over time. The proper scheduling of the project timeline is crucial to its success. The
duration of the project’s execution can directly affect its regularity and predictability. For
instance, temporally well-defined project tasks contribute to the temporal regularity in the
execution of the project; additionally, an increase in regularity facilitates the predictability
of the temporal execution of specific project phases.

The actual duration of project execution (N2) is a determinant of whether the defined
operating flow was sufficient to achieve the desired results within the allotted timeframe.
In other words, this indicates whether the results were obtained within the specified
time frame. This variable has a direct effect on efficiency, as it enables the detection of
discrepancies between planned and actual actions over time.

The total value of the contract (N3) is a financial factor responsible for determining
the contribution of all authors, government and applicant of the proposal into the budget
of the project over the planned time. In addition, this value determines the expected cost
and the amount of resources that will be allocated at each stage of the project. The financial
planning of the proposal contributes to the regularity and predictability of the results of
the project.
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The value of the government contribution (N4) is a financial factor that represents the
government’s budget, in terms of costs, destined for the project. This amount corresponds
to the quantity that the government estimates it will inject into the project over the planned
time. The regularity and predictability of the results of the project can be attributed, in part,
to the complete financial planning that was implemented for the proposal.

The amount returned (N5) at the conclusion of the contract represents the difference
between the financial resources used and those provided at the beginning of the project. In
regards to the use of resources in the public sector, the return of financial resources cannot
always be viewed as positive, as the returned resources may be subject to restrictions on
reuse under certain circumstances. This variable influences efficiency, as inefficient use of
financial resources can lead to resource waste.

Legally, administrative contracts can be changed. These changes are formalised by the
addendum term, or additive term (N6). The additive term can be used to make additions
or deletions on the object, renegotiations, and other legal modifications that are considered
contract changes. For miscellaneous contracts (provision of discontinued services and
supplies), which may be delayed in their execution schedule and impose the need for their
extension, there arises the need to formalize a specific additive term for extension (N7). All
these variables influence the efficiency concerning the execution of the project.

Table 2. Definition of the variables selected from the SICONV database. The selection of the variables
was guided by the presented accountability factors.

Variable Definition Accountability Factor

N1 Period (in days) planned for the execution of the
project Regularity and Predictability

N2 Period (in days) effectively used for the project execu-
tion Efficiency

N3
Total amount of the agreement (R$) considering the
amount of government contribution and the counter-
part of the applicant

Regularity and Predictability

N4 Government contribution amount (R$) Regularity and Predictability
N5 Amount returned (R$) at the end of the agreement Efficiency
N6 Number of additive terms Efficiency
N7 Number of extensions Efficiency

2.2.3. Variable Characterisation

The variables under investigation were characterised statistically by their range, central
tendency, and spread. The range was determined using minimum values (min), maximum
values (max), the 25th percentile (1st quartile, q25), and the 75th percentile (3rd quartile, q75).
The central tendency was determined by calculating the mean and median. The spread was
measured using standard deviation (sd), interquartile range (IQR), and median absolute
deviation (mad).

The probabilities of each variable were calculated. The function density was employed
to estimate the probabilities of each variable, by using a 512-point Gaussion kernel function.
The function density [31] was employed. The probabilities were calculated as the integral of
the region bounded by the main peaks of the distribution. For peak detection, the function
findpeaks [33] was used. A region around a peak was defined by where the peak begins and
ends in the sense of where the pattern starts and ends.

2.2.4. Variable Transformation

The logarithmic transformation in base 10 was applied to each variable due to the fact
that the variables were in different units and some variables had a large range. The trans-
formed variables were characterised by their boxplot, histogram, density, and empirical
cumulative density function (ecdf). Using the Kolmogorov–Smirnov test, pairs of ecdfs
were statistically compared. A p-value level of 0.05 was adopted, indicating that test results
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with p-values below this threshold provide sufficient evidence to conclude that the sample
data do not come from the same distribution. To implement logarithmic transformation,
variables with values of zero were replaced with 0.1.

2.2.5. Feature Correlation Analysis

Principal Component Analysis (PCA) is a multivariate technique that can be used
for dimension reduction, feature extraction, correlation analysis, and data filtering [34].
The primary objective of utilising PCA, in this study, was to estimate the directions of
the studied variables in the principal component (PC) space, so that correlations between
variables could be evaluated along distinct dimensions. This is depicted on the loadings
plot, a graph of the direction vectors that define the model. The loadings plot illustrates
how the original variables contribute to the creation of the principal component. Positively
correlated variables will appear adjacent to one another on a loadings plot of, for example,
p1 versus p2, whereas negatively correlated variables will appear diagonally opposite
one another. PCA was estimated by using the function prcomp [31] and the variables
were scaled to possess unit variance before analysis. The function ffviz_pca_var [35] was
used to visualise the direction of the variables in the PC space. The scree plot, estimated
with fviz_eig [35], was employed to verify the cumulative variance explained by each
principal component and hence to define the number of components to be retained for the
visualisation of loadings plots.

Hartmann and Waske [36] provided the following interpretations of the original
variables as vectors, which are reproduced below for clarity and completeness:

• The more parallel a vector is to a PC axis, the more it contributes to that PC.
• The longer the vector, the more variability of this variable is represented by the two

principal components displayed.
• Small angles between vectors indicate high positive correlation, right angles indicate

no correlation, and opposite angles indicate high negative correlation.

2.2.6. Feature Vector Definition

Each project was represented by a seven-dimensional feature vector using logarithmic
in base 10 transformed variables (from N1 to N7). The feature vectors were stored in an R
data frame (feature set, Figure 1) for further analysis.

2.3. Project Visualisation, Grouping and Labelling

The objective of this process (i.e., project visualisation, grouping and labelling, Figure 1)
is to visualise the relatively high-dimensional data in R7 in a lower-dimensional space (R2),
cluster these data in the two-dimensional space and then label the projects according to
the clustering results. There are several strategies for mapping high-dimensional data in a
lower-dimensional space, including PCA; however, according to Maaten and Hinton [37],
the use of t-Stochastic Neighbor Embedding (t-SNE) is capable of capturing much of the
local structure of the high-dimensional data, while also revealing global structure such as
the presence of clusters at several scales. In R, there is an efficient implementation of t-SNE
(Rtsne) [38], which was used in this research. Prior to data projection, the high-dimensional
data were standardized. Data projection with t-SNE requires the setting of cost function
(perplexity, Perp) and optimization parameters (number of iterations, T, learning rate, η,
and moment, α(t)). The perplexity can be interpreted as a smooth measure of the effective
number of neighbours. Typical values of Perp are between 5 and 50 [37]. In this study, all
default values of Rtsne were used, i.e., Perp = 30, η = 200 and α varied as a function of T
from 0.5 to 0.8. The number of iterations T was set to 1000.

Hartigan and Wong [39] describe the k-means clustering algorithm in detail, which
is implemented in R as the kmeans function. The k-means algorithm divides M points
in N dimensions into k clusters with the goal of minimising the within-cluster sum of
squares. The input data for the k-means was the two-dimensional data yielded by t-SNE,
the number of centres was set to 10 and the maximum number of iterations to 10. The
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function fviz_cluster [35] was employed for the visualisation of the results of k-means. The
labelling of the data points (cluster membership) was based on the minimum Euclidean
distance between the cluster centres to the observation. For the characterisation of each
cluster, the median of the values each variable (from N1 to N7), according to the distinct
clusters, was estimated. The loadings plots based on the two PCs that captured the largest
data variability (based on PCA, as previously described) was estimated for each cluster. The
aim was to characterise the correlation of the variables according to the obtained clustering.

2.4. Definition of the Project Profile

Project profile was defined in terms of the clustering results. First, the median value
for each variable (medvar

k ), specific to a cluster k, was estimated to define the set Qvar =
{medvar

k | 1 ≤ k ≤ 10 ∈ N}, in which Qvar is the set of median (med) statistics for each
variable var = {N1, N2, N3, N4, N5, N6, N7}. Secondly, specific quantiles (i.e., 0%, 25%,
50%, 75% and 100%) of Qvar were estimated, in which 0% and 100% are the minimum and
maximum values of Qvar, respectively. Finally, each variable was qualified by an ordinal
scale (i.e., low, medium and high) according to distinct clusters and quantiles.

2.5. Modelling

The goal of data modelling was to create a model that could predict SICONV project
profiles based on the set of variables (N1, N2, N3, N4, N5, N6, and N7). The recently
developed framework [40], called Machine Learning in R (mlr3), was used for this purpose.
mrl3 is a generic, object-oriented, and extensible framework for the R language that can
be used for classification, regression, and other machine learning tasks. The data were
organized in an R data frame with 20,942 observations (i.e., projects) and seven variables
(i.e., N1, N2, N3, N4, N5, N6, and N7) and a label for each observation according to the
clustering results. The variables were transformed by a logarithmic transformation in
base 10.

mrl3 implements all necessary steps to create and test classification models. The first
step for creating a classification model is to define a Classification Task, which encapsulates
the data with meta-information, such as the name of the prediction target column.

A model should be created by a Learner, which is a classifier method, according to the
mlr3 terminology. Currently, there are 137 Learners available [41] (https://mlr3extralearners.
mlr-org.com/articles/learners/listlearners.html, accessed on 6 December 2022), but not
all of these are suitable for modelling multi-class problems, as in this study. As a result,
only classifiers capable of dealing with multi-class problems were chosen. In total, the
performance of 25 classifiers was evaluated. The classifier parameters used are the toolbox
defaults, which are fully described in the manual [41]. A general description of these
classifiers is given in Table A1.

The data set was split into training (80%) and test sets (20%), i.e., ratio = 0.8. The
function rsmp employed the subsampling method to split data repeats (repeats = 20 times)
into a training and test set with a ratio of 0.8. The model training was obtained through
resampling. The training of all models based on distinct classifiers was obtained by applying
the function classif to each classifier defined in classifier.list. This can be be performed
without difficulty through use of a functional language such as R (see Appendix B).

The performance of the classifiers was evaluated by using the package mlr3measures [42],
which implements several performance measures for supervised learning. The following
performance metrics for multi-class tasks were employed:

• Classification Accuracy (acc): acc is defined in Equation (1), in which n is the number
of observations, i is the i-th observation, wi is the weight and [P] is a function using
the Iverson bracket notation (Equation (2)), which holds a value of one if the target
(ti) equals the response (ri) and zero, otherwise. In this study, w is normalized such
that the sum of its values is one, and wi has the same value for all observations and
assessment metrics.

https://mlr3extralearners.mlr-org.com/articles/learners/list learners.html
https://mlr3extralearners.mlr-org.com/articles/learners/list learners.html
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acc =
1
n

n

∑
i=1

wi[ti = ri], acc ∈ [0, 1] (1)

[P] =
{

1, if P is true,
0, otherwise

(2)

• Balanced Accuracy (bacc): bacc computes the weighted balanced accuracy, suitable
for imbalanced data sets. Equation (3) defines bacc, in which yi is the class of the i-th
observation and yj is the class of the j-th observation, of a multi-class problem with k
classes.

bacc =
1

∑n
i=1 ŵi

n

∑
i=1

ŵi[ti = ri], bacc ∈ [0, 1] (3)

ŵi =
wi

∑n
j=1[yj = yi]wi

(4)

• Classification Error (ce): ce compares true observed labels with predicted labels in
multi-class classification tasks. Equation (5) defines ce.

ce =
1
n

n

∑
i=1

wi[ti 6= ri], ce ∈ [0, 1] (5)

• Log Loss (logloss): logloss compares true observed labels with predicted probabilities
in multi-class classification tasks. This is defined in Equation (6), in which pi is the
probability for the true class of observation i.

logloss = − 1
n

n

∑
i=1

wi log(pi), logloss ∈ [0, ∞[ (6)

• Multi-class Brier Score (mbrier): mbrier compares true observed labels with predicted
probabilities in multi-class classification tasks. mbrier is defined in Equation (7), in
which Iij is 1 if observation i possesses the true label j, and 0 otherwise.

mbrier =
1
n

n

∑
i=1

k

∑
j=1

(Iij − pij)
2, mbrier ∈ [0, 2] (7)

In addition to the aforementioned multi-class metrics, the following binary metrics
were estimated for each class of the classifier that yielded the best prediction performance:

• recall: it is also called true positive rate or sensitivity. This is defined in Equation (8),
in which TP is the number of true positives and FN the number of false negatives.

recall =
TP

TP + FN
, recall ∈ [0, 1] (8)

• speci f icity: it is also called true negative rate. This is defined in Equation (9), in which
TN is the number of true negatives, FP the number of false positives and TN the
number of true negatives.

speci f icity =
TN

FP + TN
, speci f icity ∈ [0, 1] (9)

• F-beta Score ( f beta): f beta compares true observed labels with predicted labels in
binary classification tasks. f beta is defined in Equation (10). In this study β = 1, which
is a measure called the F1 score.

f beta =
(

1 + β2
) precision · recall

β2 · precision + recall
, f beta ∈ [0, 1] (10)
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precision =
TP

TP + FP
(11)

3. Results and Discussion

This study presented a system architecture for predicting SICONV project profiles
(Figure 1). The system specification was developed using BMPN to facilitate the compre-
hension and execution of its architecture. As noted by Rana et al. [4], the examination of
data such as the SICONV data set contributes to alleviating the lack of studies in this field
in Latin America by analysing data originating from the public sector. The inclusion of
data visualisation in a two-dimensional space, using t-SNE, and the labelling of the data
through the use of a clustering method (i.e., k-means) is a significant difference between the
proposed architecture and those reported in previous studies [9,24,25]. Data visualisation
permits the visual examination of similarities between the profiles of diverse projects. Un-
supervised labelling allows for the labelling of data in the original data space while taking
into account the clustering results of the data analysis in the lower-dimensional space.

The variables of the SICONV database ( Table 2) were chosen based on accountability
criteria (i.e., regularity, predictability, and efficiency) and, as emphasised by Laat [23], the
need to choose variables that can be made available to the general public. The fact that these
variables are simple to comprehend and do not contain sensitive information contributes
to the transparency of the project profiles. In this study, a large number of projects were
reviewed (20,942), and as their accountability was approved by auditing agencies, these
become a valuable resource for establishing typical monitoring profiles for new and current
projects.

Table 3 and Figure 2 present the characterisation of the investigated variables in terms
of basic statistics and probability. The statistical analysis of the data (Table 3) reveals that
the majority of variables displayed a very high degree of variability, indicating variances
between project profiles. The low variability of the variable N7 (number of project exten-
sions) indicates that project extensions are not usual for SICONV projects. In practice, if a
project has a high N7, the auditing agency should assess it carefully. Figure 2 depicts the
probabilities associated with the values of each variable. This can be used to uncover errors
in accountability as well as atypical projects.

Figures 3 and 4 depicts the boxplot, histogram, density and empirical cumulative
distribution functions of the logarithmic transformed variables. The application of the
Kolmogorov–Smirnov Test for pairs of variables yielded p-values less than 0.05 for all
comparisons. As the primary objective of this research was to develop a prediction model
for the SICONV projects, it was important to logarithmically transform the variables to limit
the impact of their units and range on the model. Figure 3 depicts the boxplot, histogram,
and density of the variables that have been logarithmically transformed. As expected, the
transformed values of the variables fell inside a compatible range. Additionally, the density
of each variable exhibits multiple peaks, indicating the existence of diverse project profiles.
Each empirical cumulative distribution function (ecdf) of the variable is depicted in Figure
4. Although there was no statistical equivalence between pairs of ecdfs, the ecdfs of some
variables have similar shapes, such as N1 and N2 (temporal variables) and N3 and N4
(financial variables). The interpretation of the ecdf is straightforward, for example, the
ecdf of N7 indicates that 87.5% of projects do not request extension for variable N7 (values
for which the logarithm, at base 10, are less than 0). An advantage of presenting ecdfs of
various transformed variables in a single plot (i.e., Figure 4) is the ability to compare their
behaviour in terms of value distribution, as well as to compare data from a specific project
(not used in the estimations) against reference measurements (used to generate the ecdfs).
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Table 3. Main statistics of the studied variables.

Type Statistic N1
(Days)

N2
(Days)

N3
(R$)

N4
(R$)

N5
(R$)

N6
(Quantity)

N7
(Quantity)

Range min 14 24 15,306 15,000 0.1 0.1 0.1
max 1968 4019 72,482,484 69,527,434 6,115,575 22 6
q25 377 565 127,909.2 107,250.0 0.10 1.0 0.1
q75 730 1,066 315,000.0 292,500.0 412.75 2.0 0.1

Centre mean 599.189 865.338 330,704.1 293,912.6 3,173.833 1.839 0.264
median 547 735 205,000 193,621.5 8 1 0.1

Spread sd 270.908 445.233 1,091,178 971,204.6 60,592.85 1.9 0.465
IQR 353 501 187,090.8 185,250 412.65 1 0
mad 266.868 312.829 130,295.3 138,803.2 11.713 1.334 0

N5 (in thousand R$) N6 (quantity) N7 (quantity)

N1 (days) N2 (days) N3 (in thousand R$) N4 (in thousand R$)

0 20 40 0 10 20 30 0 25 50 75

0 10 20 30 0 10 20 30 40 0 10 20 30 40 0 10 20

63.5 − 121.4
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121.4 − 169.4

169.4 − 220.3
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359.9 − 414.0

820.3 − 1,271.4

1,712.8 − 3,576.5

1,271.4 − 1,712.8

36.9 − 63.5

3,576.5 − 6,158.3

24.2 − 36.9

11.6 − 24.2

8,152.1 − 13,317.9

174.6 − 427.0

67.7 − 131.9

131.9 − 174.6

427.0 − 861.0

861.0 − 1,766.7

1,766.7 − 3,821.3

42.2 − 67.7

3,821.3 − 5,820.5

25.4 − 42.2

11.9 − 25.4

5,820.5 − 9,022.4

9,022.4 − 13,985.7
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1.461 − 2.57
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412 − 613
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226 − 412
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1.426 − 2.48

2.481 − 3.48

3.482 − 4.52

5.597 − 26.63

4.515 − 5.60

203 − 428

622 − 950

428 − 622

950 − 1,646

1,646 − 2,340

75 − 108

162 − 203

45 − 75

108 − 137

137 − 162

25 − 36

0.00062 − 30,692.3261

0.00002 − 0.0006

probabilty (%)

Figure 2. Probability of values for each variable.

The retained dimensions of PCA were selected according to the percentage of ex-
plained variances (Figure 5). PCA and the analysis of loadings plots were used to examine
the correlation between variables (Figure 6). The capacity to find correlations between vari-
ables according to distinct principal component dimensions that account for the majority of
data variability is an advantage of PCA. The scree plot depicted in Figure 5 demonstrates
that the data variability was represented by the first five principal components; hence, it
makes sense to assess the correlation between variables in each space formed by pairs of
principal components. Several variables (e.g., N1 and N6) show a high correlation in the
space described by dimensions 1 and 2 but are uncorrelated in other dimensions (e.g., N1
and N6 in the dimension 2 versus dimension 3 plot). This occurs due to the variety of
project profiles contained in the SICONV database. The key conclusion drawn from the
data depicted in Figure 6 is that none of the evaluated variables could be eliminated from
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the analysis since they display complementary information in the sense that they are not
absolutely correlated in all assessed loadings plots.
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Figure 3. Boxplot of the transformed variables.
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Figure 4. Empirical cumulative distribution functions of the logarithmic transformed variables.

The visualisation and clustering of SICONV projects are shown in Figure 7. Reviewing
the literature, we found a lack of reporting on data visualisation in a lower-dimensional
space (e.g., two-dimensional space). Data visualisation facilitates comprehension of the
proximity between data points (e.g., projects represented in their feature space). This is
why t-SNE (Figure 7) was utilised for data visualisation. We also attempted to visualise
the data in a two-dimensional space using PCA, but the method could not produce a clear,
non-overlapping distribution of data points. Taking into account the careful visualisation
of the data points in the t-SNE space and the presence of many peaks in the distributions
depicted in Figure 3, the data were grouped with the formation of 10 distinct clusters.
Although a variety of approaches exist in the literature to estimate the optimum number of
clusters in a data set, their results vary, and in the end, it is always practical to consider a
meaningful definition of a cluster for a particular application.

Table 4 presents the median of each variable according to clustering results. The
loadings plots for each cluster are shown in Figure 8. The direction of each variable for
distinct clusters according to different quadrants of the loading plots are given in Table 5.
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Figure 5. Scree plot.
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Figure 6. Loadings plots showing the correlation and directions of distinct variables according to PC
dimensions.
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Figure 7. Results of the projection of the high-dimensional data into the lower bi-dimensional space
given by t-SNE. Each observation represents a project (20,948 in total). The data points were clustered
by k-means (k = 10) and the data points which belong to the same group are in the same ellipsoidal
coloured region.
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Table 4. Median of each variable according to distinct clusters shown in Figure 7. Values equal to
zero are replaced by 0.1.

Cluster N1
(Days)

N2
(Days)

N3
(R$)

N4
(R$)

N5
(R$)

N6
(Quantity)

N7
(Quantity)

1 366 395 180,000 146,250 0.1 0.1 1
2 716 718 202,000 195,000 227 0.1 0.1
3 546 749 333,000 292,500 753 2 0.1
4 669 730 153,000 146,250 0.1 1 0.1
5 534 707 118,000 100,000 241 2 0.1
6 940 1044 210,000 195,000 289 1 0.1
7 576 670 209,580 195,000 0.1 0.1 0.1
8 453 748 425,000 390,000 0.1 2 0.1
9 444 1002 242,406 200,000 2 2 1
10 456 815 144,837 117,000 0.1 2 0.1
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Figure 8. Loading plots for each cluster.

Table 5. Direction of each variable for distinct clusters, according to its positioning on the quadrant, q,
is given in Figure 8. q1, q2, q3, and q4 are the first, second, third, and fourth quadrants, respectively.

Cluster q1 q2 q3 q4

1 N7, N5 N2, N4, N3, N1
2 N2, N1 N6 N5, N3, N4
3 N5, N2, N6 N1, N4, N3
4 N4, N3 N5 N2, N1, N6
5 N1 N4, N3 N2, N6, N5
6 N4, N3 N5 N1, N2, N6
7 N1, N2, N6 N5, N4, N3
8 N2, N1, N6 N5 N3, N4
9 N5, N4, N3 N1, N6, N2, N7
10 N5 N3, N4 N1, N2, N6

The project profiles (Figure 9) were obtained by the estimated quantiles (Table 6) and
categorization (Table 7) of variables. Taking into account the clustering results (Figure 7),
the median of each variable was calculated for each cluster (i.e., project profile). The
outcomes are shown in Table 8. Table 5 displays the estimated direction of each variable
based on clustering. This facilitates the comprehension of how distinct variables correlate
with respect to unique project profiles. For the construction of project profiles in terms
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of qualifiers (e.g., low, medium, and high), the quantiles of each variable were estimated
(Table 7) and the variable values were then categorised as indicated in Table 7. On this
basis, the project profiles depicted in Figure 9 were defined.

C6 C7 C8 C9 C10

C1 C2 C3 C4 C5

N1N2N3N4N5N6N7 N1N2N3N4N5N6N7 N1N2N3N4N5N6N7 N1N2N3N4N5N6N7 N1N2N3N4N5N6N7

Low

Medium

High

Low

Medium

High

Variable

Q
u
a
lifi
e
r

Figure 9. Definition of project profile according to the data presented in Tables 4 and 7.

Table 6. Quantiles for each variable estimated from Table 4.

Variable 0% 25% 50% 75% 100%

N1 366.00 453.75 540.00 645.75 940.00
N2 395.00 709.75 739.00 798.50 1,043.50
N3 118,000.0 159,750.0 205,790.0 234,304.1 425,000.0
N4 100,000 146,250 195,000 198,750 390,000
N5 0.10 0.10 1.05 237.50 753.00
N6 0.100 0.325 1.500 2.000 2.000
N7 0.1 0.1 0.1 0.1 1.0

Table 7. Categorization of the variable values based on the quantiles shown in Table 6. Reverse
brackets indicate open intervals.

Variable Low Medium High

N1 ≤453.75 [453.75, 645.75] >645.75
N2 ≤709.75 [709.75, 798.50] >798.50
N3 ≤159,750 ]159, 750, 234, 304.1] >234,304.1
N4 ≤146,250 [146, 250, 198, 750] >198,750
N5 0.1 [0.1, 237.50] >237.50
N6 ≤0.325 [0.325, 2.00] >2.00
N7 0.1 [0.1, 1.0] >1.0

The prediction of project profiles for distinct classifiers and according to different
metrics are provided in Table 8. The classification performance for the most accurate
model (classif.kknn) is given in Table 9. In this study, the successful classification of the
data (Tables 8 and 9) demonstrates that the assumption that the data could be grouped
into ten categories (i.e., project profiles) was accurate. However, more approaches to data
stratification could be assessed.

For data modelling and prediction, the mlr3 framework was employed. As mlr3 is a
new and publicly available tool, it is vital that knowledge based on its use is spread. In
addition to illustrating the level of tool abstraction, the code given in this work facilitates
comprehension of the key phases involved in data modelling and prediction. This study
employs classifiers that are capable of handling multi-class problems and are available
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in mlr3. Table A1 provided a summary of each applied classifier, in order that the reader
may gain an understanding of their underlying assumptions. The results indicated that the
kknn classifier produced the best results with the lowest variability when compared to the
other classifiers that were examined using multi-class metrics. The accuracy of the models
is comparable to that reported in various other studies (Table 1). As the kknn classifier
exhibited the highest degree of accuracy, binary evaluation metrics for it were calculated
(Table 9). The results showed outstanding performance across various project profiles
(i.e., classes). Based on the set of input variables (from N1 to N7), these models can be
used to predict project profiles. A further application of this study would be the creation
of an online graphical interface, through which citizens and auditors could enter input
variables and the system would go on to estimate the expected profile. Such information
is required for the follow-up of publicly funded projects. Finally, for the classifiers that
yielded a low performance, an additional study could be executed with the aim of trying to
estimate optimal parameters for these classifiers that could result in the improvement of
their performance.

Table 8. Classification performance according to distinct evaluation metrics. The mean and standard
deviation are presented. The estimates were obtained from the subsampling method that split the
data 20 times into training and test sets with a ratio of 0.8.

Classifier acc bacc ce logloss mbrier

classif.AdaBoostM1 0.245 ± 0.006 0.199 ± 0.001 0.755 ± 0.006 1.774 ± 0.007 0.817 ± 0.002
classif.C50 0.97 ± 0.003 0.971 ± 0.002 0.03 ± 0.003 0.145 ± 0.013 0.054 ± 0.005
classif.catboost 0.1 ± 0.006 0.1 ± 0.006 0.9 ± 0.006 34.539 ± 0.001 1 ± 0.001
classif.ctree 0.96 ± 0.004 0.961 ± 0.004 0.04 ± 0.004 0.349 ± 0.043 0.063 ± 0.005
classif.cv_glmnet 0.871 ± 0.007 0.866 ± 0.007 0.129 ± 0.007 0.417 ± 0.017 0.192 ± 0.007
classif.featureless 0.138 ± 0.005 0.100 ± 0.001 0.862 ± 0.005 29.785 ± 0.169 1.725 ± 0.01
classif.gbm 0.918 ± 0.005 0.917 ± 0.005 0.082 ± 0.005 0.35 ± 0.011 0.146 ± 0.005
classif.glmnet 0.843 ± 0.005 0.83 ± 0.005 0.157 ± 0.005 0.659 ± 0.01 0.294 ± 0.004
classif.IBk 0.978 ± 0.002 0.979 ± 0.002 0.022 ± 0.002 0.211 ± 0.022 0.043 ± 0.004
classif.JRip 0.961 ± 0.004 0.962 ± 0.004 0.039 ± 0.004 0.32 ± 0.032 0.072 ± 0.008
classif.kknn 0.991 ± 0.002 0.991 ± 0.002 0.009 ± 0.002 0.035 ± 0.01 0.016 ± 0.002
classif.lda 0.849 ± 0.005 0.838 ± 0.006 0.151 ± 0.005 0.873 ± 0.053 0.256 ± 0.006
classif.liblinear 0.831 ± 0.006 0.819 ± 0.006 0.169 ± 0.006 0.698 ± 0.01 0.316 ± 0.004
classif.lightgbm 0.139 ± 0.125 0.134 ± 0.121 0.861 ± 0.125 12.976 ± 2.004 1.71 ± 0.25
classif.LMT 0.96 ± 0.003 0.961 ± 0.003 0.04 ± 0.003 0.193 ± 0.026 0.062 ± 0.005
classif.naive_bayes 0.849 ± 0.005 0.842 ± 0.005 0.151 ± 0.005 0.843 ± 0.042 0.227 ± 0.009
classif.nnet 0.593 ± 0.144 0.581 ± 0.151 0.407 ± 0.144 1.064 ± 0.359 0.512 ± 0.133
classif.OneR 0.243 ± 0.005 0.217 ± 0.004 0.757 ± 0.005 26.146 ± 0.16 1.514 ± 0.009
classif.PART 0.968 ± 0.004 0.969 ± 0.004 0.032 ± 0.004 0.562 ± 0.092 0.059 ± 0.007
classif.randomForest 0.976 ± 0.003 0.976 ± 0.002 0.024 ± 0.003 0.12 ± 0.005 0.047 ± 0.003
classif.ranger 0.974 ± 0.003 0.974 ± 0.003 0.026 ± 0.003 0.141 ± 0.004 0.052 ± 0.002
classif.rfsrc 0.977 ± 0.002 0.977 ± 0.002 0.023 ± 0.002 0.074 ± 0.006 0.036 ± 0.003
classif.rpart 0.871 ± 0.006 0.864 ± 0.006 0.129 ± 0.006 0.466 ± 0.017 0.223 ± 0.009
classif.svm 0.961 ± 0.002 0.962 ± 0.002 0.039 ± 0.002 0.108 ± 0.006 0.057 ± 0.003
classif.xgboost 0.928 ± 0.007 0.927 ± 0.007 0.072 ± 0.007 1.178 ± 0.005 0.522 ± 0.002



Systems 2022, 10, 252 18 of 26

Table 9. Classification performance according to binary metrics for each class. The presented results
are for the classifier kknn, which yielded the best prediction performance. The values are between 0
and 1.

Class f beta (×10−2) recall (×10−2) speci f icity (×10−2)

1 99.39 99.42 99.95
2 99.56 99.61 99.95
3 99.04 99.30 99.80
4 99.15 99.04 99.93
5 98.63 98.86 99.80
6 98.65 98.33 99.89
7 99.27 99.05 99.96
8 99.20 99.08 99.92
9 99.91 99.99 99.98
10 98.65 98.60 99.83

4. Study Limitations

The limitations of our study are related to the absence of uncertainty and reliability
analyses, both of which can be optimized using machine learning algorithms. Machine
learning has been used in several areas, including uncertainty and reliability estimates
[43,44]. One way of estimating uncertainty was proposed in the study by Peng et al. [43],
where the use of Machine Learning in health prognostics was evaluated. According to the
authors, the structure of health predictions based on deep learning is composed of two
main stages, namely, acquisition of condition monitoring (CM) data from execution to the
failure and remaining useful life (RUL) based on deep learning. However, the authors claim
that a neglected issue in methods based on deep learning is that the RUL prediction can be
affected by various types of prognostic uncertainty and that, the outcome of prognostics
without prior knowledge of uncertainties in a method based on deep learning may be
questionable. The authors suggest incorporating uncertainty characterisation and inference
into deep learning models. Therefore, to contemplate the suggestions, Peng et al. [43]
developed a method based on Bayesian deep learning (based on BDL) for health prognostics
for the quantification of uncertainty.

Regarding reliability, in the study by Zhang et al. [44], the reliability of a parallel
system as a redundancy structure is estimated, in which one of the variables involved
is stress. According to the authors, reliability can be determined by classical methods of
statistical inference, but Bayesian methods are also widely used. Thus, the authors use
Bayesian inference to infer the reliability of a system using the multicomponent stress-
strength model under Marshall–Olkin Weibull distribution. However, one of the causes of
the divergence in the results between different studies and the reliability of the presented
results is the determination of the parameters used in the machine learning algorithms.
Zhang et al. [44] proposed a method of data augmentation to determine the parameters
used and at the same time improve the quality of the statistical inference. The method is
evaluated through the simulation of a dataset, and the authors conclude that the proposed
method has a good performance in estimating reliability.

Another limitation of our research is the use of the clustering method (i.e., k-means).
The major limitations of k-means, as pointed out by Bandyopadhyay and Maulik [45],
are that the method may become stuck at locally optimal values and that the method is
dependent on the user specification of the number of clusters generated from the dataset.
In this regard, there are several recent methods in the literature that attempt to identify
natural clusters in datasets without any background information about the data objects.
Nature-inspired metaheuristic optimization algorithms, in particular, have been used in
recent times to overcome the challenges of the traditional clustering algorithm in dealing
with automatic data clustering [46,47].
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5. Conclusions

This investigation proposes the architecture of a system for predicting SICONV project
profiles. The set of variables used in this study is relevant for accountability, which can
be made available to the public, thus adding to transparency when it comes to the use
of public resources. Using data statistics and clustering results of data mapped onto a
two-dimensional space, project profiles were introduced. The study of the performance
of several prediction models revealed a high degree of accuracy, indicating that the im-
plemented system can be utilised for the monitoring of projects funded by private and
government entities.

Since the profiles were calculated based on more than 20,000 projects, their practical
application is straightforward, i.e., new and ongoing projects are expected to have one of
the 10 project profiles. If this does not occur, an auditor should investigate the underlying
cause. In addition, a system could be created to generate alerts whenever a project deviates
from one of the potential project profiles. The basis of this system shows itself as being the
most successful classifier tested in this investigative study. Considering the accuracy of the
classifiers the most accurate methods were k-Nearest-Neighbor (classif.kknn: 0.991± 0.002),
Random Forest SRC (classif.rfsrc: 0.977± 0.002) and Random Forest (classif.randomForest:
0.976± 0.003).
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Appendix A

Table A1. Set of classifiers tested in this study. All the classifiers are available in the mlr3 framework.

Classifier Description

classif.AdaBoostM1

AdaBoost generates a set of hypotheses and combines them using weighted
majority voting. Training a weak classifier with iteratively updated training
data generates hypotheses. This increases the likelihood that misclassified
cases will be included in the training data of the classifier. Training data for
successive classifiers focus on harder-to-classify cases [48].

classif.C50

The decision tree divides a dataset into smaller subsets. The leaf node
represents a decision and each branch represents a value. Classification
starts at the root node and is classified according to features. Algorithm
C5.0 is derived from algorithm C4.5, which is derived from algorithm ID3.
The C5.0 algorithm has the advantage over the ID3 and C4.5 algorithms:
speed, better memory usage, smaller decision trees [49].

classif.catboost

Categorical Boosting (catBoost)—CatBoost handles categorical features
using binary decision trees as base predictors and different permutations
for different steps of gradient boosting. CatBoost is an implementation of
gradient boosting. CatBoost is indicated for studies involving categorical
and heterogeneous data [50].

classif.ctree

Conditional Inferences Trees (cTREE)—The CTree method recursively par-
titions the data by performing a univariate division on the dependent
variable, just like traditional decision trees. However, the CTree method
uses a classical statistical significance test, selecting a division point based
on the minimum p-value of all independence tests, between the response
variable and each explanatory variable [51].

classif.cv_glmnet

Cross validation Generalized Linear Models With Elastic Net Regulariza-
tion (cglmnet)—GLMNET can use Lasso or Cyclical Coordinate Descent
Algorithms, repeating the cycle to convergence, successively optimizing
the objective function on each parameter with the others fixed. GLMNET is
a package that fits into linear and similar models generalized by maximum
penalized likelihood. It can be used for linear, logistics and multinomial
regression. One of GLMNET’s main tuning parameters is the regulariza-
tion penalty, hence GLMNET has a set of values called regularization path.
Path is specified by the argument called Lambda. Cvg_lmnet uses cross-
validation to optimize the Lambda value [52].

classif.featureless

Featureless—The Featureless classifier uses the distance of objects and
ignores all features. Objects are classified according to distances of a subset
of training objects. The distances obtained are combined with classifiers
that can be linear or non-linear [53].

classif.gbm

Gradient Boosting Machines (GBM)—GBM is used to solve regression and
data classification problems. The learning model is based on consecutively
fitting new models to provide a more accurate estimate of the response
variable. GBM analyses the predictors and chooses the strongest predictors.
GBM performance can be improved by using an additional classifier [54,55].

classif.glmnet
Generalized Linear Models with Elastic Net Regularization (glmnet)—
Similar to cv_glmnet, but uses a cost-sensitive measure to optimize the
lambda value.

classif.IBk

Instance-Bases Learning with parameter k (IBk)—IBk is a k-Nearest-
Neighbour classifier and is in the Lazy classifier category. k is a value
that determines the number of neighbours that are analysed and the out-
come is determined by majority vote. The value of K can be selected based
on cross-validation. The basic principle of this algorithm is that when the
instance is given, the algorithm searches in the training dataset for its clos-
est instance samples, through use, most commonly, of Euclidean distance,
which is used to assign the class for the test sample [56].
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Table A1. Cont.

Classifier Description

classif.JRip

Repeated Incremental Pruning to Produce Error Reduction (RIPPER)—JRip
is an optimized version of IREP. JRip uses propositional rules that can
be executed to classify elements; the rules are created through sequential
algorithms. The JRip algorithm creates rules for each dataset, considering
the features of the evaluated class; subsequently the next class will also
be evaluated and measured according to the previous class. This cycle is
repeated until the last class is evaluated [57,58].

classif.kknn

k-Nearest-Neighbour—The kNN classifier classifies unlabelled observations,
assigning these to the most similar labelled class. When a data point is pro-
vided, KNN searches the training dataset for its nearest K samples to the data
point, commonly using the Euclidean distance. The parameter k determines
how many neighbours will be chosen for the kNN algorithm [59,60].

classif.lda

Linear Discriminant Analysis (LDA)—LDA is used to distinguish two dis-
tinct classes through the linear combination of features. This combination
can be used for classification or dimension reduction. Through this method
it is possible to project a multidimensional data set in only one dimension,
resulting in a single feature [61,62].

classif.liblinear

Library for Large-Scale Linear (liblinear)—LibLINEAR is an open source
library and uses a coordinate descent algorithm. LibLINEAR supports logis-
tic regression (LR) and linear support vector machines (SVM). LibLINEAR
can classify data that can be linearly separated via a hyperplane [63,64].

classif.lightgbm

Light Gradient boosting algorithm (LightGBM)—This algorithm is based
on decision tree algorithms. LightGBM is the implementation of Gradient
Boosting with Gradient-based One-Side Sampling (GOSS) and Exclusive
Feature Bundling (EFB) [65].

classif.LMT

Logistic Model Trees (LMT)—A logistic model tree (LMT) combines a deci-
sion tree and linear logistic regression. LMT uses a tree-growing approach
called LogitBoost to refine logistic regression models along their correspond-
ing paths. Additive logistic regression modelling by LogitBoost provides
a way to build a leaf model from a partial linear model, which is inherited
from its ancestor nodes as the tree grows [66].

classif.naive_bayes

Naive Bayesian (naive_bayes)—Naive Bayesian uses the construction of a
Bayesian probabilistic model (based on Bayes’ theorem). The Naive Bayesian
classifier only needs the mean and variance parameters of the variables and
assumes that the variables are independent [67].

classif.nnet

Neural Network (nnet)—Neural Network (NN) is a mathematical repre-
sentation of the networks of neurons with input signals , while generating
output constrained to propagate intheforwarddirection. Therefore, feed-
forward optimization is necessaryamongseveralalgorithms,from these back
propagation (BP) is the most commonly used [67–69].

classif.OneR

One Rule (OneR)—OneR creates a rule for each predictor in the dataset,
then selects the rule with the lowest misclassification rate and assumes this
rule as a “one rule". To create a rule for a predictor, it builds a frequency
table for each predictor against the class. Accordingly, for each predictor
the rule is made as follows: for each predictor count how often each class
value appears, find the most frequent class, make the rule assign that class
to that predictor value, calculate the total error of the rules of each predictor,
choose the predictor with the smallest total error [70–72].
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Classifier Description

classif.PART

Regression Partition Tree (PART)— The PART classification method uses the
divide and conquer approach. The PART algorithm comes under classifica-
tion rules, building a partial C4.5 decision tree during each iteration, using
the J4.8 classifier technique. The PART algorithm creates rules recursively,
then deletes the instances affected by those rules and repeats the process
until there are no more instances, the best leaf is turned into a rule [73–76].

classif.randomForest

Random Forest (randomForest)—The random forest is an algorithm that
uses a combination of individual tree predictors, building multiple decision
trees in the training stage. For each data point, each tree casts a vote for one
class and the forest tries to predict the class based on the class that obtained
the majority of votes [60,77].

classif.ranger Random Classification Forest (ranger)—Fast implementation of Random
Forest method [78].

classif.rfsrc
Random Forest for Survival, Regression, and Classification (rfsrc)—Random
Forest SRC is an implementation of Random Forest for application in Sur-
vival, Regression, and Classification citepIshwaran2008.

classif.rpart

Recursive Partitioning (rpart)—RPART is the implementation of Classifica-
tion and Regression Trees (CART). This is a method that uses a recursive
partitioning regression tree. The algorithm creates a large tree and then
prunes the tree to a size that has the lowest cross-validation error estimate
by evaluating the values of a cost-complexity parameter [79].

classif.svm

Support Vector Machine (SVM)—A support vector machine tries to classify
data by a separating hyperplane. In this form, SVM separates the input
data into two classes, trying to maximize the distance between the optimal
hyperplane and the nearest training pattern [60].

classif.xgboost

eXtreme Gradient Boosting classification (xgboost)—XGBoost is a decision
tree set, which consists of a set of classification or regression trees, based on
Gradient Boosting, which iteratively calculates the prediction of multiple
trees. The process is repeated several times until the accuracy or error is
satisfactory. After each iteration, the model learns and adds new information
to the set. The final model is a linear combination of hundreds to thousands
of trees forming a regression model where each term is a tree [80,81].

Appendix B

The snippet of code below illustrates how a Classification Task is created, in which id is
the task identifier, backend is the data that will be used to create the task and target is the
variable of data that has class identification. In the example, «XdataSet»is the string that
identifies the task, XdataSet is the data frame, and «label»is the category.

1 task <- TaskClassif$new(id = "XdataSet", backend = XdataSet , target
= "label")

The code below contains a list of the classifiers that were chosen. The easy access to
documentation and the ability to replicate results are two advantages of using the mlr3
framework.
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1 classifier.list <- c("classif.AdaBoostM1",
2 "classif.C50",
3 "classif.catboost",
4 "classif.ctree",
5 "classif.cv_glmnet",
6 "classif.featureless",
7 "classif.gbm",
8 "classif.glmnet",
9 "classif.IBk",

10 "classif.JRip",
11 "classif.kknn",
12 "classif.lda",
13 "classif.liblinear",
14 "classif.lightgbm",
15 "classif.LMT",
16 "classif.naive_bayes",
17 "classif.nnet",
18 "classif.OneR",
19 "classif.PART",
20 "classif.randomForest",
21 "classif.ranger",
22 "classif.rfsrc",
23 "classif.rpart",
24 "classif.svm",
25 "classif.xgboost")

The snippet of code below illustrates how to create a Learner (lrn), for which the output
are probabilities of each class of a multi-class problem.

1 # classifier.name is one of the classifiers in classifier.list
2
3 # classif is a function that returns a trained model
4
5 classif <- function(classifier.name , task)
6 {
7 learner <- lrn(classifier.name , predict_type = "prob")
8 subsampling <- rsmp("subsampling", repeats = 20, ratio = 0.8)
9 rr <- resample(task , learner , subsampling , store_models = TRUE)

10 return(rr)
11 }

The piece of code below uses map to apply classif to each element of classifier.list, given
the data set defined in task.

1 # rr is the output variable that stores all the created models in a
list.

2 rr <- map(classifier.list , classif , task)
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