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Abstract: High-tech small- and medium-sized enterprises (SMEs) play an important role in the
high-quality economic development in a country. Nevertheless, due to the difficulties banks or
other financial institutions have in accurately assessing their credit levels, financing difficulties have
become the biggest bottleneck restricting the progress of high-tech SMEs, and therefore, this paper
aims to construct a credit evaluation indicator system of high-tech SMEs. Based on prior studies
and the characteristics of high-tech SMEs, this paper constructs an indicator system from financial
and nonfinancial dimensions, including 22 measurement indicators reflecting the operation status,
development potential, quality, and competitiveness of an enterprise. Principal component analysis
(PCA) and a Delphi-analytic hierarchy process (AHP) method are employed for the evaluation. This
indicator system innovates from the social capital perspective, and by setting more novel nonfinancial
indicators, the system achieves a more comprehensive evaluation of credit level. This paper also
performs an empirical application using the data from 125 enterprises in the Beijing–Tianjin–Hebei
region of China, and further performs an empirical study on the external environment’s impact
on the credit level. The empirical results all show consistency with existing studies, verifying the
workability and validity of the indicator system we constructed.

Keywords: high-tech SMEs; credit evaluation; indicator system; social capital

1. Introduction

High-tech enterprises are those which utilize engineering and science more than the
average industry norm, with characteristics of high innovation and significant development
potential [1]. They are the main sources of creation, innovation, and transformation of
technology, playing an essential role in promoting high-quality growth of the economy [2–4].
Among enterprises, small- and medium-sized enterprises (SMEs) are significantly different
from large-sized ones. The criteria defining SMEs are usually based on certain items which
reflect the enterprise scale, such as the number of employees, sales value, etc. But the
definition is not universal, varying from country to country, and from one institution to
another [5]. Except for the scale difference, SMEs additionally have some features, such as
strengths of reactivity and flexibility, and the weaknesses of resource limitation and fund
shortage [6].

High-tech SMEs are the most active groups in the innovation market [7]; however, they
often suffer from obtaining financial support from credit institutions, and even go bankrupt
due to a break in the capital chain, which has always been a major constraint on their
growth and development [8]. This may be because there is information asymmetry between
high-tech SMEs and the credit market, such as incomplete financial system records and
information opacity [9,10]. Whether credit institutions pass loan applications for enterprises
heavily depends on their credit level [11]. In other words, if financial institutions can better

Systems 2023, 11, 141. https://doi.org/10.3390/systems11030141 https://www.mdpi.com/journal/systems

https://doi.org/10.3390/systems11030141
https://doi.org/10.3390/systems11030141
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/systems
https://www.mdpi.com
https://orcid.org/0000-0002-7418-3079
https://orcid.org/0000-0002-1985-6963
https://doi.org/10.3390/systems11030141
https://www.mdpi.com/journal/systems
https://www.mdpi.com/article/10.3390/systems11030141?type=check_update&version=1


Systems 2023, 11, 141 2 of 23

predict the credit levels of high-tech SMEs, the efficiency of the loan can be improved
greatly [12].

The purpose of this paper is to construct a credit evaluation indicator system to
accurately and comprehensively assess the credit level of high-tech SMEs. With regard to the
credit evaluation systems of high-tech SMEs, early research focused on financial indicators
such as operating capacity, solvency, profitability, and growth capacity [13,14]. With the
deepening of research, scholars began to add some nonfinancial indicators to the evaluation
system such as innovation ability and public supervision [15,16]. Although the existing
research on the construction of the indicator system has been relatively comprehensive, the
vital impact of social capital on enterprise credit has been ignored. The term “social capital”
is the sum of the actual and potential resources embedded within, available through, and
derived from the network of relationships possessed by an individual or social unit [17].
Previous studies have shown that high social capital represents a high level of external
trust for individuals and social units [18,19]. Considering the importance of social capital
in the evaluation of credit levels, we construct an indicator system of high-tech SMEs from
the perspective of social capital.

According to the previous indicator setting and characteristics of high-tech SMEs, the
indicator system, with an emphasis on nonfinancial indicators, consists of four first-level
indicators, eight second-level indicators, and twenty-two third-level indicators. This paper
utilizes the data from 125 enterprises in the Beijing–Tianjin–Hebei region of China to calcu-
late the credit levels of three provincial administrative regions, verifying the workability
and effectiveness of the indicator system. Subsequently, this paper conducts an empirical
study on the impact of the external environment on the regional credit level, results of
which show consistency with existing research, further demonstrating the robustness of
the indicator system. This indicator system plays an important role in helping financial
institutions identify the credit and qualification of enterprises, and thus make their lending
decisions, contributing to broadening financing channels for SMEs [15]. At the same time,
benefiting from the credit level evaluation results, high-tech SMEs are more willing to
regulate their behavior in a targeted way, which will further alleviate the capital constraints
they face [13].

The remainder of this paper is organized as follows. Section 2 summarizes the previous
literature relevant to this study. Section 3 shows the construction and empirical application
of the credit level evaluation indicator system. Section 4 further conducts an empirical
study on the impact of the external environment on the credit level to verify the validity of
the evaluation results. Section 5 concludes and points out the contributions of this paper.

2. Literature Review
2.1. Credit Evaluation Indicator Systems of High-Tech SMEs

Credit evaluation is popular in existing studies of SMEs, and various methods such as
model evaluation [20,21] and indicator system evaluation have been adopted in relevant
literatures to study such issues. We are concerned with the latter, which has become one
hotspot in this field [22], but there is still a lot of room for research. Table 1 summarizes
some of the credit evaluation indicator systems for high-tech SMEs using this method.
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Table 1. Summary of partial credit evaluation indicator system of high-tech SMEs.

References Key Evaluation Attributes of Indicator System

Bao, S.; Yin, Y. (2009) [23]
Debt paying ability, Profitability, Operating ability, Cash flow analysis, Innovation

ability, Development ability, Basic enterprise quality,
Enterprise development prospects, Historical credit record

Huo, H. (2012) [24]
Profitability, Solvency, Operation ability, Development ability,

Enterprise scientific and technological value, Enterprise basic quality,
Innovation ability, Development potential

Chen, D. (2017) [13] Basic quality, Profitability, Operation ability, Cash flow status, Solvency,
Innovation ability, Growth ability

Tong, Q.; et al. (2017) [15] Asset credit, Financial credit, Innovation and development ability, Public credit
supervision, Bidding supervision

Chen, Y. (2018) [14]
Solvency, Profitability, Operating capability, Growth capability,

Technology innovation capability, Enterprise quality, Enterprise credit record,
Enterprise development prospects

Du, J. (2022) [16] Enterprise quality, Operators quality, Industry prospects, Financial
situation, Innovation ability

Financial characteristics usually reflect the financial performance and repayment abil-
ity of SMEs [25]. As shown in Table 1, all of the scholars pay attention to financial character-
istics and set financial indicators in the evaluation system they developed [15,16]. Among
all financial attributes, solvency, profitability, operating capability, and growth capability
are the most common, which can be measured by some specific indicators [13,14,23,24].
As for solvency, it is usual to use the current ratio, asset liability ratio and other relevant
indicators for measurement [24]. With regard to profitability, scholars usually use ROE
(Return on Equity) to measure [13]. As to the operating capability attribute, the turnover
index can well reflect the actual performance [14], such as the accounts receivable turnover,
inventory turnover, etc. Growth capability, unlike other attributes, reflects the long-term
survival of enterprises, which is usually measured by certain growth rate indicators, such
as the net profit growth rate [14].

Although financial indicators can be used as objective quantitative information to
measure the credit level of SMEs, previous studies have also stated that the majority of SMEs
are not listed on the financial market, and their financial statements may be incomplete
or unaudited [26], resulting in the widespread of financial information distortion of high-
tech SMEs [24]. This is a global problem and it has been suggested that existing market
arrangements and regulatory oversight should be strengthened to ensure the truthful
disclosure of financial quality [27]. Therefore, some studies have begun to shift their focus
to nonfinancial indicators in the credit evaluation of SMEs [28], such as management
style [29], production efficiency, business plans, public supervision [30–32], etc. With the
deepening of research in this field, more nonfinancial indicators have been proposed and
used to evaluate the credit level of high-tech SMEs. For example, distributor and customer
networks and supply chain information provide the material of relevant external subjects
of enterprises, the corporate resume and awards won by enterprises reflect the public
perception of the corporate image, and the innovation ability and development prospects
highlight the soft power of enterprises to a certain extent [30,33,34]. However, SMEs usually
lack sophisticated information disclosure mechanisms [35,36], and therefore there is also a
significant challenge in obtaining nonfinancial information and verifying its authenticity.

2.2. Influencing Factors of Enterprise Credit

According to existing research, the influencing factors of enterprise credit can be
broadly divided into two aspects: internal factors and external factors. In terms of internal
factors, Altman (1968) [37] found that the solvency, profitability, liquidity, asset scale, and
asset utilization efficiency of enterprises may have greater influence on enterprise credit
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levels. Zhang et al. (2013) [38] performed a comprehensive analysis, the result of which
also showed that the financial situation and innovation capacity have a significant effect
on the credit risk of high-tech enterprises. In addition, some studies focus on one specific
factor, among which Bao et al. (2020) [39] found that other comprehensive income (OCI)
volatility influences the credit rating, and Cao et al. (2022) [40] substantiated the impact of
innovation strategies on enterprise credit.

Previous studies have shown that external environmental factors, such as the social
environment, economic environment, political environment, cultural environment and
so on, may have influence on the credit levels of enterprises. For example, Liu and Zeng
(2014) [41] found that government supervision and the punishment of dishonesty enable
enterprises to choose different credit strategies. Chi and Li (2017) examined the effects
of economic policy uncertainty on banks’ credit risks [42]. Li et al. (2020) indicated that
culture plays a vital role in fostering honesty and thus promoting credit levels [43]. Zhao
and Chen (2022) [44] concluded that government departments, financial institutions, and
other stockholders all have different degrees of influence on enterprise credit risk.

2.3. Comment on Literature

In sum, although the current research on the credit evaluation of high-tech SMEs has
gradually deepened, and a considerable number of evaluation systems have been formed,
the selection of specific indicators still needs to be improved. For example, some indicators
measuring the social capital can be added. Furthermore, most existing studies have focused
on verifying the effects of certain single factors, and studies related to comprehensive
credit evaluation need to be supplemented urgently. Considering that most of the internal
influencing factors in existing studies have a high degree of coincidence with the selection
of credit evaluation system indicators, this paper chooses external variables as influencing
factors to carry out the empirical test.

3. Research on Credit Evaluation Indicator System of High-Tech SMEs
3.1. Construction of Indicator System

Based on previous research and the characteristics of high-tech SMEs, an evaluation
indicator system was constructed in accordance with the basic design principles, meaning
that it must be scientific, objective, complete, and workable [45]. The indicator system is
generally divided into financial and nonfinancial dimensions. For high-tech SMEs, financial
indicators are the intuitive and direct mapping of the performance over the past period,
while nonfinancial indicators reflect the status of other aspects [24].

3.1.1. Financial Indicators

A total of 10 third-level financial indicators (x1–x10 in Table 2) were selected under
the four second-level indicators of operating capacity, solvency, profitability, and growth
capacity. Operating capacity refers to the asset operation efficiency of an enterprise [14].
Solvency refers to the ability to repay debt [23]. Profitability refers to the capacity to make
a profit [14], and growth capacity refers to the ability to extend the existing business [13].
The first describes the operation status of an enterprise, while the last three manifest the
enterprise development potential.

The design of the financial indicators in this paper drew on well-established practices
from the existing literature [13–15], while innovation and development took place mainly
in nonfinancial indicators. Therefore, nonfinancial indicators are presented in detail below.
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Table 2. Credit evaluation indicator system of high-tech SMEs.

Dimensions First-Level
Indicators

Second-Level
Indicators Third-Level Indicators Data Description

Financial
indicators

Enterprise
operation status

Operating capacity

Accounts receivable
turnover rate (x1)

Net income from credit sales/average
balance of accounts receivable

Inventory turnover rate
(x2)

Operating cost/average inventory
balance

Turnover rate of current
assets (x3)

Net main business income/average
total current assets

Enterprise
development

potential

Solvency
Current ratio (x4) Current assets/current liabilities

Quick ratio (x5) Quick assets/current liabilities

Asset liability ratio (x6) Total liabilities/total assets

Profitability Return on equity (x7) Net profit/net assets

Growth ability

Growth rate of operating
revenue (x8)

Increase in operating
Revenue/revenue of the previous

period

Net profit growth rate (x9) Net profit growth/net profit of the
previous period

Capital accumulation rate
(x10)

Increase in owner’s equity/amount at
the beginning of the year

Nonfinancial
indicators

Enterprise
quality

Enterprise credit
activity record

Tax credit rating (x11) Rated by the tax assessment score

Number of lawsuits (x12) Number of judicial cases related to the
enterprise

External evaluation

Risk information (x13) Self-risk + associated risk + prompt
risk information

Public opinion information
(x14)

Positive information/negative
information

Enterprise
competitive-

ness

Innovation ability

Total content of scientific
and technological
innovation (x15)

Converted from several intellectual
property right indicators

R&D investment (x16) Investment amount in research and
development

Patent implementation rate
(x17)

Number of patents authorized/total
number of patents

Social capital

Working years of senior
manager (x18)

Average number of working years of
the legal person and the chairman

Educational level of senior
manager (x19)

Associate degree or below = 1,
bachelor degree = 2, master degree = 3,

doctor degree = 4

Number of affiliated
enterprises of senior

manager (x20)

Number of enterprises that is directly
or indirectly controlled by the senior

manager

Number of foreign
investment enterprises

(x21)

Number of enterprises abroad that is
invested by the focal enterprise

Number of suppliers and
customers (x22)

Number of suppliers + number of
customers
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3.1.2. Nonfinancial Indicators

We constructed two first-level indicators, four second-level indicators, and twelve
third-level indicators (x11–x22 in Table 2) for nonfinancial indicators. One of the first-level
indicators is enterprise quality, which contains two second-level indicators of enterprise
credit activity records and external evaluation. Another is enterprise competitiveness,
which also sets two second-level indicators of innovation ability and social capital. The
descriptions of these indicators are as follows:

Enterprise credit activity records: “Tax credit rating (x11)” was included to measure
the credit level from the perspective of taxation, reflecting the fundamental credit activ-
ity of an enterprise [46]. “Number of lawsuits (x12)” judges whether SMEs operate in
compliance [45].

External evaluation: “Risk information (x13)” describes the enterprise risk objectively
assessed by external organizations [47], and we summed the self-risk, related risk, and
prompt risk provided by a public information inquiry platform to measure this indicator.
“Public opinion information (x14)” dynamically responds to external public opinion eval-
uation of an enterprise [48]. In this paper, the ratio of positive information to negative
information was used as the proxy variable of this indicator.

Innovation capability: Based on the “R&D investment (x16)” [14] which is commonly
used in existing studies to measure the innovation capability, this paper added “total
content of scientific and technological innovation (x15)” and “patent implementation rate
(x17)” to measure the achievement level of innovation. “Total content of scientific and
technological innovation (x15)” contains comprehensive information on multiple types of
scientific and technological innovation achievements [49]. “Patent implementation rate
(x17)” reflects the ability of enterprises to commercialize their innovation achievements,
which are calculated by the number of authorized patents, not just the number of applied
patents [50].

Social capital: Existing literature has shown that social capital exerts an important
influence on high-tech SMEs by providing them with resources [7,17]. From manager and
organizational perspectives, five third-level indicators reflecting the social connections
and resources were embedded in this indicator. “Working years of senior manager (x18),”
“educational level of senior manager (x19)” and “number of affiliated companies of senior
manager (x20),” evaluate the intangible value of social resources possessed by employees
at the manager level [5]. From the perspective of organizations, “number of foreign
investment enterprises (x21)” and “number of suppliers and customers (x22)” reflect the
business transactions and social interaction between enterprises and relevant external
entities [51].

With reference to the above indicator settings, this research established a credit eval-
uation indicator system, as shown in Table 2, which consists of four first-level indica-
tors, eight second-level indicators, and twenty-two third-level indicators in financial and
nonfinancial domains.

3.2. Empirical Application of Indicator System

In this section, we conducted an empirical application using enterprise data from
2014–2018 in the Beijing–Tianjin–Hebei region to verify the operability and validity of the
indicator system.

3.2.1. Sample Selection

This study chose the Beijing–Tianjin–Hebei region of China as the sample research
area. This region, which includes two municipalities of Beijing and Tianjin and 11 cities in
Hebei province, is a typical urban cluster for economic development in China. According
to the strategy of the coordinated development of the Beijing–Tianjin–Hebei region, the
urban cluster put emphasis on innovation-driven development [52]. Furthermore, existing
studies, such as China’s Regional Science and Technology Innovation Evaluation Report, show
that the Beijing–Tianjin–Hebei region has generally outperformed other areas in terms of
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science and technology innovation, with Beijing and Tianjin in particular taking the lead in
China [53,54]. Considering that it is typical and representative, the Beijing–Tianjin–Hebei
region is an ideal sample region for our empirical study.

For the Beijing–Tianjin–Hebei region, China initiated the strategy of the coordinated
development of this region in early 2014 [55]. From then until now, significant progress has
been made in the development of science and technology innovation. Chinese President Xi
concluded and divided two phases of the work, taking the end of 2018 as the time node [56].
As he said, in the five years before 2018, the work had achieved the expected results of
seeking ideas, laying foundations and making a breakthrough; starting from 2019, the
coordinated development of the Beijing–Tianjin–Hebei region has entered a new phase of
advancing challenging work. The first stage of 2014–2018 is mature and complete given
that the work in this period has been accomplished; in contrast, the work in the second
stage from 2019 to the present is still under way, and existing research has also shown
that the credit level of high-tech SMEs in this region presented a reverse trend in 2018 [57].
Therefore, it is a better choice to use the data which is relatively stable in 2014–2018 as the
sample to perform the verification of the indicator system.

As for sample enterprises, following the principle of typicality, the SMEs in the growth
enterprise market (GEM) from the Shenzhen Stock Exchange (SZSE) were chosen to conduct
the empirical study, because they had outstanding performances among high-tech SMEs,
and their financial data were easily acquired. We screened out the SMEs according to
Statistical Classification of Large, Small and Micro Enterprises [58] in China, which differentiate
SMEs from large enterprises by the number of employees and operation revenue scale in
different industries. For example, SMEs in software and information technology services
industry refer to enterprises with business revenues of up to 100,000,000 CNY and no more
than 300 employees. Based on this criterion, 125 enterprises (as shown in Table A1 in
Appendix A) were finally selected as the study sample in this paper.

3.2.2. Data Collection and Processing

This study collected data from multiple sources. All the financial data were from the
RESSET database (https://db.resset.com/common/main.jsp, accessed on 8 September
2022), while the nonfinancial data were mainly obtained from the enterprises’ official
websites and annual reports, as well as from credit information reference platforms such as
Qichacha (https://www.qcc.com/, accessed on 8 September 2022).

In this paper, the data were processed as follows. Firstly, the median values of corre-
sponding indicators were used to fill in the missing data. Secondly, the PCA method is very
sensitive to the numerical variance, and if the dimensionality difference of each indicator
is significantly large, it may lead to bias in the extraction of principal components [59,60].
Therefore, this study used the range standardization method for data normalization, as
shown in formula (1). Thirdly, for the negative indicators, the final value is 1 minus the
normalized original value.

Xi =
xi − xmin

xmax − xmin
(1)

where xi is the original value of the indicator, Xi is the standard value, and xmax and xmin
represent the maximum and minimum values, respectively.

3.2.3. Evaluation Process

The comprehensive evaluation methods can be roughly divided into two categories:
objective and subjective methods [59]. Objective methods include the principal component
analysis (PCA) method, whose evaluation process depends on the values themselves, and
does not involve the subjective judgment of experts [61,62]. In contrast, subjective methods,
such as the Delphi-analytic hierarchy process (AHP) method, are not influenced by specific
values of the sample, but depend entirely on the subjective experience of the experts [63].
Nevertheless, both methods have their own limitations. Considering the characteristics

https://db.resset.com/common/main.jsp
https://www.qcc.com/
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of the credit evaluation indicator we selected, this study used a combination of these
two methods.

Currently, there is a general consensus on the specific indicator settings for the finan-
cial dimension and the PCA method has been applied maturely to this type of study [24];
we therefore followed this objective method for the financial dimension. As for the nonfi-
nancial dimension, considering that most of the indicators in this section were introduced
innovatively and the data were collected from multiple channels, the Delphi technology
is more applicable to the process of determining the weights of nonfinancial indicators,
which require expert advice in this study.

• Financial indicators

Firstly, we checked whether the sample was suitable for PCA. The Kaiser–Meyer–Olkin
(KMO) value of 0.614 was greater than 0.5, and the p-value of the Bartlett sphericity test
was close to 0, meaning that it passed the significance test. Secondly, we conducted PCA
on the sample data. According to the PCA results, there were four actors with eigenvalues
greater than 1 and the cumulative variance contribution of 71.14%, which means that the
four principal components (PCs) contained 71.14% of the information from the original
indicators. Therefore, the PCA results were deemed satisfactory.

As shown in Table 3, “Current ratio (X4)” and “Quick ratio (X5)” had higher loadings
on PC1, “Accounts receivable turnover rate (X1)” and “Inventory turnover rate (X2)” had
higher loadings on PC2, “Growth rate of operating revenue (X8)” and “Capital accumulation
rate (X10)” loaded higher on PC3, and “Asset liability ratio (X6)” and “Return on equity
(X7)” loaded higher on PC4. Except for PC4, the rest of the extracted principal components
explained most of the information about the solvency, operating capacity, and growth
ability of the company, respectively, which also indicated that the classification of the
third-level indicators in the previous section was credible and robust.

Table 3. Factor score coefficient matrix.

Financial Indicators
Elements

PC1 PC2 PC3 PC4

Accounts receivable turnover rate (X1) −0.005 0.527 −0.070 0.055
Inventory turnover rate (X2) 0.009 0.535 −0.014 −0.014
Turnover rate of current assets (X3) 0.025 0.125 0.392 −0.286
Current ratio (X4) 0.492 0.002 0.046 −0.120
Quick ratio (X5) 0.495 0.013 0.049 −0.128
Asset liability ratio (X6) −0.052 −0.007 0.118 −0.503
Return on equity (X7) −0.166 0.022 0.062 0.604
Growth rate of operating revenue (X8) 0.064 −0.060 0.506 −0.028
Net profit growth rate (X9) −0.033 −0.003 0.158 0.146
Capital accumulation rate (X10) 0.018 −0.072 0.398 0.002

According to the factor score coefficient in Table 3, the expression of four principal
components Z1– Z4 could be obtained:

Principal component Z1 = − 0.005X1 + 0.009X2 + 0.025X3 + . . . . . . + 0.018X10 (2)

Principal component Z2 = 0.527X1 + 0.535X2 + 0.125X3 + . . . . . . − 0.072X10 (3)

Principal component Z3 = − 0.070X1 − 0.014X2 + 0.392X3 + . . . . . . + 0.398X10 (4)

Principal component Z4 = − 0.055X1 − 0.014X2 - 0.286X3 + . . . . . . + 0.002X10 (5)

Taking the factor variance contribution rate as the weight, the financial indicator score
was obtained:

Financial score = 21.584%Z1 + 17.141%Z2 + 17.064%Z3 + 15.352%Z4 (6)



Systems 2023, 11, 141 9 of 23

• Nonfinancial indicators

We applied the integrated Delphi–AHP method to evaluate nonfinancial indicators.
Firstly, the Delphi technique was used to identify major indicators, which usually need
several rounds of consultation with an expert group [64]. Secondly, the AHP method can
solve the complex decision-making problems of unstructured multi-elements and multi-
level correlations, which are employed to determine the weight or relative importance of
the indicators [64].

We performed the evaluation following the steps of this method. Firstly, we con-
structed the evaluation model with a hierarchical structure, based on which we designed
the scoring questionnaire and invited the expert group to score it, and obtained a total
of 21 valid questionnaires. Secondly, based on the results of the questionnaires, Yaahp
(a software which can perform AHP) was applied to conduct the consistency test in this
study. The results showed a satisfactory consistency index Cr of 0.068 < 0.1. Combining the
weights of each indicator finally determined by Yaahp, we can see that the expression (7)
for the nonfinancial indicators is as follows:

Nonfinancial score = 0.0245 X11 + 0.0980 X12 + 0.0179 X13 + 0.0026 X14 + 0.4535 X15 + 0.0557 X16 + 0.2051 X17 +
0.0230 X18 + 0.0071 X19 + 0.0272 X20 + 0.0232 X21 + 0.0624 X22

(7)

3.2.4. Evaluation Results

Based on the credit evaluation process above, the financial and nonfinancial scores
can be calculated separately, and the final credit score can be obtained by summing the two
components. The scoring results are shown in Figure 1.
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Figure 1. Credit scores of high-tech SMEs in Beijing–Tianjin–Hebei region.

Figure 1 shows that the credit scores of high-tech SMEs in Beijing and Tianjin are
significantly better than those in Hebei, which is consistent with the existing research. For
example, He et al. (2022) evaluated the credit risk of high-tech SMEs in the Beijing–Tianjin–
Hebei region through the data envelopment analysis method and drew the conclusion that
the credit risks of enterprises in Hebei were higher than those in Beijing and Tianjin [57].
In other words, the high-tech SMEs in Beijing and Tianjin had better performance in
credit evaluation than Hebei. However, it may not be a satisfactory conclusion for the
government, which emphasizes the coordinated development of the whole region in the
long term. Therefore, the Hebei government should pay more attention to improving the
credit situation of high-tech SMEs, narrowing the gap with the other two municipalities
and achieving balanced development.
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In addition to the cross-sectional variance analysis of the three provincial-level admin-
istrative regions, this paper additionally analyzed the development trend from 2014–2018
vertically as a whole. Except for a brief decline in Hebei in 2017, the credit level of the
Beijing–Tianjin–Hebei region showed a continuous upward trend in these years. Further-
more, this finding also shows consistency with the existing studies [57]. The decline in
Hebei province in 2017 is comprehensible according with the reality. Hebei formulated
a Development plan for high-tech SMEs [65] in 2016, which stimulated the high-tech SMEs
and resulted in a great promotion in the credit level in 2016, followed by a fall back to the
normal level in 2017. In conclusion, the findings of this paper imply that the credit levels
of the high-tech SMEs in the Beijing–Tianjin–Hebei region are improving gradually, and
there is hope that the financing difficulties constraining the development of SMEs will
be alleviated.

4. Empirical Study on External Environment’s Impact on Credit Levels

To further examine the validity of the indicator system, we conducted an empirical
analysis of the impact of the external environment on credit levels based on the scores
calculated in Section 3.

4.1. Hypotheses Development

Considering the regional environmental factors in previous studies and the charac-
teristics of high-tech SMEs, the study selected five external environmental influencing
factors: namely economic, financial, infrastructural, cultural, as well as the scientific and
technological innovation environment. We then proposed the hypothesis respectively as
follows.

Previous studies have shown that the regional economy has a positive effect on the
credit levels of enterprises in the region [66]. In the case of stagnant economic growth,
firms face business difficulties and some of them may act dishonestly as a consequence in
order to gain short-term benefits, which would lower their credit levels [67]. Therefore, we
hypothesized the following:

Hypothesis 1 (H1). Regional economic level positively affects the credit levels of regional enterprises.

The development of enterprises is inseparable from financial support. In general,
the higher the financial level in a region, the larger the scale of financing, which helps
high-tech SMEs to obtain funding support for their production and business activities [68],
and further improves the credit level [44]. Based on these arguments, we formulated the
following hypothesis:

Hypothesis 2 (H2). The regional financial level positively affects the credit levels of regional
enterprises.

Regional infrastructure influences credit levels by affecting the information balance [69]
of enterprises. For instance, platform information-sharing can reduce information asym-
metry and lower transaction costs [70]. In addition, network traces play an increasingly
positive role in enhancing enterprise credit awareness [71]. The following hypothesis was
proposed:

Hypothesis 3 (H3). The regional infrastructural level positively affects the credit levels of regional
enterprises.

Prior studies have indicated that regional culture affects the quality of life of resi-
dents [72], including managers and employees of enterprises. Further, the integrity and
corporate social responsibility of entrepreneurs can also affect the credit level of a firm [73].
Accordingly, we formulated the following hypothesis:
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Hypothesis 4 (H4). The regional cultural level positively affects the credit level of regional
enterprises.

Scientific and technological innovation is important to enhance competitiveness of
high-tech SMEs. Previous studies have shown that enterprises with higher innovation
capacity mostly have higher credit levels [74], and technological innovation in SMEs has a
positive impact on enterprise credit [75,76]. Thus, we hypothesized the following:

Hypothesis 5 (H5). Regional scientific and technological innovation level positively affects the
credit levels of regional enterprises.

Based on the hypotheses above, this study further selected specific variables to measure
the five external environmental influencing factors, as shown in Table 4.

Table 4. Specific variables of external environmental influencing factors.

Influencing Factors Specific Variables References

Economic environment (D1)

Per capita GDP (d1)

[77–79]
Total imports and exports (d2)

Total retail sales of social consumer goods (d3)

Average monetary wage (d4)

Financial environment (D2)

Balance of loans of financial institutions (d5)

[80,81]
General budget expenditure of local

finance (d6)

Scale of social financing (d7)

Infrastructural
environment (D3)

Urban road area at the end of the year (d8)

[82,83]Turnover of goods (d9)

Internet penetration rate (d10)

Cultural environment (D4) Average number of students in colleges per 100,000 residents (d11) [73,84]

Scientific and technological
innovation

environment (D5)

Number of patents licensing (d12)

[85,86]
Turnover of technology market (d13)

Internal expenditure of R&D funds (d14)

Main business income of high-tech
enterprises (d15)

4.2. Empirical Test
4.2.1. Data Collection

Clearly, the explained variable is the credit scores of regional SMEs, which have
already been calculated in the empirical application of the evaluation indicator system in
Section 3.2.4.

As for explanatory variables, we obtained the data of 15 variables (d1–d15) of five
external environmental factors from the Easy Professional Superior (EPS) platform (http:
//www.epsnet.com.cn/, accessed on 25 October 2022), which is a professional data ser-
vice platform in China. A series of professional databases, such as the China Regional
Economy Database, China City Data, China High-tech Industry Database, and China Fi-
nance Database, are included in this platform, which are the main data sources used in
our research.

4.2.2. Data Analysis and Results

We would like to use a multiple regression model to test the effect of five external
environmental factors on credit levels. One of the assumptions in multiple regression is that

http://www.epsnet.com.cn/
http://www.epsnet.com.cn/
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explanatory variables should not be highly correlated with each other [87], and the Pearson
correlation coefficient is usually used to measure the strength of the association between
two variables. As shown in the correlation matrix in Table A2 (see Appendix B), some
variables were highly correlated with each other; for example, the correlation coefficient
of d2 and d4 was as high as 0.9, which may lead to a severe multicollinearity problem,
resulting in the distortion of model estimates [88]. Therefore, it is necessary to select a more
appropriate regression method to eliminate the effects of multicollinearity.

To overcome the interference of multicollinearity, this paper used the principal compo-
nent regression (PCR) method for empirical testing. Using principal component analysis
(PCA) to extract several uncorrelated principal components (PCs) and making them replace
the original variables of the linear regression model [89] can effectively avoid regression
bias caused by multicollinearity. The PCR procedure is divided into two stages. The
first stage uses the PCA method to extract principal components, and the second stage
establishes a linear regression model and estimates the regression coefficients [90]. The
detailed analysis process is as follows.

• PCA

The result of the KMO (Kaiser–Meyer–Olkin) test showed the KMO value of 0.857,
indicating that the explanatory variables were suitable for PCA. Two principal components
with eigenvalues greater than 1 were extracted, the cumulative variance contribution of
which was 91.22% (see Table A3 in Appendix C), indicating that it reflected most of the
information of the original variables. The results of the PCA were satisfactory.

According to the factor score coefficients (see Table A4 in Appendix C) of the two
principal components, F1 and F2, we obtained the expression (8–9) of them:

F1 =
√

9.023× (0.122d1 + 0.101d2 − 0.116d3 + 0.083d4 + 0.007d5 − 0.048d6 + 0.015d7 − 0.124d8
−0.127d9 + 0.066d10 + 0.114d11 + 0.049d12 + 0.058d13 + 0.082d14 + 0.118d15)

(8)

F2 =
√

4.661× (−0.070d1 + 0.017d2 + 0.220d3 + 0.053d4 + 0.187d5 + 0.227d6 + 0.161d7 + 0.069d8
+0.080d9 − 0.150d10 − 0.025d11 + 0.128d12 + 0.112d13 + 0.065d14 − 0.050d15)

(9)

According to the loading coefficients of F1 and F2, we concluded that:
F1 mainly included the information on variables d1, d2, d8, d9, d11, etc., reflecting the

economic, infrastructural, and cultural environmental factors.
F2 mainly included the information on variables d5, d6, d7, d12, d13, etc., reflecting the

financial, as well as scientific and technological innovation environmental factors.

• Regression model

We established a principal component regression model with the regional credit level
as the dependent variable and two principal components as independent variables.

Y = α0 + α1F1 + α2F2 + ε (10)

In model (10), Y represents the credit score of regional high-tech SMEs; F1 and F2 rep-
resent the two principal components; α0 represents the intercept term; α1 and α2 represent
the coefficient of each principal component; and ε represents the residual term.

Before the analysis of regression model (10), tests of the classical linear regression
model (CLRM) assumptions such as normality, heteroscedasticity, and autocorrelation were
conducted on the data, as shown in Appendix D. After these tests, a bivariate regression
model was conducted and the regression results were given as follows:

As shown in Table 5, R-squared was 0.889, indicating that the extracted principal
components had strong interpretability on the credit level. Moreover, the p-value of both
F1 and F2 were less than 0.01, reflecting that the relationship between the two principal
components and the dependent variable was significant, as well as suggesting that five
external environmental factors had significant impacts on the credit levels of regional
high-tech SMEs.
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Table 5. Regression results.

Variables Model (10)

F1
16.426 ***

(1.750)

F2
4.861 ***
(1.750)

Constant
65.569 ***

(1.691)
Observations 15

R-squared 0.889
Asterisk sign *** means the p-value is less than 0.01, and standard error is in parentheses.

As a whole, the empirical results are congruent with existing research on the influence
of the external economic environment [42,67], financial environment [44,68], infrastructural
environment [69,70], cultural environment [43,73], and scientific and technological innova-
tion environment [75,76] on the regional credit level. Therefore, we can conclude that the
evaluation indicator system we constructed is valid and the evaluation results are reliable.

5. Discussion
5.1. Summary

This study constructed a credit evaluation indicator system for high-tech SMEs from
the social capital perspective, which consists of four first-level indicators, eight second-level
indicators, and twenty-two third-level indicators.

Using the data of high-tech SMEs in the Beijing–Tianjin–Hebei region to apply the
indicator system empirically, this paper verified that the evaluation results are consistent
with existing research on the ranking of the credit level of high-tech SMEs in this region,
which indicated that the indicator system we constructed is workable and valid. Further-
more, the result of the empirical analysis of the impact of the external environment on the
credit level was also supported by existing studies, further proving the robustness of the
indicator system.

5.2. Theoretical Contribution

This paper contributes to deepening the relevant literature in the field of credit eval-
uation of high-tech SMEs. Firstly, compared with previous indicator systems, this paper
put forward a new perspective of credit evaluation, namely social capital perspective,
which takes another important step forward in the construction of indicator systems for
high-tech SMEs [17]. The introduction of the new perspective enriches the existing credit
evaluation research and makes it possible to accurately assess the credit level of SMEs that
lack historical financial data [91].

Secondly, this paper innovates the data acquisition method for credit level-related
studies. Previous studies mostly obtained data from a single channel, such as Wind database
or other official data agencies [57], which made the evaluation results less comprehensive
and difficult to update dynamically. This paper provides a multi-channel data acquisition
method that makes full use of internet big data (e.g., public opinion information), which
greatly improves the completeness and real-time updating ability of the data.

Thirdly, this paper enriches and extends the existing research related to the credit
evaluation of high-tech SMEs by establishing an indicator system. Previously, most inter-
national studies in this field have been conducted through mathematical modeling [20],
and the indicator system evaluation method has been widely used because of its superior
interpretability. However, there is still ample room for in-depth exploration and research.
This paper provides a new and unique perspective to further understand the credit level of
high-tech SMEs by developing a feasible and effective multilevel indicator system.
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5.3. Practical Implications

This study performs an empirical application with the sample of high-tech SMEs in
the Beijing–Tianjin–Hebei region of China, and its results further provide some practical
implications to the high-tech SMEs, financial institutions, and government departments.

First, this paper provides directions for high-tech SMEs to improve their credit level.
The establishment of the indicator system makes it no longer difficult for high-tech SMEs
to carry out self-examination of their own credit level. The self-assessment helps high-
tech enterprises to identify their own deficiencies and improve their credit level in the
right direction, thus reducing financing barriers and alleviating the financing difficulties
commonly faced by SMEs.

Second, the indicator system constructed in this paper helps financial institutions to
assess the credit level of high-tech SMEs. It helps banks and other departments to accurately
identify the credit and qualification of enterprises, provides ex-ante prevention of non-
performing loans, plays a crucial role in enhancing the efficiency of investment decisions,
and helps to promote the healthy and orderly development of the financial industry.

Third, the evaluation results show that the credit scores of high-tech SMEs in the
research region are still of varying levels, especially in Hebei Province, which is detrimental
to the coordinated development of this region. Therefore, policy- and decision-makers
should pay attention to the credit level improvement of high-tech SMEs and create a good
external business environment (e.g., an economic, scientific and technological innovation
environment) to promote the upward development of high-tech SMEs.

5.4. Limitations and Future Research

This paper has the following limitations. First, the research sample used in this
paper only includes 125 high-tech SMEs in the Beijing–Tianjin–Hebei region from 2014
to 2018, and subsequent studies can be conducted by expanding the sample scope in
multiple dimensions, such as selecting more regions to join the sample, not just the better-
performing Beijing–Tianjin–Hebei city cluster, or other important time periods can also be
selected to examine the similarities and differences between their findings and those of this
study. Second, as for the weight determination method of the indicator system, neither the
objective nor the subjective methods are perfect. Future research could apply a combination
of the methods which effectively avoid the drawbacks of these two traditional methods [92]
and use more accurate techniques to evaluate the quality, such as bootstrap [93]. Third,
the data analysis methods in this paper are all classical statistic methods, such as principal
component analysis. Currently, big data algorithms can help to improve the efficiency and
accuracy of credit assessments [94], and thus, future research could make full use of big
data technology and AI algorithms in order to conduct research related to corporate credit.
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Appendix A

The following 125 high-tech SMEs in the Beijing-Tianjin-Hebei region were selected in
this study.

Table A1. Key information of 125 sample enterprises.

Number Company Name Location Stock Code

1 Beijing Zhongkehaixun Digital S&T Co., Ltd. Beijing 300810

2 Beijing Compass Technology Development Co., Ltd. Beijing 300803

3 Beijing Zuojiang Technology Co., Ltd. Beijing 300799

4 NCS TESTING TECHNOLOGY Co., Ltd. Beijing 300797

5 Citic Press Corporation Beijing 300788

6 Beijing Zhidemai Technology Co., Ltd. Beijing 300785

7 Lakala Payment Co., Ltd. Beijing 300773

8 CSPC Innovation Pharmaceutical Co., Ltd. Hebei 300765

9 Pharmaron Beijing Co., Ltd. Beijing 300759

10 BYBON Group Company Limited Beijing 300736

11 Beijing Andawell Science& Technology Co., Ltd. Beijing 300719

12 Dark Horse Technology Group Co., Ltd. Beijing 300688

13 JONES TECH PLC Beijing 300684

14 Yusys Technologies Co., Ltd. Beijing 300674

15 Beijing Beetech Inc. Beijing 300667

16 Client Service International, Inc. Beijing 300663

17 Beijing Career International Co., Ltd. Beijing 300662

18 SG MICRO CORP Beijing 300661

19 Shunya International Martech (Beijing) Co., Ltd. Beijing 300612

20 Si-Tech Information Technology Co., Ltd. Beijing 300608

21 Rianlon Corporation Tianjin 300596

22 Suplet Power Co., Ltd. Beijing 300593

23 BeiJing Certificate Authority Co., Ltd. Beijing 300579

24 BEIJING WANJI TECHNOLOGY Co., Ltd. Beijing 300552

25 Brilliance Technology Co., Ltd. Beijing 300542

26 Beijing Advanced Digital Technology Co., Ltd. Beijing 300541

27 Beijing Global Safety Technology Co., Ltd. Beijing 300523

28 Beijing E-techstar Co., Ltd. Beijing 300513

29 Thunder Software Technology Co., Ltd. Beijing 300496

30 Shijiazhuang Tonhe Electronics Technologies
Co., Ltd. Hebei 300491

31 Beijing Science Sun Pharmaceutical Co., Ltd. Beijing 300485

32 Beijing Hezong Science&Technology Co., Ltd. Beijing 300477

33 Global Infotech Co., Ltd. Beijing 300465

34 NAVTECH INC. Beijing 300456

35 Beijing Ctrowell Technology Corporation Limited Beijing 300455
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Table A1. Cont.

Number Company Name Location Stock Code

36 Beijing Hanbang Technology Corp. Beijing 300449

37 Baoding Lucky Innovative Materials Co., Ltd. Hebei 300446

38 Beijing ConST Instruments Technology Inc. Beijing 300445

39 Beijing SOJO Electric Co., Ltd. Beijing 300444

40 Baofeng Group Co., Ltd. Beijing 300431

41 Beijing Chieftain Control Engineering Technology Co., Ltd. Beijing 300430

42 Hebei Sitong New Metal Material Co., Ltd. Hebei 300428

43 BEIJING INTERACT TECHNOLOGY Co., Ltd. Beijing 300419

44 Beijing Kunlun Tech Co., Ltd. Beijing 300418

45 Tianjin Keyvia Electric Co., Ltd. Tianjin 300407

46 Beijing Strong Biotechnologies, Inc Beijing 300406

47 Beijing Tianli Mobile Service Integration, INC. Beijing 300399

48 Beijing Tensyn Digital Marketing Technology Joint Stock Company Beijing 300392

49 Feitian Technologies Co., Ltd. Beijing 300386

50 Beijing Sanlian Hope Shin-Gosen Technical Service Co., Ltd. Beijing 300384

51 Beijing Sinnet Technology Co., Ltd. Beijing 300383

52 BEIJING TONGTECH Co., Ltd. Beijing 300379

53 TIANJIN PENGLING GROUP Co., Ltd. Tianjin 300375

54 Beijing Hengtong Innovation Luxwood Technology Co., Ltd. Beijing 300374

55 Huizhong Instrumentation Co., Ltd. Hebei 300371

56 Beijing Etrol Technologies Co., Ltd. Beijing 300370

57 Nsfocus Information Technology Co., Ltd. Beijing 300369

58 Hebei Huijin Electromechanical Co., Ltd. Hebei 300368

59 NetPosa Technologies, Ltd. Beijing 300367

60 BEIJING FOREVER TECHNOLOGY Co., Ltd. Beijing 300365

61 COL Digital Publishing Group Co., Ltd. Beijing 300364

62 Kyland Technology Co., Ltd. Beijing 300353

63 Beijing VRV Software Corporation Limited. Beijing 300352

64 Taikong Intelligent Construction Co., Ltd. Beijing 300344

65 TIANJIN MOTIMO MEMBRANE TECHNOLOGY Co., Ltd. Tianjin 300334

66 Top Resource Conservation & Environment Corp. Beijing 300332

67 Beijing Watertek Information Technology Co., Ltd. Beijing 300324

68 Beijing Bohui Innovation Biotechnology Co., Ltd. Beijing 300318

69 OURPALM Co., Ltd. Beijing 300315

70 Boomsense Technology Co., Ltd. Beijing 300312

71 GI Technologies Group Co., Ltd. Beijing 300309

72 TOYOU FEIJI ELECTRONICS Co., Ltd. Beijing 300302

73 Leyard Optoelectronic Co., Ltd. Beijing 300296

74 Beijing HualuBaina Film&Tv Co., Ltd. Beijing 300291

75 BEIJING LEADMAN BIOCHEMISTRY Co., Ltd. Beijing 300289

76 Beijing Philisense Technology Co., Ltd. Beijing 300287
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Table A1. Cont.

Number Company Name Location Stock Code

77 Sansheng Intellectual Education Technology
Co., Ltd. Beijing 300282

78 BEIJING THUNISOFT CORPORATION LIMITED Beijing 300271

79 Hebei Changshan Biochemical Pharmaceutical
Co., Ltd. Hebei 300255

80 Beijing Enlight Media Co., Ltd. Beijing 300251

81 Beijing Trust&Far Technology Co., Ltd. Beijing 300231

82 TRS Information Technology Co., Ltd. Beijing 300229

83 Ingenic Semiconductor Co., Ltd. Beijing 300223

84 Beijing Jiaxun Feihong Electrical Co., Ltd. Beijing 300213

85 BEIJING E-HUALU INFORMATION
TECHNOLOGY Co., Ltd. Beijing 300212

86 Staidson (Beijing) Biopharmaceuticals Co., Ltd. Beijing 300204

87 Beijing Comens New Materials Co., Ltd. Beijing 300200

88 MASTERWORK GROUP Co., Ltd. Tianjin 300195

89 SINO GEOPHYSICAL Co., Ltd. Beijing 300191

90 Beijing Jetsen Technology Co., Ltd. Beijing 300182

91 Business-intelligence of Oriental Nations
Corporation Ltd. Beijing 300166

92 LandOcean Energy Services Co., Ltd. Beijing 300157

93 Shenwu Environmental Technology Co., Ltd. Beijing 300156

94 Xiongan Kerong Environment Technology Co., Ltd. Hebei 300152

95 Beijing Century Real Technology Co., Ltd. Beijing 300150

96 Beijing XIAOCHENG Technology Stock Co., Ltd. Beijing 300139

97 CHENGUANG BIOTECH GROUP Co., Ltd. Hebei 300138

98 Hebei Sailhero Environmental Protection High-tech Co., ltd. Hebei 300137

99 Tianjin Jingwei Huikai Optoelectronic Co., Ltd. Tianjin 300120

100 Tianjin Ringpu Bio-Technology Co., Ltd. Tianjin 300119

101 Beijing JIAYU Door, Window and Curtain Wall Joint-Stock Co., Ltd. Beijing 300117

102 Hebei Jianxin Chemical Co., Ltd. Hebei 300107

103 LESHI INTERNET INFORMATION &
TECHNOLOGY CORP., BEIJING Beijing 300104

104 HENGXIN SHAMBALA CULTURE Co., Ltd. Beijing 300081

105 Sumavision Technologies Co., Ltd. Beijing 300079

106 Beijing eGOVA Co., Ltd. Beijing 300075

107 Beijing Easpring Material Technology Co., Ltd. Beijing 300073

108 Beijing Sanju Environmental Protection & New
Materials Co., Ltd. Beijing 300072

109 Spearhead Integrated Marketing Communication Group Beijing 300071

110 BEIJING ORIGINWATER TECHNOLOGY
Co., Ltd. Beijing 300070

111 Beijing Highlander Digital Technology Co., Ltd. Beijing 300065
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Number Company Name Location Stock Code

112 BlueFocus Intelligent Communications Group
Co., Ltd. Beijing 300058

113 Beijing Water Business Doctor Co., Ltd. Beijing 300055

114 Hiconics Eco-energy Technology Co., Ltd. Beijing 300048

115 Hwa Create Co., Ltd. Beijing 300045

116 Beijing Shuzhi Technology Co., Ltd. Beijing 300038

117 Beijing SuperMap Software Co., Ltd. Beijing 300036

118 Gaona Aero Material Co., Ltd. Beijing 300034

119 Tianjin Chase Sun Pharmaceutical Co., Ltd. Tianjin 300026

120 Beijing Beilu Pharmaceutical Co., Ltd. Beijing 300016

121 Beijing Dinghan Technology Group Co., Ltd. Beijing 300011

122 BEIJING LANXUM TECHNOLOGY Co., Ltd. Beijing 300010

123 Toread Holdings Group Co., Ltd. Beijing 300005

124 Lepu Medical Technology (Beijing) Co., Ltd. Beijing 300003

125 Beijing Ultrapower Software Co., Ltd. Beijing 300002

Appendix B

Result of the correlation coefficient test of original variables is as follows:

Table A2. Correlation matrix of variables.

Y d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15

Y 1 0.511 ** −0.358 0.409 ** 0.750 ** 0.344 ** 0.297 0.145 * −0.442
**

−0.289
** 0.021 0.500 ** 0.442 ** 0.830 ** 0.717 ** 0.238 **

d1 0.511 ** 1 0.350 ** −0.650
** 0.262 ** 0.368 −0.015 0.317 −0.507

**
−0.959

** 0.263 0.712 ** 0.242 ** 0.252 ** 0.181 ** 0.612 **

d2 −0.358 0.350 ** 1 −0.342 0.900 ** 0.675 ** 0.276 0.681 ** −0.119
**

−0.406
** 0.071 0.879 ** 0.549 ** 0.302 ** 0.862 ** 0.495 **

d3 0.409 ** −0.650
** −0.342 1 −0.191 0.438 0.153 ** 0.354 0.641 ** 0.690 ** −0.504 −0.485 0.123 0.057 −0.145 −0.545 *

d4 0.750 ** 0.262 ** 0.900 ** −0.191 1 0.375 ** 0.453 0.539 * −0.782
**

−0.804
** −0.033 0.479 ** 0.117 ** 0.500 ** 0.930 ** 0.609 **

d5 0.344 ** 0.368 0.675 ** 0.438 0.375 ** 1 0.274 ** 0.874 ** −0.366 −0.341 −0.334 0.553 * 0.937 ** 0.104 ** 0.305 ** 0.431
d6 0.297 −0.015 0.276 0.0153 ** 0.453 0.274 ** 1 0.734 ** 0.069 0.093 −0.399 0.133 0.109 ** 0.436 * 0.479 0.088
d7 0.145 * 0.317 0.681 ** 0.354 0.539 * 0.874 ** 0.734 ** 1 −0.426 −0.349 −0.201 0.560 * 0.239 ** 0.857 ** 0.764 ** 0.491

d8
−0.442

**
−0.507

**
−0.119

** 0.0641 ** −0.782
** −0.366 0.069 −0.426 1 0.967 ** −0.253 −0.256

** −0.622 * −0.406
** -0.081 −0.724

**

d9
−0.289

**
−0.959

**
−0.406

** 0.0690 ** −0.804
** −0.341 0.093 −0.349 0.967 ** 1 −0.254

**
−0.955

** −0.114 * −0.006 −0.083 −0.920
**

d10 0.021 0.263 0.071 −0.504 −0.033 −0.334 −0.399 −0.201 −0.253 −0.254
** 1 0.207 −0.177 −0.142 0.002 0.364

d11 0.500 ** 0.712 ** 0.879 ** −0.485 0.479 ** 0.553 * 0.133 0.560 * −0.256
**

−0.955
** 0.207 1 0.165 ** 0.714 ** 0.309 ** 0.931 **

d12 0.442 ** 0.242 ** 0.549 ** 0.123 0.117 ** 0.937 ** 0.109 ** 0.239 ** −0.622 * −0.114 * −0.177 0.165 ** 1 0.972 ** 0.635 ** 0.056

d13 0.830 ** 0.252 ** 0.302 ** 0.057 0.500 ** 0.104 ** 0.436 * 0.857 ** −0.406
** −0.006 −0.142 0.714 ** 0.972 ** 1 0.958 ** 0.334 **

d14 0.717 ** 0.181 ** 0.862 ** −0.145 0.930 ** 0.305 ** 0.479 0.764 ** −0.081 −0.083 0.002 0.309 ** 0.635 ** 0.958 ** 1 0.434 **

d15 0.238 ** 0.612 ** 0.495 ** −0.545 * 0.609 ** 0.431 0.088 0.491 −0.724
**

−0.0920
** 0.364 0.931 ** 0.056 0.334** 0.434 ** 1

* Correlation is significantly at 0.1 level (both sides). ** Correlation is significantly at 0.05 level (both sides).

Appendix C

Results of PCA are as follows:



Systems 2023, 11, 141 19 of 23

Table A3. Total variance explained.

PCs
Initial Eigenvalues Sum of the Squares of Extracted Loads Sum of the Squares of Rotated Loads

Total Var% Sum% Total Var% Sum% Total Var% Sum%

F1 9.837 65.577 65.577 9.837 65.577 65.577 9.023 60.150 60.150
F2 3.847 25.646 91.223 3.847 25.646 91.223 4.661 31.073 91.223
F3 0.727 4.850 96.073
F4 0.319 2.126 98.199
F5 0.099 0.661 98.859
F6 0.066 0.440 99.299
F7 0.040 0.266 99.565
F8 0.032 0.213 99.778
F9 0.019 0.125 99.903
F10 0.010 0.066 99.969
F11 0.002 0.016 99.985
F12 0.001 0.009 99.994
F13 0.001 0.005 99.999
F14 0.000 0.001 100.000
F15 0.000 0.000 100.000

Table A4. Factor score coefficient matrix.

Variables
Elements

PC1 PC2

GDP per capita (d1) 0.122 −0.070
Total import and export volume (d2) 0.101 0.017

Total retail sales of social consumer goods (d3) −0.116 0.220
Average monetary wage (d4) 0.083 0.053

Balance of loans of financial institutions (d5) 0.007 0.187
General budget expenditure of local finance (d6) −0.048 0.227

Scale of social financing (d7) 0.015 0.161
Urban road area at the end of the year(d8) −0.124 0.069

Turnover of goods (d9) −0.127 0.080
Internet penetration rate (d10) 0.066 −0.150

Average number of students in colleges of per 100,000 residents
(d11) 0.114 −0.025

Number of patents licensing (d12) 0.049 0.128
Turnover of technology market (d13) 0.058 0.112

Internal expenditure of R&D funds (d14) 0.082 0.065
Main business income of high-tech enterprises (d15) 0.118 −0.050

Appendix D

Normality test. We conducted Shapiro-Wilk test on the disturbances. Theoretically
in the test, null hypothesis is that the disturbances are normally distributed. Therefore, if
p-value is above 0.05, it shows that the test result is insignificant, then we couldn’t reject
the null hypothesis, and normal distribution is accepted. Oppositely, if p-value is less than
0.05, then null hypothesis is rejected and we can conclude it is not normal. The S-W test
result showed that p-value was 0.512, indicating that the data are normally distributed.

Heteroskedasticity test. We carried out White’s test in this paper. White’s test for null
hypothesis is homoskedasticity, against alternative hypothesis is unrestricted heteroskedas-
ticity. The results showed that p-value was 0.225, so that the null hypothesis was accepted,
revealing that there was no evidence of heteroskedasticity.

Autocorrelation test. The assumption of uncorrelated error terms was checked using
Wooldridge test on the panel data in this paper. The null hypothesis is no first-order
autocorrelation. The result of p-value was equal to 0.657, therefore we couldn’t reject the
null hypothesis, indicating that autocorrelation didn’t significantly affect the model.
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Multicollinearity test. After extracting two PCs from original variables, the multi-
collinearity problem was eliminated, and we further conducted the VIF test to confirm it. As
we expected, the VIF of two PCs were all 1.00, showing that there was no multicollinearity
in the model.
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