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Abstract: This study proposes a random forest model to address the limited explanation of consumer
purchase behavior in search advertising, considering the influence of anchoring effects on rational
consumer behavior. The model comprises two components: prediction and explanation. The
prediction part employs various algorithms, including logistic regression (LR), adaptive boosting
(ADA), extreme gradient boosting (XGB), multilayer perceptron (MLP), naive bayes (NB), and random
forest (RF), for optimal prediction. The explanation part utilizes the SHAP explainable framework to
identify significant indicators and reveal key factors influencing consumer purchase behavior and
their relative importance. Our results show that (1) the explainable machine learning model based
on the random forest algorithm performed optimally (F1 = 0.8586), making it suitable for analyzing
and predicting consumer purchase behavior. (2) The dimension of product information is the most
crucial attribute influencing consumer purchase behavior, with features such as sales level, display
priority, granularity, and price significantly influencing consumer perceptions. These attributes
can be considered by merchants to develop appropriate tactics for improving the user experience.
(3) Consumers’ purchase intentions vary based on the presented anchor point. Specifically, high
anchor information related to product quality ratings increases the likelihood of purchase, while
price anchors prompted consumers to compare similar products and opt for the most economical
option. Our findings provide guidance for optimizing marketing strategies and improving user
experience while also contributing to a deeper understanding of the decision−making mechanisms
and pathways in online consumer purchase behavior.

Keywords: search advertising; clickstream data; anchoring effect; explainable machine learning;
purchase behavior

1. Introduction

The thriving digital economy in China has led to a flourishing internet industry. With
the integration of digital media into consumers’ daily routines, digital advertising is rapidly
gaining popularity. Search advertising, an emerging communication channel and media
form, integrates the resources of the internet platform, allowing advertisers to place ads
precisely. The Chinese market allocated 57% of its total advertising budget to search
advertising in 2021 [1], reflecting its remarkable commercial and research advantages. Thus,
it has become an essential means for consumers to obtain information about products
and services.

Compared to traditional offline advertising, search advertising has the ability to accu-
rately record online behaviors, including the search queries, browsing habits, and purchase
activities of each clicked user, thus offering great potential for consumer purchase behavior
analysis [2]. However, current studies mainly concentrate on improving the click−through
rate of ads and may lack in−depth analysis of consumers’ purchase behavior related to
search advertising from a clickstream perspective. These studies primarily focus on areas
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including keyword management [3], location effects [4], pricing mechanisms [5], algorith-
mic analysis, and other factors that affect the attractiveness of search ads to consumers.
Although these studies have improved marketing strategies and user experience in search
advertising, they do not consider the essential psychological factors that influence con-
sumers’ purchase decisions. Consumers’ purchase decisions are influenced not only by
marketing, but also by various psychological factors. One example is the anchoring effect,
which is a relatively common psychological phenomenon in which people use initial infor-
mation or experiences to evaluate and determine the outcome when making decisions [6,7].
When using search engines, users tend to browse the initial pages, believing that these
search results are of superior quality, while subsequent pages are often of relatively lower
quality. This can lead users to stop browsing. Although machine learning is frequently
regarded as a critical technology for identifying and extracting massive amounts of data,
its opaque nature is an obstacle to making high−quality decisions and judgments. Con-
sidering the anchoring effect and the black−box problem of machine learning models,
it is essential to explore the role of consumer psychological state and purchase decision
factors in search advertising scenarios. The adoption of explainable machine learning
techniques facilitates the understanding of established laws and properties of models,
while improving our ability to predict and explain consumer behavior. The correlation
between behavioral patterns, purchase decisions, and recommended ads in advertisements
can be illuminated by the use of explainable machine learning techniques. This technique
improves our ability to understand the behavioral patterns of potential consumers. Schol-
ars in the field have used explainable machine learning algorithms in recommendation
systems to study the behavioral characteristics and associated explanations of consumer
purchase behavior in search advertising scenarios [8], thereby expanding our knowledge of
consumer purchase behavior.

This paper aims to use explainable machine learning models based on the anchoring
effect to analyze consumer purchase behavior in search advertising scenarios. The analysis
provides insights into the underlying motivations, providing better explanations for manag-
ing consumer purchase behavior in specific consumption scenarios. This methodology can
help platforms and merchants adjust their marketing strategies and improve conversion
rates. The remainder of this study is organized as follows: in Section 2, we review the
current research status. In Section 3, we construct an explanatory model of consumer
purchase behavior. Section 4 presents a descriptive analysis of the data and empirical
results of the study. In Section 5, we explore the theoretical and managerial implications of
this study. Finally, Section 6 outlines the conclusions and future research directions.

2. Literature Review
2.1. Anchoring Effect of Consumer Decision

Consumer decisions are often influenced by various factors, including emotions, cog-
nition, and society. This psychological phenomenon, referred to as the “anchoring effect” in
the field of psychology, can cause biases in consumers’ purchase behavior and is emerging
as a new research topic [6,7]. Previous research shows that the influence of the anchoring ef-
fect on consumers’ purchase behavior depends on their level of familiarity with products [6].
Consequently, consumers who are less familiar with products are more susceptible to the
influence of advertising and other promotional methods on their purchase decisions [9].
Promotional scenarios can influence the perception of the intrinsic value of the product,
thereby stimulating further purchase behavior [10]. Consumers’ professional background
and knowledge can also influence their expectations of a product’s or service’s quality,
which, in turn, affects their decisions. For example, investors with stock market expertise
can reduce behavioral biases and increase investment returns [11]. Historical reference
prices can significantly influence consumers’ online purchase intentions. Similarly, low an-
chor prices have been found to increase consumer acceptance and willingness to purchase
organic foods [12]. Current research on consumer behavior primarily examines consumers’
cognitive processes and the factors that influence their purchase decisions, focusing on their
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bounded rational behavior. When consumers are influenced by product pricing factors, like
historical prices [11] and reference prices [13], they exhibit bounded rationality. However,
this overlooks the essential role of product information in purchase decisions. Research
in the field of consumer behavior indicates that consumers are influenced by factors other
than price anchoring, including product reviews, sales volume, search rankings, and store
information [14]. The emergence of the digital business environment has significantly
altered the power dynamics between merchants and consumers. Unlike in the past, con-
sumers no longer passively accept information from sellers. Instead, they actively seek
product information and continuously expand their knowledge. This has led to increased
consumer empowerment in the decision−making process, as they revise their perceptions
of various attributes such as product quality, utility, and service in order to make informed
purchasing decisions. Thus, future research in the area of consumer behavior will focus on
how consumers acquire, process, and evaluate product information, as well as how these
processes influence their purchase behavior. In particular, it is worthwhile to study the
cognition and purchase behavior of bounded rationality consumers.

2.2. Research on Explainable Machine Learning Models

Machine learning has become a prevalent method in decision support because of its ef-
ficient learning algorithms, remarkable data fitting performance, and robust computational
power. Among the various algorithms available, the random forest algorithm is particu-
larly well−suited for studying consumer purchase behavior. Specifically, it is suitable for
diverse data characteristics and consumer behavior in the advertising field, and can process
large−scale advertising clicks and consumer characteristic information, enabling highly ac-
curate prediction and interpretation capabilities [15]. By integrating multiple decision trees
for prediction, the random forest algorithm can effectively reduce the risk of overfitting that
may occur with a single decision tree, thus improving the overall prediction accuracy [16].
This feature is of great importance in accurately predicting consumer purchase behavior
and achieving precision in advertising placement. Compared with traditional algorithms
(such as logistic regression or the decision tree), the random forest algorithm exhibits
greater flexibility and adaptability to better handle complex tasks, especially when dealing
with high−dimensional, non−linear, and interactive features [17]. It can effectively deal
with these complex situations and provide more accurate prediction and interpretation
capabilities through mechanisms such as feature selection, ensemble learning, and random
sampling of samples [18]. The training process of the algorithm is relatively efficient and
can handle large−scale datasets to meet real−time requirements [19].

However, with the increasing complexity of machine learning models, there is a
growing need to balance their applicability and explainability in real−world settings. Tra-
ditional black−box models focus solely on output results with little regard for their internal
mechanisms [20]. In contrast, explainable machine learning emphasizes improving users’
communication and trust by providing explanations for the internal mechanisms of the
model. Feature importance analysis is a critical component of explainable machine learning.
It identifies the most influential features in predicting target variables by analyzing the
relationship between features and target variables, and removing irrelevant factors to
improve prediction accuracy and model explanatory power. The study of feature impor-
tance analysis is gaining importance, and many scholars are focusing on its methods and
applications. Some studies focused on evaluating the importance of each feature based
on factors such as frequency and correlation by using tree−based models like random
forest and the gradient boosting tree [21]. Other studies explored the causal relationship
between features and target variables by utilizing methods like causal inference and vari-
able screening [22]. Additionally, some proposed a neural−network−based approach
that employs activation values or gradient information in the network to analyze feature
importance [23]. Secondly, traditional machine learning models (e.g., linear regression and
logistic regression) primarily focus on linear relationships between input features. The
limitations of linear modeling include the inability to capture higher−order or non−linear
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data relationships, which limits its applicability in complex scenarios. To address this issue,
some new methods have been proposed, one of which is the explanation method based
on attribution analysis [24]. This method maps high−dimensional feature spaces to lower
dimensions, which facilitates the modeling of non−linear relationships. Shapley additive
explanation (SHAP) is one of the outstanding representatives of the attributional analysis
explanation methods. It is based on the concept of Shapley values in game theory. By
considering the reasonable contribution of all feature subsets, it quantifies the impact of
input features on the model’s predicted output [25]. The SHAP explanation method not
only incorporates the information provided by logistic regression, but also possesses both
local and global explanatory power, which makes it more suitable for explaining complex
behaviors than traditional research methods. The SHAP explanation method has been
successfully applied in many fields such as finance, medicine, natural language processing,
and more. For example, Demajo et al. used the SHAP explanation method to evaluate a
credit−scoring method based on machine learning [26]. Hakkoum et al. investigated the
black box problem in drug screening models using the SHAP explanation method [27].
Similarly, Lampridis et al. applied the SHAP explanation method to analyze the decision
process in sentiment classification [28].

In e−commerce scenarios, consumer purchase behavior is influenced by both external
factors (e.g., product price and quality) and internal factors (e.g., personal preferences,
historical purchases, and reviews). To better understand and predict consumer behav-
ior, interpretable machine learning can offer critical support [29]. The SHAP explainable
framework has shown remarkable advantages in explaining the mechanisms of consumer
purchase decision behavior in search advertising. Compared with traditional local interpre-
tation methods, the SHAP explainable framework has a global nature, which allows it to
comprehensively consider the effects of all features in the model and provide an accurate
explanation of feature importance [30]. Using Shapley values, the framework quantifies
the contribution of each feature to the prediction, allowing a deeper understanding of the
mechanism behind the formation of the prediction results [25]. In search advertising, a
multitude of factors, such as ad text, product ranking, and relevance, influence consumers’
purchase decisions. The SHAP explainable framework has proven to be an effective tool
for dealing with this multimodal data to provide detailed explanations for each factor. This
framework can help achieve a comprehensive understanding of the dynamic characteris-
tics of consumer purchase behavior [31]. Applying the SHAP explainable framework to
explain consumer purchase behavior in search advertising can help in comprehensively
understanding the driving factors, reveal the importance, and decipher the predictive
mechanism of complex models. Our study is innovative in explaining complex models
and processing multimodal data, providing new methods and perspectives for consumer
behavior research.

3. Explainable Modeling of Consumer Purchase Behavior
3.1. Characteristics of Product Information

Product information refers to the knowledge that consumers need to know about pro-
duction, distribution, and services of goods. Search ads provide rich product information,
including price, sales volume, brand, etc. Although search ads reduce the cost of obtaining
product information, consumers may perceive the information differently because they are
influenced by the initial information presented to them. Even the same product can lead to
different decision outcomes over time. In this paper, product information is categorized
into two groups based on whether it requires a progressive establishment. The specific
definition is as follows:

Gj =
[
GSj, GCj, GDj

]
k×3 (1)

Mj =
[
MPj, MDj, MGj

]
k×3 (2)
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Gj and Mj are three−dimensional vectors representing cumulative and non−cumulative
product information, respectively. Specifically, GSj, GCj, GDj, MPj, MDj, and MGj corre-
spond to sales level, favorite level, display frequency, price, display priority, and product
display granularity.

Sales levels are categorized into 17 levels based on the average sales volume of ad
products, with higher levels indicating increased sales volume. Similarly, favorite levels are
divided into 18 levels based on the cumulative number of times that an ad product has been
collected. Higher levels indicate a greater number of collections. Display frequency refers
to the total number of times that a product appears in ads and is divided into 22 levels.
Higher values indicate a higher frequency of product display. Similarly, price is divided into
12 levels according to price points, with higher values indicating a higher price. Display
priority refers to the order in which an advertised product appears on a display page, with
a lower number indicating a higher display position. Product display granularity, which
describes the organization of product category attribute lists in search ads, is divided into
105 categories based on text length characteristics. Higher category values indicate that the
product has more detailed and informative information. Assume that attribute l of product
j is represented as Bjb, with the corresponding text description length bjl . Therefore, the
product display granularity MGj is represented as:

MGj =

mj

∑
l=1

bjl (3)

The variable mj in the formula represents the number of attribute descriptions for the
product j.

3.2. Characteristics of Merchant Information

Merchant information, such as on e−commerce platforms or for physical stores, is
an important reference for information on marketing activities. It reflects signals of the
long−term accumulated store image, including brand reputation, service characteristics,
and store ratings. For instance, positive word−of−mouth information can increase cus-
tomer loyalty [32]. Merchant information Sj is defined as follows:

Sj =
[
SSj, SRj, SNj, SLj, SAj, SDj

]
k×6 (4)

SSj, SRj, SNj, SLj, SAj, and SDj indicate store star rating, store positive rating, number
of reviews rating, logistics service rating attitude, service attitude rating, and description
rating, respectively.

Store star rating is determined based on its level of operation and is divided into
21 different levels. A higher rating value indicates a superior service quality. The number
of reviews rating is divided into 25 levels based on the cumulative number of product
reviews. A higher value indicates a larger number of reviews. Store rating, logistics service
attitude, service attitude, and description rating all reflect the store’s service capability, with
a value range of [0, 1]. The higher the value, the higher the rating, indicating the store’s
better service capability.

3.3. User Characteristics of Consumers

Consumer heterogeneity is a common occurrence in marketing, where individual
consumers exhibit different behaviors toward the same product. To better understand how
consumer heterogeneity affects the primary variables of this study, we use consumer basic
information as a control variable. Consumer basic information Ui is defined as follows:

Ui = [USi, UAi, UGi]k×3 (5)

The three variables, USi, UAi, and UGi, represent the user’s star rating, age, and
gender, respectively.
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Star ratings can help assess the level of user engagement with the platform [33]. For
the purpose of this study, users’ star ratings on the platform are divided into 11 levels
based on their activity level. The higher the activity level of a user, the higher their star
rating. Additionally, users’ age is divided into 8 levels, with each level representing an age
increment. Gender is defined as follows:

UGi =

{
1, male
0, female

(6)

3.4. SHAP Explanation Method

When browsing products online, consumers often face unobservability and uncertainty
about the quality of products and services, leading to an information asymmetry [34]. Ad-
vertising is one of the ways to bridge this knowledge gap between merchants and potential
customers. Through advertising, both buyers and sellers can access essential information
about the quality of products and services, leading to a better information equilibrium
and more informed decisions [35]. Consumers use a variety of factors, such as product
information, merchant information, and other relevant details, to make comprehensive
decisions when clicking on advertisements. For merchants (advertisers), increased product
conversion means higher revenue and a higher probability that consumers will purchase
their desired products. This paper assumes that consumers’ final purchase decisions are
influenced by multiple pieces of advertising information. Particularly, consumers view
advertising information as anchor points during their product browsing and use them as
decision criteria. The specific implication is that the consumer’s purchase decision process
for a single product is influenced by the display of product information, merchant informa-
tion, and basic user information in the current search ad, which influence the willingness
to click and purchase.

Therefore, this paper defines the consumer i’s willingness to buy a product j with
different advertising information W through single click behavior c as follows:

Wic = W
(
Gj, Mj, Sj, Ui

)
(7)

where W ic is a vector with d∗× 1 dimensions, d∗ represents the behavioral type of consumer
purchase decision, Gj represents the cumulative information of products, Mj represents the
non−cumulative information of products, Sj represents the merchant information, and Ui
represents the basic information of consumers. According to the principle of maximizing
consumer utility, we define the purchase decision Dic when consumers have the strongest
intention to purchase as follows:

Dic = f
(

Wd
ic

)
= argmax

[
Wd

ic

]
(8)

The value of d indicates the status of purchase decision, where d = 0 means that
the consumers abandon the purchase, and d = 1 means that the consumers complete
the transaction.

P
(

Dic = d
∣∣Gj, Mj, Sj, Ui

)
= Fd

(
Gj, Mj, Sj, Ui

)
(9)

where the input characteristics of the consumer i form a mapping function F with the
probability of their purchase decision behavior, and Fd represents the probability of Dic = d.

Machine learning offers advantages over traditional econometric methods for analyz-
ing large datasets with high−dimensional and complex relationships among variables. It
outperforms traditional methods in terms of model fit and predictive accuracy. However,
the increasing complexity of machine learning models can lead to a weakness in explain-
ability, which can reduce their practical utility. To address the problem of explainability
of machine learning models, this paper proposes the SHAP explainable framework. This
framework uses both data−driven analysis and theory−driven reasoning to achieve a bet-
ter understand of mechanisms behind consumer purchase decisions in search advertising.
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Let ZG,M,S,A =
[
Gj, Mj, Sj, Ui

]
, then the logarithm of P

(
Dic = d

∣∣∣ZGj ,Mj ,Sj ,Ui

)
is Ld(Z).

Ld(Z) = ln P(Dic = d|ZG,M,S,U) = ln Fd(ZG,M,S,U) (10)

According to the idea of SHAP, the model’s predicted values are interpreted as the
sum of the attribute feature values attributed to each input feature, namely the Shapley
values [25]. Given a sample e, model F yields a predicted probability log value Ld(Ze)
when the probability of purchase behavior is Dic = d. The predicted value Φ of model F is
expressible as:

Φ = φ
(d)
e,0 + φ

(d)
e,G + φ

(d)
e,M + φ

(d)
e,S + φ

(d)
e,U (11)

where φ
(d)
e,0 is predicted mean value of all samples, while φ

(d)
e,G, φ

(d)
e,M, φ

(d)
e,S , and φ

(d)
e,S represent

cumulative product, non−cumulative product, merchant, and consumer basic information
of Shapley values, respectively. Equation (12) shows the Shapley values of the model’s
characteristic variables.

φ
(d)
e,x (re) = ∑

T

|T|!(N − |T| − 1)!
|N!| (r(T ∪ {e})− r(T)) (12)

where N represents total number of features, T is subset of features that excludes factor
re, |T| represents number of subset elements, r(T) represents model predicted value of
features in T, and r(T ∪ {re}) represents sum of model predicted value of features in T and
feature re.

The local contribution value of each feature variable is defined as follows:

φ
(d)
e,x =



φ
(d)
e,G = E

[
Ld(Z)

∣∣∣ZG = Gj

]
− φ

(d)
e,0

φ
(d)
e,M = E

[
Ld(Z)

∣∣∣Z(G,M) = [Gj, Mj]
]
− E

[
Ld(Z)

∣∣∣ZG = Gj

]
φ
(d)
e,S = E

[
Ld(Z)

∣∣∣Z(G,M,S) = [Gj, Mj, Sj]
]
− E

[
Ld(Z)

∣∣∣Z(G,M) = [Gj, Mj]
]

φ
(d)
e,U = Ld(Ze)− E

[
Ld(Z)

∣∣∣Z(G,M,S) = [Gj, Mj, Sj]
]

= Ld(Ze

∣∣∣Z(G,M,S,U) = [Gj, Mj, Sj, Ui])− E
[

Ld(Z)
∣∣∣Z(G,M,S) = [Gj, Mj, Sj]

]
(13)

where E
[
Ld(Z)

∣∣ZG = Gj
]

denotes the logarithm of the expected probability prediction for
the cumulative product information, and so on.

4. Empirical Study

This study was carried out in three parts: model stability testing, behavioral modeling
using machine learning algorithms, and explainable modeling of consumer purchase behav-
ior. In our study, we encountered the problem of class imbalance, where female consumers
were more active on the Taobao platform, leading to an imbalance in the male–female ratio.
To address this problem, we used the BalancedBaggingClassifier algorithm to balance the
data. This algorithm is an ensemble model that offers various advantages, including the
ability to effectively handle samples with different feature weights, mitigate overfitting, and
exhibit strong adaptiveness to unbalanced datasets. In using the BalancedBaggingClassifier
algorithm, we were able to significantly reduce the bias caused by data imbalance in the
dataset, resulting in the improved accuracy and robustness of our model. Subsequently,
we combined variable significance and robustness testing to cross−validate and compare
multiple algorithmic models to achieve the optimal predictive model. Finally, the explain-
able machine learning SHAP algorithm was used to analyze the explanatory power of the
model results.

4.1. Descriptive Analysis of Data

In our study, we selected real search advertising click data from the Taobao shopping
platform as the research object, and extracted key characteristics from the levels of products,
merchants, and users to gain a deeper understanding of consumer behavior and product
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characteristics. At the product level, we selected characteristics such as product price,
display priority, sales level, favorite level, and display frequency, which effectively describe
the attributes of the product characteristics and consumer behavior and help analyze factors
such as price distribution, product exposure, and popularity. Specifically, product price
reflects market competition and consumer purchase decisions, display priority and display
frequency reflect advertising strategies and product exposure level, whereas sales and
favorite level reflect product popularity and user preference. At the merchant level, we
selected features such as store rating, service attitude, logistics service, and description
matching score. These features were selected because they can indicate the service quality
and product quality of the store, therefore influencing consumers’ loyalty and purchase
behavior toward the store. For example, store rating and service attitude reflect consumers’
satisfaction with the store, while logistics service and description matching score indicate
consumers’ evaluation of logistics efficiency and product description accuracy, respectively.
At the user level, we mainly studied three characteristics: age, gender, and user rating,
to describe factors such as consumers’ personal characteristics and consumption habits.
Among them, age and gender are the basic characteristics of consumers and they have a
significant impact on consumer behavior. The user star rating reflects the credibility and
participation of consumers on the Taobao shopping platform. These characteristics allow
us to better understand the differences and preferences in shopping behavior among con-
sumers of different ages and genders, as well as the purchasing behavior and participation
of high−star−rated users.

After pre−processing procedures, including the filtering out of missing and incom-
plete data, a total of 6,224,279 records were obtained, with 2,532,380 real consumers,
20,007 stores, and 69,063 products. Table 1 shows the results of the descriptive statis-
tics conducted on the three levels of the dataset, namely the user, merchant, and product
information. The statistical analysis shows that the product prices were typically average,
while the display priority was relatively high. It is noteworthy that sales level, collection
level, and display frequency were above average. These results suggest that promotional
products generate significant profitability. The store’s positive rating, service attitude,
logistics service, and description rating tended to be 1, indicating that most stores have
generally high service ratings. Similarly, the user star ratings, store star ratings, and number
of comments all fell in the upper−middle range, indicating that consumers with high star
ratings were actively engaged with the platform, and that stores with high ratings were
relatively popular. Finally, the primary consumer group was females between the ages of
20 and 50, with those in their thirties representing the dominant age category.

4.2. Model Stability Test

To ensure the stability and validity of the prediction model, stability and multicollinear-
ity analyses were conducted before modeling consumer behavior. Specifically, the predic-
tion model was optimized by gradually including variable factors such as user information
(age and gender, and user star rating), merchant information (store star rating, number
of reviews, positive rating, service attitude rating, logistics service rating, and descrip-
tion rating), and product information (product display granularity, price level, sales level,
favorite level, display priority, and display frequency) to improve the accuracy of the pre-
diction model. Table 2 shows the results of the chi−square and likelihood−ratio tests. The
log−likelihood value of the model increased from −581,930 to −539,530, with a p−value of
less than 0.000. These results indicate that the variables used in this study have a significant
impact on consumers’ purchase behavior.
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Table 1. Descriptive statistics of consumer data sets.

Advertising
Information Variable Mean

Value
Standard
Deviation

Minimum
Value

25%
Quantile Median 75%

Quantile
Maximum

Value

Product
Information

Product display
granularity 28.5894 11.0326 11 22 26 32 105

Price level 6.5588 1.2590 0 6 7 7 12
Sales level 9.7837 2.6785 1 8 10 12 17

Favorite level 11.2260 2.5328 0 10 12 13 18
Display priority 4.2178 4.4625 1 1 2 6 20

Display frequency 16.3301 2.1694 1 15 17 18 22

Merchant
Information

Store star rating 14.5210 3.0033 1 13 15 16 21
Number of

reviews rating 16.1543 3.2826 1 14 16 18 25

Store positive
rating 0.9944 0.0084 0.7500 0.9916 0.9978 1 1

Service attitude rating 0.9728 0.0097 0.3600 0.9666 0.9733 0.9791 1
Logistics service rating 0.9723 0.0098 0.5200 0.9659 0.9728 0.9796 1

Description rating 0.9735 0.0125 0.3600 0.9655 0.9759 0.9827 1

User
Information

Gender 0.2197 0.4141 0 0 0 0 1
Age 4.5328 1.2343 1 4 4 5 8

User star 5.4733 2.1349 1 4 6 7 11

Table 2. Model stability test.

Model
Verification 1

Model
Verification 2

Model
Verification 3

Model
Verification 4

Constant of preference for variety 0 *** 0 *** 0 *** 0 ***

Product
Information

Product display
granularity / / 0 *** 0 ***

Price level / / 0 *** 0 ***
Sales level / / 0 *** 0 ***

Favorite level / / 0 *** 0 ***
Display priority / / 0 *** 0 ***

Display frequency / / 0 *** 0 ***

Merchant
Information

Store star rating / 0 *** / 0 ***
Number of reviews rating / 0 *** / 0 ***

Store positive rating / 0 *** / 0 ***
Service attitude

rating / 0 *** / 0 ***

Logistics service
rating / 0 *** / 0.01 *

Description rating / 0.042 / 0.01 *

User
Information

Gender 0 *** 0 *** 0 *** 0 ***
Age 0 *** 0 *** 0 *** 0 ***

User star 0 *** 0.019 0 *** 0 ***

Log−Likelihood −581,930 −578,610 −544,850 −539,530
LL−Null −582,720

LLR p−value 0 0 0 0

Note: * p < 0.05 indicates statistical significance at the 5% level (95% confidence). *** p < 0.001 indicates extremely
high statistical significance at the 0.1% level (99.9% confidence).

To ensure the robustness of our prediction model, the dataset was split into a training
and test set at a ratio of 2:1. Additionally, a five−fold cross−validation was performed
to assess the reliability of the mode 4. Table 3 shows that the prediction model exhibited
significance in both training and test sets, with results consistent with those in Table 2.
These results indicate that the prediction model constructed in this study is strong and
suitable. Based on its validity and stability, a multicollinearity analysis of the model’s
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feature variables was conducted, which is presented in Table 4. As per Table 4, the absence
of multicollinearity among variables is supported by the variance inflation factors of less
than 3.9 for all variables.

Table 3. Cross−validation significance test of model variables.

Model 4−cv1 Model 4−cv2 Model 4−cv3 Model 4−cv4 Model 4−cv5

Constant of preference for variety 0 *** 0 *** 0 *** 0 *** 0 ***

Product
Information

Product display
granularity 0 *** 0 *** 0 *** 0 *** 0 ***

Price level 0 *** 0 *** 0 *** 0 *** 0 ***
Sales level 0 *** 0 *** 0 *** 0 *** 0 ***

Favorite level 0 *** 0 *** 0 *** 0 *** 0 ***
Display priority 0 *** 0 *** 0 *** 0 *** 0 ***

Display frequency 0 *** 0 *** 0 *** 0 *** 0 ***

Merchant
Information

Store star rating 0 *** 0 *** 0 *** 0 *** 0 ***
Number of

reviews rating 0 *** 0 *** 0 *** 0 *** 0 ***

Store positive rating 0 *** 0 *** 0 *** 0 *** 0 ***
Service attitude

rating 0 *** 0 *** 0 *** 0 *** 0 ***

Logistics service
rating 0.061 0.028 * 0.02 * 0.03 * 0.009 **

Description rating 0.018 * 0.036 * 0.014 * 0.015 * 0.012 *

User
Information

Gender 0 *** 0 *** 0 *** 0 *** 0 ***
Age 0 *** 0 *** 0 *** 0 *** 0 ***

User star 0 *** 0 *** 0 *** 0 *** 0 ***

Log−Likelihood −431,110 −431,280 −431,100 −432,560 −432,050
LL−Null −465,420 −465,870 −465,850 −467,000 −466,740

LLR p−value 0 0 0 0 0

Note: * p < 0.05 indicates statistical significance at the 5% level (95% confidence). ** p < 0.01 indicates highly
statistical significance at the 1% level (99% confidence). *** p < 0.001 indicates extremely high statistical significance
at the 0.1% level (99.9% confidence).

Table 4. Multicollinearity test.

Dimension Variables VIF

Product
Information

Product display granularity 1.2057
Price level 1.4919
Sales level 3.5342

Favorite level 3.0699
Display priority 1.0119

Display frequency 1.8554

Merchant
Information

Store star rating 1.4020
Number of reviews rating 1.0868

Store positive rating 1.5322
Service attitude rating 3.8984
Logistics service rating 3.7150

Description rating 2.1626

User
Information

Gender 1.0111
Age 1.0363

User star 1.0347

4.3. Machine−Learning−Based Consumer Purchase Behavior Model

The purpose of this section is to determine the optimal predictive model for consumers’
purchase behavior. The sample dataset was divided into a training set and a test set with an
8:2 ratio, using logistic regression (LR), adaptive boosting (ADA), extreme gradient boosting
(XGB), multilayer perceptron (MLP), naive bayes (NB) and random forest (RF), and other
predictive modeling algorithms to analyze consumer purchase behavior. To evaluate the
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performance of each model, this study adopted a hierarchical five−fold cross−validation
technique that utilized standard metrics such as average accuracy, precision rate, and
F1 score. By comparing the experimental results of various different algorithms under
the same conditions, it can be seen that the random forest shows the best classification
ability and generalization performance compared to other algorithms. Table 5 shows
that the random forest algorithm performed best in cross−validation on the training set
(F1 = 0.8590), and Table 6 shows that it also achieved the best prediction performance in
the test set (F1 = 0.8586). This indicates its strong ability to capture the causal relationship
between consumer purchase behavior and independent variables with a good model fit.
Therefore, the random forest model can serve as a reliable prediction model for predicting
consumer purchase behavior. To observe the changes in model loss more intuitively, we
have plotted the logarithmic loss of the random forest model on the training set and
test set, respectively. Figure 1 shows that, as the number of iterations increased, both
curves showed a gradual decrease that tended to stabilize over time. At the start of the
training process, the loss was relatively high for both sets, but as the model training
progressed, the loss decreased and eventually stabilized. Additionally, the narrowing
gap between the loss curves of the training and the test sets indicates that the model
performs well in both training and generalization, promising a high−quality performance
in real−world applications.

Table 5. Cross−validation results of model training set.

LR ADA XGB MLP NB RF

Accuracy 0.6575 0.6676 0.6605 0.6625 0.6105 0.7783
Precision 0.9730 0.9730 0.9735 0.9735 0.9706 0.9725
F1_score 0.7765 0.7838 0.7787 0.7800 0.7414 0.8590
Roc_auc 0.7362 0.7410 0.7503 0.7502 0.6599 0.7730

Table 6. Prediction effect of model test set.

LR ADA XGB MLP NB RF

Accuracy 0.6581 0.6663 0.6593 0.6565 0.6112 0.7777
Precision 0.9730 0.9730 0.9735 0.9737 0.9706 0.9727
F1_score 0.7769 0.7829 0.7778 0.7757 0.7419 0.8586
Roc_auc 0.7359 0.7394 0.7495 0.7513 0.6600 0.7748
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4.4. Explainable Analysis of Consumer Purchase Behavior
4.4.1. Importance of Model Features

This study characterized the impact of each feature on consumer purchase behavior by
calculating its mean absolute SHAP value. Figure 2 shows the ranking results for the overall
importance of the features in the model, highlighting that different types of information
exerted different influences on consumer purchase behavior. Sales level had the greatest
impact on consumer purchase behavior, followed by display priority and product display
granularity. In contrast, user gender had the least impact. Regarding the information
dimension, product information (i.e., product display granularity, price level, sales level,
favorite level, display priority, and display frequency) had the greatest impact on consumer
purchase behavior, followed by merchant information (i.e., store star rating, number of
reviews, positive rating, service attitude rating, logistics service rating, and description
rating), while user information (i.e., age and gender, and user star rating) had relatively
less impact.
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4.4.2. Specific Effects of Features on Consumer Purchase Behavior

This study examined the impact of each feature on consumer purchase behavior by
calculating its mean absolute SHAP value. Figure 3 shows the overall importance of these
features and highlights how different types of information influenced consumer purchase
behavior. Certain factors, such as sales level, product display granularity, age, and user star
rating, influenced consumers’ purchase behavior after clicking on an ad. As the amount of
information available to consumers increased, they were more likely to make a purchase
after clicking an ad. Sales level had the greatest impact on consumer purchase behavior,
followed by display priority and product display granularity. In contrast, user gender
had the least impact. In terms of information dimension, product information (which
includes product display granularity, price level, sales level, favorite level, display priority,
and display frequency) had the greatest impact on consumer purchase behavior, followed
by merchant information (which includes store star rating, number of reviews, positive
rating, service attitude rating, logistics service rating, and description rating), while user
information (which includes age and gender, and user star rating) had relatively less impact,
but had a dual effect of inhibiting or encouraging behavior in different situations.
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4.4.3. Explainable Analysis of Consumer Purchase Behavior

The SHAP values shown in Figure 1 indicate that product information was a key
factor in consumers’ post−click ad decisions. Within this dimension, variables such as
product sales, display priority, product display granularity, price, and favorite level had
significant effects on consumers’ purchase behavior, as evidenced by Figure 3. To gain
deeper insight into interactions of internal variables that affect consumer purchase behavior
in this dimension, our study employed explainable interaction analysis through the use of
SHAP, focusing specifically on product information variables.

Sales levels serve as indicators that reflect the popularity and core competitiveness of
products among consumer groups and similar competing products in the same market [36].
Empirical studies have found that consumers use past sales as an anchor to judge popularity
and tend to prefer top−selling products. Figure 4a shows that the anchoring effect increases
consumers’ perceptions of quality for products with high sales volumes. Moreover, having
a detailed display of the product makes it easier for consumers to judge its quality and
make purchase decisions. Specifically, products with previously high sales volume and
detailed display signal a high perceived quality, thus motivating more consumers to pur-
chase. Similarly, as shown in Figure 4b, product sales and display frequency synergistically
promote consumer purchase behavior. As sales levels increased, products with high display
frequency were more likely to be purchased by consumers. This indicates that products
with high display frequency were more effective in promoting purchase behavior than
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those with low display frequency. The results presented are similar to those in Figure 4a,
further highlighting the critical importance of the anchoring effect on consumer purchase
decisions. The results suggest that merchants can adjust product positioning and display
frequency. This can have a direct impact on their sales levels and thus can drive consumer
purchase behavior. Consumers’ collecting behavior reflects their product preferences to
some extent [37]. As shown in Figure 4c, the likelihood of purchasing increases with sales
levels, indicating the positive impact of higher anchor values on consumer purchase behav-
ior. However, the likelihood of purchasing decreases as the number of products collected
increases. This is because collecting behavior only indicates consumers’ preferences and
intentions toward the products, rather than their actual purchase behavior. To a certain
extent, adding products to favorites can divert consumers’ purchase behavior. Products
with high favorite levels tend to attract more consumer attention and are more likely to be
purchased than products with low favorites levels in the same sales situation. Therefore, it
is recommended that consumers consider both the sales level and display situation of a
product when making purchase decisions, rather than relying solely on collecting behavior
as the only criterion. Products with high sales levels and moderate favorite levels will
receive more attention than those with high sales levels and high favorite levels.
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Figure 4d illustrates that the promotional effect of display frequency on consumer
purchase behavior increased as the display priority of the product on the recommendation
page increased. This suggests that display priority and frequency have synergistic promo-
tional effects on consumer behavior. Even when the display priority is the same, consumers
are more likely to be anchored to products with higher display frequency and encouraged
to make transactions. This finding supports the theory of the anchoring effect. Therefore,
when formulating product display strategies, merchants and platforms should prioritize
products with the highest net profit on recommendation pages with higher display priority.
It is advisable to increase the display frequency and exposure rate in order to establish
high−quality anchor information, which will ultimately increase purchase conversion rates
for shoppers. This, in turn, can increase overall platform revenues.

Figure 4e shows that the effectiveness of product information conveyed to consumers
increased with the detail level of product display. Moreover, products displayed more
frequently were more likely to be purchased by consumers. The anchoring effect suggests
that frequently displayed products have higher anchoring values, resulting in a more stable
consumer impact. Therefore, in order to optimize marketing investments, merchants and
e−commerce platforms should prioritize high−display−frequency products with detailed
displays. This strategy ensures better profitability and cost−effectiveness of product mar-
keting investment conversions. Therefore, when creating detailed product−introduction
pages, the focus should be on products with high display frequency. The results in Fig-
ure 4f suggest that products with more detailed displays had a stronger impact on driving
consumer purchase intent for low−priced products when compared to higher−priced
products. Conversely, higher−priced products were less effective in driving consumer
purchase intent than lower−priced products, despite having the same level of display
priority. This is because customers tend to consider higher−priced products as a reference
point and attribute price increases to merchant profits, creating a sense of unfairness and
discouraging the purchase of higher−priced products. Therefore, when considering both
the level of product display and pricing holistically, a marketing strategy that combines
low prices with detailed displays should be prioritized. This approach increases purchase
intent and helps merchants identify potential best−selling products.

According to the anchoring effect theory, consumers’ prior experiences and knowledge
of product anchors can influence their perceptions of prices and purchasing decisions.
Figure 4g shows that a combination of affordable and frequently displayed products
can encourage consumers to purchase. However, as prices increase, the anchoring effect
becomes more pronounced, hindering consumers’ purchase decisions. As such, displaying
products more frequently can effectively attract consumers’ attention, and those products
with reasonable prices and frequent displays are more likely to be purchased by consumers
under similar price conditions. The findings suggest that incorporating anchoring effects
into pricing strategies can enhance product exposure and branding, while also providing
competitive pricing advantages, ultimately leading to improved sales conversion rates and
overall product competitiveness.

Figure 4h shows that products with high−frequency displays are more accessible
than those with low−frequency displays. This strong anchoring effect remains consistent
across product favorite level, indicating that consumers respond positively to the perceived
anchor of display frequency. Merchants can leverage these findings to increase sales by
optimizing product display frequency and increasing brand awareness to improve product
exposure and sales conversion rates. It is important to note that favorability levels can have
a dual effect on consumer purchase behavior, similar to the effect of sales levels on favorite
levels. As a result, merchants need to comprehensively consider various factors when
developing sales strategies, rather than relying solely on favorite level to predict sales.
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5. Discussion
5.1. Theoretical Implications and Contributions

This paper aimed to investigate consumer purchase behavior in search advertising
scenarios by constructing an explainable machine learning framework based on clickstream
data. More specifically, we systematically explored the interaction effects of product infor-
mation variables, such as product sales, display priority, product display granularity, price,
and favorite level, on consumer purchase behavior. Our study provides theoretical insights
and sheds light on the key factors influencing consumer behavior in search advertising.

Firstly, we developed a clickstream data−driven model of consumer purchase behav-
ior using explainable machine learning algorithms. Our comparative analysis of different
machine learning algorithms shows that the random forest algorithm has the highest
level of suitability (F1 = 0.8586) for explainable machine learning modeling. We used this
algorithm to analyze and predict consumer purchase behavior in the context of search
advertising. Our study incorporated the SHAP explainable framework to account for
consumers’ bounded rationality cognition. We quantified and attributed the importance
of product, merchant, and user information, and ranked the factors that influence con-
sumer purchase decisions as follows: product information > merchant information > user
information. These findings are critical in understanding the key drivers of consumer
purchase behavior.

Secondly, this study examined the effect of different anchors used in search ads on
consumers’ purchase intentions. Our research shows that consumers rely heavily on
word−of−mouth to judge the popularity and quality of products. They are more likely
to purchase when presented with high−anchor information that characterizes quality
judgments (e.g., sales ratings, product display granularity, etc.). Conversely, when faced
with price anchors, consumers tend to make cost−effective choices by comparing the prices
of competing products. The results suggest that lower−priced products are more likely
to be purchased. Therefore, merchants need to consider the suitability of different anchor
points in different product categories and provide consumers with a reliable basis for
making informed decisions. This will enable consumers to make informed choices and
minimize the information gap and costs associated with their decisions. These findings
provide valuable guidance for merchants in developing effective sales strategies.

5.2. Practical Implications

The study provides valuable management insights for search advertisers and e−commerce
merchants in developing product marketing strategies and ad recommendations.

Firstly, consumers typically use historical sales as an anchor point to measure the pop-
ularity of products and tend to purchase the best−selling products. Furthermore, a more
detailed product display can improve consumers’ perceptions of product quality. Therefore,
when designing product display strategies, merchants should prioritize products with high
historical sales, display highly rated products more prominently on the recommendation
page, and increase display frequency and exposure rates to improve consumer purchase
conversion rates and platform revenues.

Secondly, a product’s historical sales level more accurately reflects the likelihood of it
being purchased than its favorite level. Products with high sales but moderate popularity
levels are more likely to be purchased than those with high popularity levels. A higher
favorite level does not necessarily guarantee higher sales. Instead, high sales more accu-
rately reflect product marketability. Therefore, merchants cannot rely solely on a product’s
favorite level to predict its likelihood of purchase. Instead, they must comprehensively
analyze the sales history and relevant market factors of products in order to develop more
effective sales strategies.

Thirdly, implementing product display and pricing strategies based on anchoring
effects can help improve the sales conversion rate and competitiveness of products. When
considering factors such as product display and pricing, merchants should prioritize a
marketing strategy that combines low prices with detailed product display pages to help
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identify potential best−selling products. In practice, merchants can skillfully combine
information such as product sales and favorite levels to develop more effective product
display and pricing strategies. Examples of this include displaying the original retail price,
price range or average price on the display pages, or enhancing a product’s appeal through
package design or gift certificates that showcase its unique features (e.g., style, quality and
function, etc.).

We argue that search advertising platforms and merchants should consider the psy-
chological aspects that influence consumer the purchase decisions. This can be achieved
through the use of explainable machine learning techniques that explore and understand
purchase behavior, especially with regard to factors such as sales and price levels that
significantly influence consumer sensibility. This research provides insights to improve
marketing strategies and enhance the user experience for search advertising, and has
practical applications for e−commerce platforms and merchant decisions.

6. Conclusions

This study presents an explainable model, which integrates the random forest algo-
rithm, to explore rational consumption behavior based on the anchoring effect. Using
actual clickstream data from a large e−commerce platform, our study investigated the
prioritization of crucial factors influencing consumers’ online purchase behavior and their
mechanisms of action. To ensure reliable results, we conducted both multicollinearity anal-
ysis and a stability analysis separately in constructing a predictive model of the customers’
purchase intentions. Several important conclusions can be drawn from the study.

Firstly, explainable machine learning models incorporating SHAP technology open up
new research directions for predicting and understanding consumers’ online purchasing
behavior. In this study, we propose an explainable model that integrates random forest.
The model clearly represents the contribution of each factor to the predicted outcomes and
takes into account the interaction between multiple factors. Therefore, it provides both a
deeper and more comprehensive understanding of the factors that influence consumers’
purchase behavior online. Compared to traditional single−variable analysis methods,
our proposed model visually and clearly illustrates the influence relationship between
influencing variables and distinguishes their positive or negative effects on the results.

Secondly, in the model explainability section, we used Shapley values to differentiate
the feature importance of influencing factors. Our results show that product information
has a higher impact on consumer purchase behavior than merchant or user information
does. This implies that consumers consider product information such as sales level, display
priority, display granularity, and price level when making purchase decisions. Such product
information is the foremost consideration for consumers and represents key directions in
which merchants should focus on improving the user experience.

Finally, multiple factors of product information can influence consumers’ online
purchase behavior through the anchoring effects. Both high−anchor (e.g., high sales,
high display frequency) and low−anchor (e.g., low price) factors can shape consumers’
perceptions and purchase decisions. Cognitive anchors (e.g., granularity and detail of
displayed products) contribute to consumer purchase intention and perceived quality.
Furthermore, the prioritization of product display and pricing strategies can also facilitate
consumer purchase behavior.

This study has both theoretical and practical implications, and several issues remain
unexplored. Firstly, we did not conduct in−depth research on other consumer behaviors in
search ads, such as browsing and cart abandonment. Secondly, we only examined the effect
of multiple variables on consumer behavior within a single aspect of product information.
Future research is needed to examine the interaction effects among different dimensions,
such as product−merchant and product−user characteristics. The following issues should
be considered in future research: (1) how to better utilize the other shopping behavior
characteristics of consumers in order to improve the marketing effectiveness of search ads,
and (2) how to strengthen research on the interaction effects among different dimensions,
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such as product information, merchant information, and user characteristics, in order to
gain a comprehensive understanding of the decision mechanisms and paths of consumers’
online shopping behavior. In addition, SHAP technology has unique interpretability and
flexibility, which greatly improves the interpretability of predictive models and has been
widely used in multiple fields. In the future, we need to further expand the application
scenarios of SHAP, such as in image recognition and video analysis. At the same time,
we can also improve the computational efficiency and reduce complexity by using more
optimized algorithms and adding support for distributed computing.
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