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Abstract: Digital transformation efforts as part of the Fourth Industrial Revolution promise to
revolutionize engineering practices. However, given the multitude of technological choices and the
diversity of potential investment decisions, many engineering entities are slow and haphazard in
their adoption of digital innovations and fail to meet the expectations set for digital engineering and
digital transformation. In this study, we analyze the literature on adoption, including a systematic
literature review on adoption theory and a characterization of where the research is focused. We
introduce the term strategic adoption to represent adoption associated with not a single innovation
but rather a digitally transformed and hyperconnected set of innovations in a digital ecosystem. From
the analysis of 22 adoption theories/models and 178 adoption factors, we introduce twelve strategic
adoption influencers and make recommendations for their use in accelerating the strategic adoption
of digital innovations leading to digital engineering transformation. We discuss the theoretical and
practical considerations for strategic adoption influencers and suggest future research directions.

Keywords: digital transformation; digital engineering; digital innovation; innovation; digitalization;
adoption factors; determinants of adoption; diffusion of innovation; digital technology; adoption
theory; strategic adoption

1. Introduction

The Fourth Industrial Revolution—also called the “digital” revolution—is bringing
about rapid transdisciplinary innovation [1,2]. Digital transformation across the engineer-
ing lifecycle relies on the emergence of new technologies, new digital engineering practices,
and digital engineering ecosystems. In the United States (U.S.), digital transformation
and digital engineering are strategies being used to ensure national security and global
leadership [3,4]. Advances in digital technologies, and digital innovations using these
technologies, are creating a wide variety of capabilities that promise to significantly reduce
cycle times and improve competitiveness [5,6].

U.S. defense contractors have well-established methods that have been honed over
many decades by acquisition requirements, regulations, and the need for workforce sta-
bility. Despite the strategic imperative and pioneering efforts of the U.S. Department of
Defense (DoD) [3], many entities struggle with achieving digital transformation throughout
their enterprise versus “random acts of digital” [7] that do not accomplish strategic goals.
Achieving strategic adoption in the digital revolution requires changes to governance
and acquisition models at a strategic level. George Westerman—a digital transformation
research scientist at the Massachusetts Institute of Technology—said, “This idea that a
thousand flowers will bloom and we will all be okay is a great way to get some ideas, but
we have not seen any transformations that happen bottom-up” [8].

While adoption of digital technologies and digital innovations may occur “bottom-
up” within an enterprise, strategic objectives such as digital transformation and digital
engineering require a coordinated application of multiple technologies and innovations to
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achieve strategic results. Consequently, there is a need for research that bridges the gap
between current adoption research, which is generally focused on individual technologies
or innovations, and adoption in the context of digital engineering and digital transforma-
tion, which is dependent on strategic application of a multitude of ever-changing digital
innovations. We refer to this new type of adoption as strategic adoption.

The motivation behind this research paper is to leverage the wide body of existing
adoption research toward finding mechanisms to accelerate the strategic adoption of digital
innovations in engineering entities supporting the United States (U.S.) defense industry.
Two research questions (RQ) are addressed:

1. What gaps exist in existing research relative to the adoption of digital innovations
leading to digital engineering and digital transformation within the U.S. defense
industry? (RQ#1)

2. Can adoption factors found in the literature be useful in the development of a research
instrument for assessing strategic adoption? (RQ#2)

This study draws on the current literature to identify adoption influencers that may
assist in advancing strategic adoption. We hypothesize that strategic adoption influencers
can be utilized to advance implementation frameworks of entities for the digital age. Further
research is needed to validate this idea; however, we discuss important considerations for
accelerating the adoption of digital innovations in a strategic manner.

Given the inconsistent application and multiple definitions of key terms related to the
research questions, a glossary of essential terms is listed below to aid in the comprehension
of this paper.

• Adoption: “a decision to make full use of an innovation as the best course of action
available” [9]. Adoption is not an act of creating or implementing digital innovation.

• Adoption factor: a determinant of adoption as identified by an adoption theory/model
or adoption study. Hundreds of unique adoption factors are identified in the numerous
adoption theories/models and studies found in the literature.

• Adoption theory/model: a theoretical framework for describing the significance of
adoption factors.

• Adoption study: an empirical study using an adoption theory/model to study adop-
tion for a particular technology or innovation.

• Capability: the ability to achieve an outcome or effect using features of a system of
interest, which contributes to a desired benefit or goal [10]. An example capability is
the ability to shorten design cycle time using digital twin innovations.

• Digital engineering (DE): “an integrated digital approach that uses authoritative
sources of systems’ data and models as a continuum across disciplines to support life-
cycle activities from concept through disposal” [11]. A digital engineering framework
used by the DoD for understanding and discussing digital engineering includes a
digital system model (engineering data), program and system supporting data, digital
threads, tools, analytics, processes, and governance [12].

• Digital engineering ecosystem (DEE): “the interconnected infrastructure, environment,
and methodology (process, methods, and tools) used to store, access, analyze, and
visualize evolving systems’ data and models to address the needs of the stakehold-
ers” [13]. The digital engineering ecosystem defined by the DoD has the following five
goals: (1) formalize the development, integration, and use of models; (2) provide an
authoritative source of truth; (3) incorporate technological innovation; (4) establish
infrastructure and environments; and (5) transform culture and workforce [3].

• Digital engineering transformation: digital transformation of engineering practices.
Digital engineering transformation is expected to fundamentally “change the way
engineering is done, change the way DoD acquisition is done, change the way we
view quality and agility, change the way systems get deployed, and change our
workforce” [14].
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• Digital innovation: “the creation [. . .] of an inherently unbounded, value-adding
novelty (e.g., product, service, process, or business model) through the incorporation
of digital technology” [15].

• Digital technology: the “electronic tools, systems, devices, and resources that generate,
store, or process data” [16] that are the “basis for developing digital innovation” [17].
Examples of digital technologies include secure cloud computing, artificial intelligence,
robotics, and virtual reality.

• Digital transformation (DT): “a fundamental change process, enabled by the innovative
use of digital technologies, accompanied by the strategic leverage of key resources
and capabilities, aiming to radically improve an entity and radically improve its value
proposition for its stakeholders” [18]. An alternative definition is the application
of innovative digital technologies that disrupt or cause a radical change in industry
“to enable major business improvements (such as enhancing customer experience,
streamlining operations, or creating new business models)” [8]. In addition, digital
transformation aims to develop an organic digital workforce that can continually
adapt and adopt new digital innovations [19].

• Engineering entity: an entity engaged primarily in one or more of the lifecycle phases
associated with engineered systems, i.e., material solution analysis (MSA), technology
maturation and risk reduction (TMRR), engineering and manufacturing development
(EMD), production and deployment (P&D), and operations and support (O&S).

• Entity: “an entity can be an organization, a business network, an industry, or soci-
ety” [18].

• Strategic adoption: adoption aligned with the strategic goals or strategic renewal of an
entity for successful digital transformation.

Figure 1 shows the relationships between key terms related to digital transformation
and digital engineering, including the role of strategic adoption. These relationships
provide a cognitive map that illustrates how adoption research is central to understanding
the mechanisms that accelerate the strategic adoption of digital innovations. The definitions
in Figure 1 were selected or adapted from the literature.

In summary, this review discusses the gaps in adoption literature as it relates to
strategic adoption of digital innovations and identifies common adoption factors that exist
in the prevalent adoption theories/models. The research investigation plan described in
the next section outlines the methods and datasets used for this purpose.



Systems 2024, 12, 118 4 of 28
Systems 2024, 12, x FOR PEER REVIEW 4 of 29 
 

 

 
Figure 1. Relationships of key terms [9–11,13,15,16,18]. 

In summary, this review discusses the gaps in adoption literature as it relates to 
strategic adoption of digital innovations and identifies common adoption factors that exist 
in the prevalent adoption theories/models. The research investigation plan described in 
the next section outlines the methods and datasets used for this purpose. 

2. Materials and Methods 
Addressing the specific research questions identified in the introduction, a six-step 

research investigation plan (RIP) was developed, as shown in Figure 2. The research 
questions in Step 1 were identified by observing that this is a unique period in history, in 
which digital engineering in the U.S. defense industry is being strategically driven and at 
the same time a digital revolution is occurring in industry. Technology adoption is 
fundamental to the success of both digital engineering and digital transformation, and a 
review of the literature in this area is relevant to assessing and discussing strategic 
adoption. 
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2. Materials and Methods

Addressing the specific research questions identified in the introduction, a six-step
research investigation plan (RIP) was developed, as shown in Figure 2. The research
questions in Step 1 were identified by observing that this is a unique period in history, in
which digital engineering in the U.S. defense industry is being strategically driven and
at the same time a digital revolution is occurring in industry. Technology adoption is
fundamental to the success of both digital engineering and digital transformation, and a
review of the literature in this area is relevant to assessing and discussing strategic adoption.

Step 2 of the RIP describes the search criteria used in establishing the knowledgebase
of records for addressing the research questions. Step 3 describes the methods utilized to
create two different datasets from the knowledgebase. The two datasets are used to address
RQ#1 and RQ#2. Step 4 utilizes DS#1 to characterize and identify gaps in the existing
adoption research in response to RQ#1. Step 5 utilizes DS#2 to perform a systematic
literature review (SLR) on adoption theories in response to RQ #2. Findings from the
analyses undertaken in Steps 4 and 5 are discussed in Step 6.

2.1. Step 2 Create Knowledgebase of Records

The methodology selected was Prisma 2020 for “new systematic reviews that include
searches of databases and other sources” [20]. The lack of a consistent ontology for identify-
ing adoption theories made it impractical to rely on a database search alone; therefore, the
methodology involved performing an initial search of two databases, using defined criteria
and then researching specific citations from articles within that dataset. The database
searches resulted in a combined knowledgebase of 591 records. The data associated with
each record includes the title, author, date, and abstract.
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The details of the database searches are as follows:

Database query: Google Scholar
Search mechanism: software application “Publish or Perish” (macOS GUI Edition)
Title words: adoption AND technology AND (model or theory)
Keywords: innovation AND digital AND engineer*
Returned 370 results.

Database query: Scopus
Search query string: TITLE (“adoption” AND “technology” AND (model OR theory)) AND
innovation AND digital AND engineer*
Returned 151 results.
Individual citation searches: multiple databases
Returned 221 results.

The citation research added another 221 records, resulting in an initial knowledge-
base of 742 records. The citation research focused on identifying original adoption theo-
ries/models versus empirical studies that utilized an established adoption theory/model.
The 742 knowledgebase records were screened into two datasets to support the two different
research questions, as described in Step 3.

2.2. Step 3 Code and Screen Available Records into Datasets

The first dataset (DS#1) was created to evaluate RQ#1 and assess what gaps exist
in existing adoption research relative to digital engineering and digital transformation
within the U.S. defense industry. Specifically, empirical studies on the adoption of digital
technologies or digital innovations were included, and all others were excluded. With this
data, adoption studies were characterized by digital technology and industry, and gaps
were assessed in relation to RQ#1. Starting with the 742 knowledgebase records, 90 were
removed as duplicates, leaving 652 records resulting from the identification stage (Figure 3).
In the screening phase, 104 were excluded as adoption theories and 127 were excluded as
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unrelated to adoption of digital technology, leaving 421 empirical adoption studies to be
included and analyzed in Step 4. All 421 records were screened using their titles, abstracts,
and publisher.
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The second dataset (DS#2) was created to evaluate RQ#2 and assess whether adoption
factors can be useful in the development of a research instrument for assessing strategic
adoption. Original and prevalent adoption theories/models were included, and empirical
studies were excluded unless part of an original adoption theory/model. With this data,
a systematic literature review was conducted, and adoption factors were identified and
categorized.

For DS#2, the identification stage started with the same 742 records in the knowledge-
base created from Step 2, of which 652 were moved to the screening stage after 90 duplicates
were removed, as shown in Figure 4. In the screening phase, an additional 591 records
were removed because they were not original adoption theories/models, could not be
retrieved, or were duplicative in nature. The remaining 61 records were included in the
SLR on technology adoption theories/models. Database queries were not found to be
as effective as citation tracing for finding original and relevant adoption theory/model
records. This is attributed to the lack of an ontology for isolating theory/models from em-
pirical studies, and the relatively large number of empirical studies relative to the number
of theories/models. Citation tracing from the studies proved to be a better technique in
isolating adoption theories/models.
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2.3. Step 4 Analysis of Dataset #1

Examining the 421 records associated with empirical adoption studies revealed sig-
nificant variation in how digital technologies and innovations are characterized. Using
Bachman notation [21], Figure 5 shows a conceptual entity relationship diagram for un-
derstanding the relationships between digital technology, digital innovation, and industry
represented by the records in DS#1. As illustrated, digital innovation can be enabled by one
or more digital technologies and applied to one or more industries. Digital technologies
can be used in many industries and one industry can utilize many digital technologies.
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Using the many-to-many relationship between digital technology and industry shown
in Figure 5, the 421 records of DS#1 were categorized. Excluding the 128 records not specific
to one industry, the top 15 represented industries account for ninety-seven percent of the
total industry specific records as shown in Figure 6. The available literature shows a strong
preference for adoption research in the education, consumer retail, finance, healthcare,
and construction industries. Aerospace or defense was not specifically represented in
the records, although industries relevant to defense were, such as transportation and
logistics and telecommunications. Figure 6 also shows the number of digital technologies
represented in the record counts. For example, the 70 records representing the education
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industry focused on the following 12 unique digital technologies: e-learning, mobile and
wearable, social media, blockchain, cloud, learning management system, smart technology,
artificial intelligence, augmented reality, model-based, information and communications
technology, and big data. Similarly, each of the other industries had a variety of digital
technologies that drive innovation.
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Examining the data from a digital technology perspective shows that eighty seven
percent of the total records are represented by the top 25 digital technologies as shown
in Table 1. Fifty-nine digital technologies were represented overall. While many of these
digital technologies could be applicable to the U.S. defense industry (e.g., Industry 4.0,
smart factory, mobile/wearable, etc.), none of the records analyzed for adoption of digital
technologies represented the U.S. defense industry specifically.

Table 1. Most represented digital technologies.

# Top 25 Digital Technologies
Represented in Dataset #1

Count of
Records

Percent of
Total Records

1 Information & comms technology
(ICT), telematics 37 8.8%

2 General or broad discussion of
technology 36 8.6%

3 e-Learning 36 8.6%

4 Mobile, wearable 28 6.7%

5 Digital banking 26 6.2%

6 Cloud, platform as a service (PaaS) 25 5.9%

7 e-Business, ubiquitous commerce 24 5.7%

8 Blockchain, distributed ledger 23 5.5%
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Table 1. Cont.

# Top 25 Digital Technologies
Represented in Dataset #1

Count of
Records

Percent of
Total Records

9 Telemedicine, mobile health
(mHealth) 17 4.0%

10 Model-based 14 3.3%

11 Enterprise software (e.g., ERP, CRM,
e-SCM, fintech) 14 3.3%

12 Smart technology, smart home 11 2.6%

13 Building information modeling
(BIM) 11 2.6%

14 e-Shopping 10 2.4%

15 Industry 4.0 7 1.7%

16 Internet 7 1.7%

17 Social media 6 1.4%

18 Remote office, telework 5 1.2%

19 Learning management system (LMS) 5 1.2%

20 Digital marketing 4 1.0%

21 Artificial intelligence 4 1.0%

22 Digital media 4 1.0%

23 Smart factory, logistics 4.0 4 1.0%

24 Game theory 4 1.0%

25 Internet of things (IoT) 4 1.0%

Total 366 87%

Owing to the dynamic nature of the digital revolution, it is expected that the list of
represented digital technologies will continue to evolve and transform as new innovations
emerge and research interests change.

2.4. Step 5 Analysis of Dataset #2

Considerable research exists on adoption theories and models and their origins, ef-
fectiveness, evolution, strengths, and weaknesses. The SLR focused on identifying a
comprehensive set of adoption theories and models from which a list of adoption factors
can be generated, analyzed, and categorized for use in assessing methods to accelerate
adoption. From the 61 records included in DS#2 (Figure 4), 22 adoption theories/models
were identified, reviewed, and summarized in Table 2.

Table 2. Summary of adoption theories and models and their adoption factors.

Adoption Theory or
Model

Date of First
Appearance in the

Literature

Common
Acronym Adoption Factors Citation

Diffusion of
Innovations Theory 1962 DOI

Communication channels, compatibility,
complexity, felt needs/problems of the

decision-making unit, image, image visibility,
innovativeness of the decision-making unit, norms
of the social system, observability, perceived ease of

use, relative advantage, socioeconomic
characteristics of the decision-making unit, time,

trialability, voluntariness of use.

Rogers, 1962 (1st
Edition) [22], 1995

(4th) [23], 2003 (5th)
[9]
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Table 2. Cont.

Adoption Theory or
Model

Date of First
Appearance in the

Literature

Common
Acronym Adoption Factors Citation

Theory of Reasoned
Action 1967 TRA

Attitude toward behavior, behavioral beliefs and
outcome evaluations, behavioral intention,

normative beliefs, motivation to comply, relative
importance of attitudinal and normative

considerations, subjective norms.

Fishbein, 1967 [24];
Fishbein & Ajzen,

1975 [25];
Ajzen, Fishbein, 1980

[26]

Social Cognitive
Theory 1977 SCT

Behavioral intention, environmental factors, goals,
outcome expectancies, perceived behavioral control,

personal factors, socio-structural factors, time.

Bandura, 1977 [27],
1986 [28], 2001 [29]

Theory of Attitude
and Behavior 1980 TAB

Affect (joy or displeasure), behavioral intention,
facilitating conditions, perceived consequences,

social factors.
Triandis, 1980 [30]

Upper Echelon
Theory 1984 UET

Age, cognitive-based values, education, experience,
financial position, functional tracks, group

characteristics, other career experiences,
socioeconomic roots.

Hambrick & Mason,
1984 [31]

Theory of Planned
Behavior 1985 TPB

Attitude toward behavior, behavioral beliefs and
outcome evaluations, behavioral intention, control
beliefs and perceived facilitation, normative beliefs

and motivation to comply, perceived behavioral
control, subjective norms

Ajzen, 1985 [32], 1991
[33]

Structuration Theory
and Adaptive

Structuration Theory
1986 ST

AST

Appropriation of structures, atmosphere, conflict
management, decision processes, efficiency,

emergent sources of structure, group’s internal
system, knowledge and experience, leadership,

new social structures, perceptions, resources, rules,
social interaction, structure of advanced

information technology, styles of interacting, time.

Giddens, 1986 [34];
DeSanctis & Poole

1994 [35]

Technology
Acceptance Model 1989

TAM
TAM2
TAM3

Anxiety, attitude toward behavior, behavioral
intention, enjoyment/perceived enjoyment,
experience, external variables, image, image

visibility, job relevance, job fit, output quality,
perceived ease of use, perceived usefulness,

perceptions of external control, playfulness, result
demonstrability, self-efficacy, subjective norms,

usability, voluntariness of use.

Davis, 1989 [36];
Davis, Bagozzi &

Warshaw, 1989 [37];
Venkatesh & Davis,

2000 [38]; Venkatesh &
Bala, 2008 [39]

Technology -
Organization -

Environment Model
1990 TOE

Adaptable innovations, availability, championship,
communication processes, compatibility,

competitive pressures, complexity, firm size, formal
and informal linking structures, government
regulation, regulatory environment, industry

characteristics and market structure, management
risk position, market uncertainty, organizational
readiness, perceived barriers, perceived direct

benefits, perceived financial cost, perceived
government pressure, perceived industry pressure,

performance gap, presence of champions,
regulatory support, relative advantage, role of

information technology, satisfaction with existing
systems, slack, strategic planning, technology

characteristics, technology competence, technology
integration, technology readiness, technology

support infrastructure, top management support,
trialability.

Tornatzky & Fleicher,
1990 [40]

Model of PC
Utilization 1991 MPCU Complexity, job relevance, job fit, long-term

consequences, social factors.
Thompson, Higgins,

Howell, 1991 [41]

Motivational Model 1992 MM

Behavioral intention, enjoyment/perceived
enjoyment, output quality, perceived ease of use,

perceived usefulness, relative importance of
attitudinal and normative considerations.

Davis, Bagozzi &
Warshaw, 1992 [42]
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Table 2. Cont.

Adoption Theory or
Model

Date of First
Appearance in the

Literature

Common
Acronym Adoption Factors Citation

Task-Technology Fit
Model 1995 TTF

Authorization, compatibility, data quality, ease of
use/training, locatability, relationship, reliability,

timeliness.

Goodhue, Thompson,
1995 [43]

Institutional Theory
and Process-

Institutional-Market-
Technology
Framework

1995 INST
PIMT

Business processes, change instruments, change
strategies, coercive forces, contracts and

agreements, governance, information exchange,
market structure, mimetic forces, normative forces,
norms and cultures, regulations and legislations,

shared infrastructure.

Scott, 1995 [44];
Koppenjan &

Groenewegen, 2005
[45];

Janssen, et al. 2020
[46]

Decomposed TPB and
Augmented TAM 1995 DTPB

A-TAM

Attitude toward behavior, behavioral intention,
compatibility, complexity, facilitating conditions,

perceived behavioral control, perceived ease of use,
perceived usefulness, relative advantage, relative

importance of attitudinal and normative
considerations, self-efficacy, social or peer influence,

superior’s influence.

Taylor & Todd, 1995
[47,48]

Lifecycle Behavior
Model 1997 LBM Age, perceived financial cost, time, total expected

discounted benefits.
Swanson et al., 1997

[49]

Fit-Viability Model 2001 FVM

Alignment with core capabilities, alignment with
other company initiatives, cost benefit, ease of
technical implementation, fit with company’s

culture and values, fit with organizational structure,
funding requirement, market value potential,

maturity of the environment, personnel
requirements, time to positive cash flow, user’s

ability, user’s willingness.

Tjan, 2001 [50];
Liang, Wei 2004 [51]

Practice Theory and
Ecosystem Adoption

of
Practices Over Time

2002 PT
EAPT Ecosystem, time.

Reckwitz 2002 [52];
Nysveen, Pedersen,

Skard (2020) [53]

Unified Theory of
Acceptance and Use of

Technology
(2/Extended)

2003 UTAUT
UTAUT2

Age, behavioral intention, compatibility,
complexity, effort expectancy, experience, extrinsic
motivation, facilitating conditions, gender/gender

sensitivity, habit (from experience), hedonic
motivation, image, image visibility, job relevance or
job fit, outcome expectancies, perceived behavioral
control, perceived ease of use, perceived usefulness,

performance expectancy, price value, relative
advantage, social factors, social or peer influence,

subjective norms, voluntariness of use.

Venkatesh et al., 2003
[54];

Venkatesh, Thong, Xu,
2012 [55]

Value-Based
Adoption Model 2007 VAM

Behavioral intention, enjoyment/perceived
enjoyment, perceived fee, perceived usefulness,

perceived value, technicality.

Kim, Chan, Gupta,
2007 [56]

Model of Acceptance
with Peer Support 2009 MAPS Network centrality, network density, value network

centrality, value network density. Sykes et al., 2009 [57]

Socio-Psycho
Networks

Complexity Theory
2011 SPNCT

Accessibility, age, compatibility, competitive
pressures, computer self-efficacy, consumer
readiness, education, enjoyment/perceived

enjoyment, experience, facilitating conditions, firm
size, gender/gender sensitivity, group

homogeneity, image, image visibility, information
searching behavior, interactivity, interoperability,
organization mission, owner/family influence,
participation, perceived ease of use, perceived
service quality, perceived usefulness, reliability,

result demonstrability, scope of business operation,
serviceability, subjective norms, trading partners’
readiness, trialability, trust, voluntariness of use,

work pattern.

Ukoha et al., 2011 [58]
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Table 2. Cont.

Adoption Theory or
Model

Date of First
Appearance in the

Literature

Common
Acronym Adoption Factors Citation

Firm Technology
Adoption Model 2017 F-TAM

Government championship, government policy,
industry adoption, managerial innovativeness,
organizational readiness, perceived ease of use,

perceived indispensability, perceived social
influences, perceived usefulness, risk-taking

culture, strategic fit, technological readiness, trust
in digital operations.

Doe et al., 2017 [59]

The adoption factors selected in the fourth column of Table 2 are explicitly discussed
in the adoption theories/models cited. Since adoption theories are often extended or
improved over time, there is some duplication and similarity in the adoption factors
identified. Additional details on the origin and context of the adoption factors can be seen
in Appendix A. A glossary of all adoption factor terms was created to facilitate further
analysis in addressing RQ#2. This glossary is available as supplementary materials (DOI:
10.5281/zenodo.10648083).

3. Findings and Discussion (Step 6)

Using the analysis performed on DS#1 in Step 4 of the RIP, and the SLR on DS#2 in
Step 5 of the RIP, we discuss findings in the context of the two research questions in the
following sections.

3.1. Research Question #1

Research question #1 asks what gaps exist in existing research relative to the adoption
of digital innovations leading to digital engineering and digital transformation within the
U.S. defense industry. Five gaps are identified and discussed, forming the basis for future
research opportunities.

1. Lack of Adoption Research supporting the U.S. Defense Industry
Few scholarly articles exist in the public domain related to the adoption of digital
innovations within the U.S. defense industry. DS#1 did not contain any research
articles that directly addressed adoption of digital technology in the aerospace and
defense industry. Numerous digital innovation presentations and strategies have been
approved for general release by the U.S. DoD; however, adoption-related literature has
not been found. Additionally, considerable media attention has been paid to successful
engineering entities that utilize digital innovations (e.g., SpaceX, Boeing, Apple), but
adoption-related literature is sparse. The lack of adoption-related literature for the
defense industry and the lack of adoption-related literature for digitally innovative
engineering entities is likely due to the privacy and secrecy requirements of these
entities. This is understandable, given the profound effects of digital innovation on
competitiveness and national security.

2. Lack of Adoption Research on Digital Engineering Technologies and Innovations
Adoption research is sparse for many digital engineering innovations, such as dig-
ital threads, digital twins, model-based systems engineering, continuous integra-
tion and delivery, and engineering analytics. This provides fertile ground for addi-
tional research—particularly in the U.S. defense sector, which has a well-defined and
well-documented strategy for digital engineering transformation [3]. Interestingly,
computer-aided design (CAD), computer-aided engineering (CAE), and DevOps are
prerequisites for digital engineering transformation; however, these are minimally
represented in the literature. Research is increasingly being conducted on cloud in-
frastructure, blockchain, Industry 4.0, smart manufacturing, and virtual reality. It is
unclear why some digital engineering technologies and innovations receive greater
attention from researchers than others. A framework for model-based systems engi-
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neering (MBSE) adoption was published by the Systems Engineering Research Center
(SERC) [60]. The SERC MBSE adoption framework is based on insights from a survey
of obstacles and enablers to MBSE adoption, which it maps to the Baldridge Excel-
lence Framework’s® seven criteria categories for performance excellence, including
strategy, leadership, operations, workforce, customers, measurement and analysis,
and results [61]. This paper further contributes to SERC’s research by providing
a comprehensive literature review on adoption and making recommendations for
further research in the discussion of RQ#2.

3. Lack of a Common Glossary and Ontology of Adoption Factors
From the literature, 178 determinants of adoption are identified from the theoretical
models; however, for practical reasons, individual adoption studies utilize only a
small fraction of these. While many of the terms utilized are unique, some have only
nuanced distinctions in their definitions or are synonyms. For example, top manage-
ment support, leadership, superior’s influence, championship, and presence of champions
have nuanced definitions. It is left for future research to advance the use of a common
glossary of adoption factor terms as the basis for a common ontology. A standardized
ontology and common glossary can simplify future adoption research. This is impor-
tant because researchers are increasingly using combinations of theoretical models
and continue to develop unique terms to represent variations of the original adoption
theory terms for adoption factors.

4. Lack of Assessment Models for Digital Transformation and Digital Engineering
In the digital age, digital technologies and digital innovations continuously emerge,
creating a vast array of potential innovation areas. Adoption research focuses pri-
marily on a single digital innovation or digital technology and not on digital trans-
formation within an entity or digital engineering in general. Digital engineering
and transformation rely on multiple digital technologies interconnected in a digital
engineering ecosystem to radically transform and improve capabilities. As digital
transformation and digital engineering are relatively new concepts in scholarly lit-
erature [62], there are no models currently available for assessing strategic adoption
leading to these digital objectives.

5. Lack of Implementation Frameworks and Actionable Guidance
“One of the most common criticisms of [adoption models] has been the lack of ac-
tionable guidance to practitioners” [63]. Adoption research should ideally influence
the design of enterprise strategies and implementation frameworks. “While existing
literature demonstrates how a strategy for digital transformation can be developed,
we know little about how it is implemented” [64]. Further research on implementation
frameworks and solutions to accelerate the adoption of digital innovations is required.
“Well articulated models, grounded in research and literature, are the most potent
kinds of frameworks, yielding clear and lasting outcomes” [65]. Further research
into the design and evaluation of implementation frameworks and their effects on
strategic adoption will provide actionable guidance to practitioners. Differently
from the SERC adoption research, which leverages the Baldridge Framework for
Performance Excellence [61], the authors identify alternatives for applying adoption
research to many different implementation frameworks in the discussion of RQ#2.

In summary, these five gaps support the need for additional research in addressing
the difficulties experienced within the U.S. defense industry in achieving the promises
of digital engineering and digital transformation. They also highlight the fundamental
shift in adoption research that we believe is necessary to address adoption in a strategic
manner. This strategic shift is being necessitated by the Fourth Industrial Revolution,
which is rapidly introducing new digital technologies and innovations that need to be
interconnected to radically improve an entity.
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3.2. Research Question #2

RQ#2 asks whether adoption factors found in the literature can be useful in the
development of a research instrument for assessing strategic adoption. From the SLR in
Step 5 of the RIP, 22 adoption theories/models were reviewed, representing a total of
178 unique adoption factors. To answer RQ#2, the adoption factors were categorized as
12 strategic adoption influencers (SAI). We hypothesize that these SAIs, being derived
from the vast body of adoption research, can be useful in the development of a research
instrument for assessing strategic adoption within the U.S. defense industry and across
multiple industries.

A systems-thinking approach known as affinity diagramming [66] was used as the cat-
egorization method. The benefit of this method is that it utilizes convergent thinking, which
is congruent with survey design and the development of a future research instrument. The
affinity-diagramming method was utilized to develop 12 categories of strategic adoption
influencers based on the logical binning of 178 adoption factors as shown in Figure 7. A
glossary of adoption factor terms was available during the affinity diagramming process.
As each category emerged, a category label, and a general question for each category
was formulated to ensure that each adoption factor in that category had the potential to
contribute to its assigned grouping. The final affinity diagram is presented in Table 3 and
the affinitized categories shown in column two are the strategic adoption influencers. We
intend to validate that these categories are relevant to strategic adoption leading to DE and
DT with a larger stakeholder group in future research.
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Table 3. Adoption influencers for DE/DT: affinitized adoption factor categories.

Adoption
Influencers

Relationship
to Entity

# Affinitized
Category

General Question to Be
Answered for Each

Affinitized Category

In
di

vi
du

al

En
ti

ty

En
vi

ro
nm

en
t

Affinitized Adoption Factors

1 Facilitating
Conditions

Do conditions exist
within the entity that
facilitate adoption of

DI/DT?

✔

championship, change instruments, change strategies, coercive
forces, communication channels, communication processes, conflict
management, decision processes, extrinsic motivation, facilitating

conditions, innovativeness of the decision-making unit, interactivity,
leadership, managerial innovativeness, network centrality, network

density, owner/family influence, performance gap, presence of
champions, resources, risk-taking culture, superior’s influence, time,

timeliness, top management support, voluntariness of use

2
Perceived

Outcome &
Value

Do I expect positive
outcomes and value

from my performance
or the capabilities of the

entity by adopting
DI/DT?

✔ ✔

behavioral beliefs and outcome evaluations, control beliefs and
perceived facilitation, cost benefit, data quality, efficiency, funding
requirement, job relevance, job fit, outcome expectancies, output

quality, perceived direct benefits, perceived fee, perceived financial
cost, perceived usefulness, perceived value, performance

expectancy, price value, relative advantage, result demonstrability,
task outputs, time to positive cash flow, total expected discounted

benefits, value network centrality, value network density

3
External

Pressure &
Influence

Do conditions exist
outside the entity (in the

environment) that
influence me or the

entity to adopt DI/DT?

✔

competitive pressures, consumer readiness, contracts and
agreements, environmental factors, external variables, government

championship, government policy, government regulation,
regulatory environment, industry adoption, industry characteristics
and market structure, market structure, market uncertainty, market

value potential, maturity of the environment, mimetic forces,
perceived government pressure, perceived industry pressure,

regulations and legislations, regulatory support, trading partners’
readiness

4 Operational
Alignment

Does the DI/DT align
with the entity’s

infrastructure,
capabilities, initiatives,

processes, and
operational

requirements?

✔

alignment with core capabilities, alignment with other company
initiatives, appropriation of structures, business processes, emergent

sources of structure, fit with organizational structure, functional
tracks, governance, groups internal system, information searching
behavior, perceived service quality, role of information technology,

rules, scope of business operation, serviceability, shared
infrastructure, slack, work pattern

5
Social

Influence &
Status

Is there social influence
to adopt DI/DT and do
I expect my social status

within the entity or
environment to improve

by adopting DI/DT?

✔ ✔

atmosphere, formal and informal linking structures, image, image
visibility, new social structures, normative beliefs and motivation to

comply, participation, perceived social influences, relationship,
relative importance of attitudinal and normative considerations,
social factors, social interaction, social or peer influence, styles of

interacting, subjective norms

6
Technology

Requirements
and Ecosystem

Will the DI/DT under
consideration meet the

technology
requirements for the
entity and integrate

with the Digital
Ecosystem?

✔

accessibility, adaptable innovations, authorization, availability,
ecosystem, information exchange, interoperability, locatability,

observability, reliability, structure of advanced information
technology, technicality, technology characteristics, technology

integration, technology support infrastructure, trialability

7 Belief
Alignment

Is adopting DI/DT
congruent with the

beliefs, norms, values,
and needs of the

individual or entity?

✔ ✔

cognitive based values, compatibility, computer self-efficacy, felt
needs/problems of the decision-making unit, fit with company’s

culture and values, normative forces, norms and cultures, norms of
the social system, organization mission, perceived indispensability,
perceptions of external control, satisfaction with existing systems,

self-efficacy

8 Demographic
Characteristics

Do the individual’s or
the entity’s

demographics support
adoption of DI/DT (i.e.
age, gender, education

level, years of
experience, job grade,

experience with DT/DE,
etc.)?

✔ ✔

age, education, financial position, firm size, gender/gender
sensitivity, group characteristics, group homogeneity, knowledge

and experience, other career experiences, personal factors,
socioeconomic characteristics of the decision-making unit,

socioeconomic roots, socio-structural factors
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Table 3. Cont.

Adoption
Influencers

Relationship to
Entity

# Affinitized
Category

General Question to Be
Answered for Each

Affinitized Category

In
di

vi
du

al

En
ti

ty

En
vi

ro
nm

en
t

Affinitized Adoption Factors

9 Effort
Expectancy

Do I expect the effort
associated with

adopting DI/DT for me
and the entity to be

acceptable?

✔ ✔

complexity, ease of technical implementation, ease of use,
effort expectancy, experience, habit (from experience),

perceived behavioral control, perceived ease of use, personnel
requirements, technology competence, usability, user’s ability

10 Perceived
Risk

Do I trust that the risk
to myself or the entity
by adopting DI/DT is

acceptable?

✔ ✔

long term consequences, management risk position,
organizational readiness, perceived barriers, perceived

consequences, technological readiness, technology readiness,
trust, trust in digital operations

11 Behavioral
Affect & Intent

Do I have or expect to
improve positive
feelings toward

adopting DI/DT?

✔
affect, anxiety, attitude toward behavior, behavioral intention,

enjoyment/perceived enjoyment, hedonic motivation,
perceptions, playfulness, user’s willingness

12 Strategic
Alignment

Does the DI/DT align
with the entity’s stated

strategic goals and
objectives?

✔ goals, strategic fit, strategic planning

The potential relationship between each strategic adoption influencer and either the
individual, the entity, or the environment is shown in the Relationship to Entity columns
of Table 3 with check marks. This provides additional insight into the SAIs and the extent
of their influence. For example, the SAI facilitating conditions describes the conditions
within the entity alone, whereas external pressure and influence describes the conditions in
the environment alone. Other SAIs may have to do with the individual or a combination
of individual and entity. Understanding these relationships based on the origin of the
affinitized adoption factors in relation to their adoption theory/model can assist with the
development of future survey instruments.

3.3. Strategic Adoption Influencers and Digital Transformation (DT)

Using the principles of systems thinking and the affinity diagramming method [66],
our research introduces a simplified set of strategic adoption influencers. We created
these SAIs to support the development of a future research instrument that can provide
actionable implementation guidance leading to digital engineering and digital transfor-
mation in engineering entities supporting the U.S. defense industry. Figure 8 starts with
the relationships identified in Figure 1 and overlays the influence of SAIs for both current
research and future research opportunities related to implementation guidance. The green
boxes and their connecting arrows indicate the flow of digital innovation, and the blue
ovals represent the implementation frameworks needed to support this flow. The gradient
blue and green shapes represent digital transitions that are currently occurring as part of
the digital revolution. For example, traditional strategic planning is now being discussed
in the context of strategic renewal, and traditional ICT is being supplanted by digital
technology. In the following sections, Figure 8 provides context for further discussion on
the relationship of SAIs to future research.
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3.4. Strategic Renewal vs. Strategic Planning

Strategic renewal is the “process that allows organizations to alter their path depen-
dence by transforming their strategic intent and capabilities” [67]. In the digital transforma-
tion context, this implies a level of strategic planning that significantly changes the business
model through digital innovation. “Firms should ensure close integration of digital tech-
nology diffusion with their strategy function and processes to ensure they inform and
reinforce each other” [68]. These ideas are supported by Hess et al.’s conceptual framework
for formulating a digital transformation strategy, which has four key dimensions: (1) the
use of technologies, (2) changes in value creation, (3) structural changes, and (4) financial
aspects [69]. The SAIs strategic alignment, operational alignment, facilitating conditions, per-
ceived outcomes & value, and technology requirements & ecosystem recognize the importance of
these dimensions. However, there is an inherent limitation in that the adoption factors that
they are based on are focused on individual technologies and innovations as opposed to
significant structural changes. By generalizing the adoption factors into strategic adoption
influencers these limitations can be mitigated. For example, the technology requirements
& ecosystem adoption influencer considers the structural changes and interconnectedness
needed in a digital ecosystem.

3.5. Strategic Adoption Influencers and Implementation Frameworks

To accelerate the strategic adoption of digital innovations, implementation frameworks
must evolve to better support digital transformation. Derived from a vast and mature body
of scholarly adoption research, strategic adoption influencers can be used to guide the
evolution of implementation frameworks (e.g., Maturity Model, Portfolio Management,
Project Management, Change Management, Activity Management, Performance Manage-
ment). By examining implementation frameworks in the context of SAIs, opportunities
to accelerate DE and DT can be exploited. For example, a maturity model framework
can be used to build external pressure and influence by benchmarking the DE maturity of
the entity against competing entities [70]. Similarly, portfolio management can publish a
catalog of strategically important and mature DE solutions that lowers perceived risk and
effort expectancy, thereby improving adoption and accelerating DE. As these two examples
illustrate, the ability to view implementation frameworks in the context of SAIs creates
limitless opportunities to improve adoption. Further research is needed to establish the
significance SAIs may have in accelerating adoption leading to DE/DT.



Systems 2024, 12, 118 18 of 28

3.6. Limitations and Future Research

Despite being systematically developed, our research is not without limitations. Firstly,
the adoption factors utilized were from adoption theories/models which have not always
produced consistent results in terms of their significance in empirical studies of specific
technologies. The affinity diagramming methodology lessens any potential effect of this
by aggregating many adoption factors into strategic categories, thereby reducing any one
adoption factor’s influence.

Secondly, the affinity diagramming process itself may produce different categoriza-
tions depending on the participants. Since the SAIs are a direct result of this categorization,
they should be considered preliminary until validated in future research.

Thirdly, since digital technologies and digital innovations are constantly evolving,
it is likely that SAIs and their significance will change over time as entities evolve and
individuals’ perception of DE/DT change. Given the desire to use SAIs in determining im-
plementation guidance, it is recommended that future research benchmark SAI significance
periodically to account for these expected trends, similarly to how Prosci Inc. monitors
change management factors in its biannual survey [71].

Finally, whether there are industry-specific variations in strategic adoption influencers
is an unexplored area of research. As more research becomes available on adoption leading
to DE/DT, future research could examine any industry-specific tendencies of the SAIs. This
could confirm the universality of the SAIs or make the argument for more industry-specific
SAIs.

4. Conclusions

Adoption research is mature, particularly regarding ICT. Numerous adoption theories
and models have been developed and researched over the past 50 years, and thousands
of adoption studies representing various industries, technologies, innovation areas, and
demographics have been conducted. While much of the empirical research has focused on
a single technology-based innovation, we know that the Fourth Industrial Revolution, i.e.,
the digital revolution, requires the strategic integration of multiple innovations across an
entire digital ecosystem [70]. We also know that almost infinite innovations are possible, as
“Moore’s and Metcalf’s laws govern the broadening availability and commoditization of
digital technologies” [72], and that numerous approaches can be used by entities to achieve
digital transformation [73]. As such, there is a need for a new type of adoption research
that focuses on strategic adoption and guides the adoption choices of digital innovations in
accordance with strategic renewal. This new research must be grounded in implementation
frameworks, and adoption research can help these frameworks to adapt to the changes
brought about by the digital revolution.

Our research contributes by introducing the concept of strategic adoption leading
to digital transformation, and suggests ways to leverage the existing body of research to
accelerate strategic adoption. First, we examined a large dataset of adoption studies and
characterized its industry focus and gaps. We found that the defense industry is not well
represented in the currently available adoption research and yet may benefit from the
research theories/models being applied across many industries. Second, we conducted an
SLR of adoption-related theories/models and compiled a comprehensive list of adoption
factors. We then categorized these adoption factors into strategic adoption influencers.
Third, we discussed how SAIs can be utilized to better adapt implementation frameworks
to the digital age and, in doing so, accelerate the strategic adoption of digital innovations
leading to DE/DT. We hope our recommendations for leveraging the large body of adoption
research for this purpose may provide novel insights into accelerating strategic adoption
across many industries, including the U.S. defense industry.

Supplementary Materials: The following supporting information can be downloaded at: http:
//doi.org/10.5281/zenodo.10648083 (accessed on 11 February 2024), Glossary of Adoption Factor
Terms Version v1.
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Appendix A

This appendix provides additional details beyond those shown in Table 2 of the SLR
performed in Step 5 of the RIP. These details include additional context around the origins
of the theory/model, additional citations, and, where appropriate, definitions of adoption
factor terms. For ease of reading, adoption factor terms from the adoption theories/models
cited are italicized.

Appendix A.1. Diffusion of Innovation (DOI) Theory

The DOI theory was first published in a book titled Diffusion of Innovation in 1962 by
Everett M. Rogers [22] and has evolved over the decades. The fourth [23] and fifth [9]
editions are the most frequently cited. Diffusion is defined as “how innovations, defined as
ideas or practices that are perceived as new, are spread” [74].

DOI has four main elements for adoption: characteristics of the decision-making unit
(social system), perceived characteristics of the innovation, communication channels, and time. It
is often represented as an s-shaped adoption curve, with the percentage of adopters on the
y-axis and time on the x-axis, illustrating a critical point where adoption accelerates and
then tapers off. “Innovations that are perceived as (a) relatively advantageous (over ideas
or practices they supersede), (b) compatible with existing values, beliefs, and experiences,
(c) relatively easy to comprehend and adapt, (d) observable or tangible, and (e) divisible
(separable) for trial, are adopted more rapidly” [74]. Moore and Benbasat’s article titled
Development of an Instrument to Measure the Perceptions of Adopting an Information Technology
Innovation summarizes DOI adoption factors as follows: relative advantage, compatibility,
complexity, trialability, and observability [75].

Tarhini et al.’s article A Critical Review of the Theories and Models of Technology Adoption
and Acceptance in Information Systems Research is a more recent DOI review [76]. Additional
DOI adoption factors identified in this review include the following: previous practice,
felt needs/problems, innovativeness, norms of the social system, socioeconomic characteristics,
personality variables, and communication behavior.

Appendix A.2. Theory of Reasoned Action (TRA)

Rooted in social psychology, the TRA was introduced in 1967 by Martin Fishbein [24]
and later extended by Icek Ajzen [25].

The theory has three main elements of adoption: attitude toward act or behavior, subjective
norm, and behavioral intention [26]. Behavioral intention is a key tenet of this theory and differs
from behavior itself. Behavioral intention is influenced by attitudes and subjective norms.
The model assumes that behavior cannot be predicted unless intention is known. The
limitations of the theory are widely known [76]; however, the TRA has served as the basis
for other theories, such as the theory of planned behavior [32], the theory of attitude and
behavior [30], and the technology acceptance model [77].
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Appendix A.3. Social Cognitive Theory (SCT)

First published in a journal article entitled Toward a Unifying Theory of Behavioral Change
in 1977 by Albert Bandura [27], SCT has theoretical roots in social learning theory dating
from earlier decades [77]. Bandura traces its evolution to Chapter 2 of the 2005 edition of
Great Minds in Management, The Process of Theory Development [78]. SCT has been widely
used in the study of human psychology and behavior [79] for the purpose of improving
organizational effectiveness [80].

SCT has three main elements of adoption: personal factors and behaviors (e.g., cognitive,
affective, and biological), environmental factors, and behavior [28]. The model relies on the
feedback between all three elements. SCT posits that behavior is driven by self-efficacy,
outcome expectancies (both personal and performance-related), and goals [80]. Self-efficacy
is the cornerstone of this theory and is embedded throughout SCT research. It is defined
as the ability of a person to produce a desired outcome through a belief in his/her own
capability.

Appendix A.4. Theory of Attitude and Behavior (TAB)

The TAB was introduced by H. C. Triandis in 1980 [30]. The determinants of adoption
behavior utilized in TAB are facilitating conditions and intentions, with intentions driven by
social factors, affect, and perceived consequences. Affect is an imprecise term that refers to “the
feelings of joy, elation, pleasure, or depression, disgust, displeasure, or hate associated with
an individual” [30].

Appendix A.5. Upper Echelon Theory (UET)

UET was introduced by Donald C. Hambrick and Phyllis A. Mason in 1984 [31]. It
uses the term strategic choice, which is a generalized term leading to general management
outcomes, versus the strategic adoption term introduced herein, which focuses on achieving
digital transformation outcomes. The determinants of strategic choice are based on the
theory that the characteristics of an organization’s top management (i.e., upper echelons)
influence strategic choice. The determinants are divided into two categories: (1) psycholog-
ical, which includes cognitive-based values, and (2) observable, which includes demographic
characteristics of age, functional tracks, other career experiences, education, socioeconomic roots,
financial position, and group characteristics.

The age composition, experience, and gender sensitivity factors of senior management
teams were shown to “have significantly strong power of predicting the extent of adop-
tion”, while group homogeneity and education had negative or weak impacts in a study
performed on small and medium enterprises in 2011 [81].

Appendix A.6. Theory of Planned Behavior (TPB)

The TRB was introduced in 1985 by Icek Ajzen as an extension of the TRA [32]. A
complete and commonly referenced version was published in 1991 [33]. TPB adds perceived
behavioral control to the TRA model and thus overcomes the TRA’s limitation of a relatively
fixed construct of attitude [82]. Perceived behavior control is defined as the perceived “ease or
difficulty of performing a behavior” [33].

In 2013, Ajzen and Sheikh responded to critiques that the TPB may not adequately
account for anticipatory affect. They “were able to show that when all variables are assessed
either with respect to performing the behavior or with respect to avoiding the behavior,
anticipated affect makes no independent contribution to the prediction of intentions” [83]. In
2015, Ajzen once again responded to various critiques regarding TPB, with a full discussion
of the impact of behavior change intervention [84].

Appendix A.7. Structuration Theory (ST) and Adaptive Structuration Theory (AST)

ST was introduced by Anthony Giddens in his book The Constitution of Society: Outline
of the Theory of Structuration [34]. AST was later introduced in 1994 by DeSanctis and
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Poole [35] to address “perceived weaknesses of previous structuration theories, which were
seen as giving only weak consideration to IT” [85].

In AST, social interaction influences decision outcomes (i.e., adoption), and includes
appropriation of structures and decision processes as factors. There are five other determinants
that influence social interactions: structure of advanced information technology (e.g., structural
features, leadership, efficiency, conflict management, atmosphere), other sources of structure (e.g.,
task, organization environment), group’s internal system (e.g., styles of interacting, knowledge
and experience, perceptions), emergent sources of structure, and new social structures (e.g., rules,
resources). Time is also a significant factor in ST and AST.

Lewis and Suchan conducted a case study using ST to discuss the adoption of a global
transportation network by the U.S. DoD [86]. “It is reasonable to believe that Structuration
Theory based concepts and the qualitative case study methodology are promising for
tackling the long existing difficulties in the traditional IT/IS adoption research” [87].

Appendix A.8. Technology Acceptance Model (TAM/TAM2/TAM3)

The TAM was introduced in 1989 by Fred D. Davis as a variant of the TRA [36]. It was
“developed in [the] information technology field, while TRA and TPB developed in the
psychology field, so that it is less general than TRA and TPB” [77]. The TAM includes the
following determinants of adoption: behavioral intention, attitude toward behavior, perceived
usefulness, perceived ease of use, and external variables. It “has consistently outperformed the
TRA and TPB in terms of explained variance across many studies” [88]; however, it has
limitations because of its simplicity.

The TAM was extended by Venkatesh and Davis in 1996 and 2000 to include the
social influence processes of subjective norm, voluntariness, and image, as well as cognitive
instrumental processes of job relevance, output quality, and result demonstrability [38,89]. The
resulting model TAM2 was significantly better than the TAM for explaining variance [76].

The TAM was again extended in 2008 by Viswanath Venkatesh and Hillol Bala, result-
ing in TAM3 [39]. Leveraging the TAM and TAM2, TAM3 includes the following additional
determinants of perceived ease of use: computer self-efficacy, perceptions of external control,
computer anxiety, computer playfulness, perceived enjoyment, and objective usability. The most
important aspect of this study was Venkatesh and Bala’s recognition of the gap in practical
interventions. Their key tenet “is that unless organizations can develop effective interven-
tions to enhance IT adoption and use, there is no practical utility of our rich understanding
of IT adoption”. They go on to say that “there is little or no scientific research aimed at
identifying and linking interventions with specific determinants of IT adoption” [39].

A literature review of the development and extension of TAM and its future was
presented in Joseph Bradley’s article If We Build It, They Will Come? The Technology Acceptance
Model [90].

Appendix A.9. Technology-Organization-Environment (TOE) Model

The TOE model was introduced in 1990 by Louis G. Tornatzky and Fleischer in
their book The Processes of Technological Innovation [40]. Jeff Baker distills the TOE model
and provides an overview and literature review of TOE in his book, in the chapter The
Technology-Organization-Environment Framework [91].

As its name implies, the TOE model includes three contexts. The technological context
includes availability and technology characteristics as determinants of adoption. The orga-
nizational context includes formal and informal linking structures, communication processes,
size, and slack. The environmental context includes industry characteristics and market struc-
ture, technology support infrastructure, and government regulation. Baker’s literature review
identified 11 studies in which the TOE model was utilized for extracting the statistically
significant adoption factors [91]. Using these data, the following additional adoption factors
were included in the technological context: perceived barriers, compatibility, complexity, per-
ceived direct benefits, relative advantage, trialability, technology readiness, technology competence,
and technology integration. For the organizational context, the following additional factors
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were identified: satisfaction with existing systems, firm size, strategic planning, infrastructure,
top management support, championship, perceived financial cost, perceived technical competence,
presence of champions, organizational readiness, employee’s IS knowledge, firm scope, financial
resources, and financial commitment. For the environmental context, the following additional
factors were identified: competitive pressure, regulatory environment, regulatory support, role
of IT, management risk position, adaptable innovations, perceived industry pressure, perceived
government pressure, performance gap, and market uncertainty.

Appendix A.10. Model of PC Utilization (MPCU)

The MPCU was introduced by Ronal L. Thompson, Christopher A. Higgins, and Jane
M. Howell in 1991 [41]. It has its roots in the TRA [25] and the TAB [30]. In the MPCU,
the significant determinants of adoption are complexity, job fit, long-term consequences, and
social factors.

Appendix A.11. Motivational Model (MM)

“Since the 1940s, many theories have resulted from motivation research” [77]. Motiva-
tional theory was utilized by Fred D. Davis, Richard P. Bagozzi, and Paul R. Warshaw to
investigate the effect of enjoyment on usage (a proxy for adoption). It identifies both the
intrinsic and extrinsic classes of motivation. “Within this dichotomy, perceived usefulness is
an example of extrinsic motivation, whereas enjoyment is an example of intrinsic motiva-
tion” [42]. In their empirical study, “usefulness, enjoyment, ease of use, and quality account for
more than eighty-five percent of the variance”, and “both usefulness and enjoyment have
significant effects on usage intentions”, although usefulness “was roughly four to five times
more influential than enjoyment in determining [behavioral] intentions” [42].

Appendix A.12. Task-Technology Fit (TTF) Model

TTF was introduced in 1995 by Dale Goodhue and Ronald Thompson. Although they
focused on the Technology-to-Performance Chain (TPC) and the impact of information
technology on individual performance, the model they developed sought to evaluate the
influence of TTF on utilization (i.e., adoption).

The eight factors of TTF evaluated with regards to their effects on adoption are data
quality, locatability, authorization, compatibility, timeliness, reliability, ease of use/training, and
relationship. Goodhue and Thompson concluded that the “evidence of the causal link
between TTF and utilization was more ambiguous”, although TTF continues to be utilized
in adoption research [43]. Brent Furneaux’s article Task-Technology Fit Theory: A Survey and
Synopsis of the Literature provides an overview of the literature on TTF [92].

Appendix A.13. Institutional Theory (INST) and Process-Institutional-Market-Technology
(PIMT) Framework

INST is a broad and complex field of research; thus, it cannot be entirely attributed
to one person, although Scott’s textbook Institutions and Organizations is widely cited as it
pertains to the use of INST in studying technology adoption [44]. In 2009, Wendy Currie
examined the use of INST in information systems (IS) research. Her objective was to
“demonstrate that IS researchers need to engage more fully with the INST literature as
the body of work is conceptually rich and is more appropriately used to analyze and
understand complex social phenomena” [93].

The INST factors include coercive, mimetic, and normative forces. Coercive pressures
are defined as “both formal and informal pressures exerted on social actors to adopt
the same attitudes, behaviors, and practices, because they feel pressured”; normative
pressures are defined as “social actors voluntarily, but unconsciously, replicating other
actors’ same beliefs, attitudes, behaviors, and practices”; and mimetic pressures are defined
as “voluntarily and consciously copying the same behaviors and practices of other high
status and successful actors” [94].
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Janssen et al. introduced the Process, Institutional, Market, Technology (PIMT) frame-
work [46] based on the institutional frameworks of Koppenjan and Groenewegen [45].
In PIMT, the following factors affect adoption: institutional factors of norms and cultures,
regulations and legislations, and governance; market factors of market structure, contracts and
agreements, and business process; technical factors of information exchange, distributed ledger,
and shared infrastructure; and change factors of change strategies and change instruments.

Appendix A.14. Decomposed TPB (DTPB) and Augmented TAM (A-TAM)

In 1995, Shirley Taylor and Peter A. Todd introduced the DTPB [48] and A-TAM [95].
The authors believed that “the traditional forms of the TRA and the TPB may understate the
complex interrelationships between belief structures and the determinants of intention” [47].
The DTPB decomposes the TPB factors of attitude, subjective norm, and perceived behavioral
control. Empirical studies have indicated that relative advantage and complexity influence
attitude, normative influences influence attitude and subjective norm, and efficacy and facilitating
conditions influence perceived behavioral control. A-TAM combines the influencing factors of
TPB [32] with perceived usefulness and perceived ease of use from TAM [36].

Appendix A.15. Lifecycle Behavior Model (LBM)

The LBM was introduced in 1997 by Charles E. Swanson, Kenneth J. Kopecky, and
Alan Tucker. It is a discrete time-based model based on the assumption that “finite-lived
individuals choose consumption, leisure, work hours and adoption time over the course
of their lifetimes” in four distinct phases. The empirical study associated with the model
“suggests that older workers are more productive, even though they are disinclined to
adopt new technology”; therefore, “when members of the oldest worker cohort spend no
time adopting, a wave of technological innovation will have a smaller effect on aggregate
productivity if there are relatively more members of that oldest cohort” [49]. Thus, the
construct of adoption in this model is age (lifecycle phase). The authors noted the many
limitations of the study, and research continues in this area. In 2009, Botao Yang expanded
the LBM by introducing a finite-horizon dynamic lifecycle model that includes the effects
of adoption costs and total expected discounted benefits [96].

Appendix A.16. Fit-Viability Model (FVM)

In 2001, Anthony Tjan introduced the concept of a fit-viability model to assist with
portfolio management of Internet initiatives [50]. This was later utilized by researchers,
such as Tin-Peng Liang and Chih-Ping Wei, for evaluating mobile commerce technology,
where the TTF model was extended to include organizational viability in a theoretical
framework [51].

In Tjan’s model, the determinants for assessing fit are alignment with core capabili-
ties, alignment with other company initiatives, fit with organizational structure, fit with
company’s culture and values, and ease of technical implementation, and the determinants
for assessing viability are market value potential, time to positive cash flow, personnel
requirement, and funding requirement. Liang and Wei identified three aspects for assessing
viability: economic, organizational, and societal, where economic includes cost benefit,
organizational includes user’s willingness and user’s ability to use the technology, and
societal includes the maturity of the environment [51].

Appendix A.17. Practice Theory (PT) and Ecosystem Adoption of Practices over Time (EAPT)

“Practice theories constitute [...] a broad family of theoretical approaches connected
by a web of historical and conceptual similarities” [97]. Davide Nicolini provides an
in-depth look at contemporary practice theories in his book Practice Theory, Work, and
Organization [97].

Herbjorn Nysveen, Per E. Pederson, and Siv Skard proposed EAPT as an alternative
view of technology adoption [53]. In the EAPT model, adoption is viewed from the
standpoint of practice rather than technology. EAPT views adoption as a social and
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collective resource, integrating activity versus actions of individuals. Additionally, it views
adoption as a dynamic process rather than occurring at a single point in time. Nysveen et al.
discussed the research design implications of the EAPT theoretical framework regarding
three PT dimensions: object, subject, and temporality. The authors noted that PT is an
emerging alternative view that can “complement traditional perspectives” [53]. Time and
the ecosystem are the factors influencing adoption, and the authors noted that additional
research is needed.

Appendix A.18. Unified Theory of Acceptance and Use (UTAUT/UTAUT2)

UTAUT was introduced in 2003 by Viswanath Venkatesh et al. [54]. At the time,
Venkatesh et al. saw a need to consolidate and improve upon several theoretical models in
the literature to explain user acceptance of new technology. They empirically compared
eight different models (TRA, TAM, MM, TPB, C-TAM-TPB (or A-TAM), MPCU, IDT, and
SCT) and formulated the UTAUT. In their words, “there is a need for a review and synthesis
in order to progress toward a unified view” [54].

The UTAUT has four key constructs: performance expectancy, effort expectancy, social
influence, and facilitating conditions. Venkatesh et al. further clarified these four constructs
by defining additional determinants and their origins. Performance expectancy includes
perceived usefulness, extrinsic motivation, job fit, relative advantage, and outcome expectations.
Effort expectancy includes perceived ease of use, complexity, and ease of use. Social influence
includes subjective norm, social factors, and image. Facilitating conditions include perceived
behavioral control, facilitating conditions, and compatibility.

Venkatesh et al. showed that the UTAUT is “able to explain seventy percent of the
variance while the earlier theories were explaining only thirty to forty percent variance in
the adoption behavior”; however, it continues to be “used more for theory-building” work
due to “being overly complex, not being parsimonious in its approach and its inability to
explain individual behavior” [82].

Michael Williams et al. conducted an analysis and systematic review of the literature
on the UTAUT [98]. In 2012, Venkatesh et al. introduced an extension of the UTAUT known
as UTAUT2 to include the consumer use context [55]. In UTAUT2, additional factors
include hedonic motivation, price value, and experience and habit.

Appendix A.19. Value-Based Adoption Model (VAM)

In 2007, Hee-Woong Kim, Hock Chuan Chan, and Sumeet Gupta introduced a VAM for
mobile Internet (M-Internet) by integrating adoption theory with “the theory of consumer
choice and decision-making from economics and marketing research” [56]. Marketing
research was utilized to include “effects of price, brand and store information on buyers’
product evaluations” [99]; thus, the determinants of a consumer’s willingness to buy (i.e.,
adoption factors) were considered, making the model relevant.

Kim et al.’s article reviews previous research on perceived value and identifies the
following determinants of adoption: adoption intention driven by perceived value. Perceived
value has four determinants: usefulness, enjoyment, technicality, and perceived fee, with the
first two being perceived benefits and the latter two being perceived sacrifices. Kim et al.
concluded that “the findings demonstrate that consumers’ perception of the value of M-
Internet is a principal determinant of adoption intention, and the other beliefs are mediated
through perceived value” [56].

Appendix A.20. Model of Acceptance with Peer Support (MAPS)

The MAPS was introduced in 2009 by Tracy Ann Sykes, Viswanath Venkatesh, and
Sanjay Gosain, who argued that “an individual’s embeddedness in the social network of
the organizational unit implementing a new information system can enhance our under-
standing of technology use” [57].

Drawing from social network theory (SNT), the MAPS incorporates three constructs:
coping, influencing, and individual-level technology adoption research. For the coping
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construct, the following two determinants were identified: network density and value network
density. For the influencing construct, the following two determinants were identified:
network centrality and value network centrality. For the individual-level technology adoption
research construct, the following two determinants were identified: network centrality and
valued network centrality.

Through an empirical study, Sykes et al. provided evidence that the MAPS explains
a significant amount of variance in accounting for technology adoption. The MAPS also
provides practical considerations for “managerial interventions” designed to improve
technology adoption through social networks [57].

Appendix A.21. Socio-Psycho Networks Complexity Theory (SPNCT)

The SPNCT was introduced by Ojiabo Ukoha, Okorie Awa Hart, Christen A. Nwuche,
and Ikechukwu Asiegbu in 2011 [58] as an extension to TAM2 [89]. It draws from SNT and
actor–network theory (ANT) and focuses on the adoption behavior of small- and medium-
sized enterprises (SMEs). The SPNCT has five dimensions to classify adoption factors. The
economic/technical dimension includes serviceability, reliability, interoperability, accessibility,
actability, interactivity, perceived usefulness (PU), perceived ease of use (PEOU), perceived service
quality, and compatibility. The social/cultural dimension includes trust, participation, work
pattern, perceived enjoyment, image visibility, result demonstrability, and subjective norms. The
user/decision-maker dimension includes age, education, experience, computer self-efficacy,
information-searching behavior, gender sensitivity, and group homogeneity/heterogeneity. The
environmental dimension includes consumer readiness, competitive pressures, trading partners’
readiness, scope of business operation, firm size, organization mission, facilitating conditions, and
owner/family influence. The psychological dimension includes trialability and voluntariness.

Appendix A.22. Firm Technology Adoption Model (F-TAM)

In 2017 Joshua Kofie Doe, Roger Van de Wetering, Ben Honyuenuga, and Johan
Versendaal introduced the F-TAM [59]. The F-TAM focuses on adoption in a developing-
country context. F-TAM propositions that individual factors lead to a firm’s adoption of
digital innovations and influence firm-level factors, firm-level factors lead to adoption, and
firm-level adoption is moderated by societal factors. The F-TAM determinants of adoption
are divided into three categories: (1) personal, (2) firm-level, and (3) societal factors. Per-
sonal factors include perceived ease of use, perceived usefulness, perceived indispensability, and
perceived social factors. Firm-level factors include technological readiness, managerial innova-
tiveness, organizational readiness, strategic fit with operations, and industry adoption. Societal
factors include government championship, government policy, risk-taking culture, and trust in
digital operations. The model is based on a literature review.
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