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Abstract

:

In the new Internet of Things (IoT) era, embedded Field-Programmable Gate Array (FPGA) technology is enabling the deployment of custom-tailored embedded IoT solutions for handling different application requirements and workloads. Combined with the open RISC-V Instruction Set Architecture (ISA), the FPGA technology provides endless opportunities to create reconfigurable IoT devices with different accelerators and coprocessors tightly and loosely coupled with the processor. When connecting IoT devices to the Internet, secure communications and data exchange are major concerns. However, adding security features requires extra capabilities from the already resource-constrained IoT devices. This article presents the FAC-V coprocessor, which is an FPGA-based solution for an RISC-V processor that can be deployed following two different coupling styles. FAC-V implements in hardware the Advanced Encryption Standard (AES), one of the most widely used cryptographic algorithms in IoT low-end devices, at the cost of few FPGA resources. The conducted experiments demonstrate that FAC-V can achieve performance improvements of several orders of magnitude when compared to the software-only AES implementation; e.g., encrypting a message of 16 bytes with AES-256 can reach a performance gain of around 8000× with an energy consumption of 0.1  μ J.
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1. Introduction


The Internet of Things (IoT) is enabling the shift of computing workloads from traditional cloud facilities to the edge [1]. Nonetheless, most of the devices collaborating in this massive network infrastructure are often resource-constrained, which makes the handling of workloads intended for high-end devices quite challenging [2]. Moreover, fulfilling the different requirements for deploying IoT devices, e.g., real-time data gathering and processing, low-power festures, and connectivity aspects, often requires each final solution to be individually tailored to fit the different hardware and software constraints dictated by distinct target applications [3,4]. To cope with such diversity, and due to the lack of one-size-fits-all solutions, the software and hardware development processes face several trade-offs regarding power consumption, form factor, performance, etc.



Until recent years, Field-Programmable Gate Array (FPGA) technology was not suitable to be adopted in most IoT applications, which was mainly due to the high power consumption, large form factor, and difficulty of integration with processors. However, with the emergence of embedded FPGA solutions (low-power FPGA), these barriers have been minimized, and the applicability of this technology in low-end IoT devices is considerably increasing [5]. The industry is starting to adopt reconfigurable platforms to achieve desired metrics in custom-tailored embedded IoT solutions [1], outgrowing the capabilities of traditional Microcontroller Units (MCUs) by enabling the development of accelerators in hardware, which is often connected to the MCU as standard peripherals [6]. Nevertheless, deploying and optimizing accelerators on FPGA still faces several challenges usually imposed by closed computer architectures, which started to be mitigated with the emergence of the Reduced Instruction Set Computer (RISC)-V [7,8].



RISC-V is a novel open Instruction Set Architecture (ISA) that follows a RISC design. It was created to support a broad range of devices, spanning from high-performance application processors to low-power embedded microcontrollers, with applicability in a wide number of applications and scenarios. RISC-V enables a new level of software and hardware freedom by allowing the easy integration of dedicated and custom-tailored hardware devices with the application software [9,10,11,12,13,14]. Some RISC-V implementations, such as the Rocket core [15], already extend the ISA by defining a subset of instructions for user-defined coprocessors following a tightly coupled implementation while also providing a memory-mapped interface to manage coprocessors in a loosely coupled approach.



When deploying an IoT device, in addition to the hardware platform and computer architecture, programmers often resort to embedded IoT Operating Systems (OSes), such as Contiki-NG [16] and RIOT [17], among others [18,19]. These solutions provide a ready-to-use network stack compliant with several communication standards and facilitate the development and deployment of the final application. However, with the connectivity requirements arise several end-to-end security concerns, even at the network edge. Nowadays, every IoT device must perform secure data exchange and storage, supporting both application- and link-layer security for data integrity and encryption. Such features are also embedded in the network stack provided by the OS, which includes software-based security algorithms, such as the Advanced Encryption Standard (AES), the Triple Data Encryption Standard (3DES), the Rivest–Shamir–Adleman (RSA), and Datagram Transport Layer Security (DTLS), among others [20,21,22,23]. Nonetheless, the addition of more (and complex) processing overloads to low-end devices, such as the security layers, increases the need for accelerated solutions to mitigate performance and real-time concerns.



With all this in mind, this article presents FAC-V, an FPGA-based AES coprocessor for reconfigurable IoT devices. FAC-V is specially designed to provide hardware acceleration to connected low-end IoT solutions that require secure communications and secure data transfers based on the AES standard at different layers of the network stack. The FAC-V accelerator is implemented on a softcore RISC-V processor, and by taking advantage of the RISC-V ISA extensions, it is possible to be deployed following both the tightly- and loosely coupled approaches without requiring complex software abstraction layers. The main contributions of this paper are:




	
An AES coprocessor for low-end reconfigurable IoT devices that can be deployed following two different coupling approaches;



	
A user-friendly Application Programming Interface (API) that provides a complete abstraction from the accelerator and can be easily integrated with different IoT OSes or baremetal applications;



	
A complete evaluation and benchmarking of the FAC-V accelerator in terms of FPGA resources, latency, performance, and power consumption;



	
The integration and performance evaluation of FAC-V with RIOT, which is a well-known OS tailored for low-end IoT devices.









2. Background and Related Work


Regarding the development and deployment of the proposed cryptographic coprocessor, it is important to understand the different coupling interfaces provided by a RISC-V core, and the related work on hardware-based implementations of the AES algorithm.



2.1. Loosely and Tightly-Coupling Approaches in RISC-V


For the development of the FAC-V accelerator, it was used the Rocket core, which is a RISC-V processor that implements different variants of the RISC-V ISA, e.g., the RV64G and the RV32-IMAC, provides one integer Arithmetic Logic Unit (ALU) and an optional Floating-Point Unit (FPU), and includes a coprocessor interface, which is called Rocket Chip Coprocessor (RoCC) [15]. The customization and generation of a Rocket core processor, before being deployed in the target hardware platform, is completed with the Rocket chip generator tool and Chisel [24], which is a high-level Hardware Description Language (HDL) used to describe digital electronics and circuits at the Register-Transfer Level (RTL). This development process also enables the implementation of coprocessors following tightly and loosely coupled approaches, as depicted in Figure 1.



In the tightly coupled implementation, as shown in Figure 1a, the RISC-V Rocket core uses the RoCC interface, which allows for creating custom processor instructions following the RISC-V R-type instruction format (as shown in Figure 2) to communicate with accelerators. The RoCC interface is composed of two sub-modules, the RoCC Core and the RoCC memory, which provide a command/response interface to communicate with the RISC-V Core. The RISC-V Core sends the instructions to the coprocessor via the Core_cmd interface (including registers) and receives the response in the Core_resp interface. The RoCC memory allows for the accelerator to perform memory-related accesses using the same command/response strategy. These interfaces also include other control signals, such as busy bits, IRQs, etc.



In a loosely coupled way, as shown in Figure 1b, the RISC-V Rocket core supports the Tilelink Interface [25]. Tilelink follows a traditional shared-memory approach that maps memory accesses to a physical memory space. With a reserved address map description and following Memory-mapped IO (MMIO) requests, the TileLink can be a suitable solution based on a memory interface for communicating with accelerators, coprocessors, and Direct Memory Access (DMA) engines.




2.2. AES Accelerators


The AES standard is one of the most widely used cryptosystems in IoT low-end devices, which is mainly due to its easy implementation both in software and hardware, even in resource-constrained systems. The AES is a symmetric key encryption algorithm, which means that the same key is used in the data encryption and decryption operations. This algorithm features an initial key expansion step, which is followed by a data block encryption/decryption phase. The latter is executed in several rounds, using the generated keys and performing substitutions, transpositions, and linear combinations of bytes forming the data blocks. However, despite being lightweight and easy to deploy, security algorithms have more memory and processing power requirements due to the high number of operations that need to be executed, which may lead to some performance penalties [26]. To tackle these issues, some IoT devices already provide hardware-based loosely coupled implementations of some security algorithms [27,28,29]. Nonetheless, the performance gains come at the cost of extra hardware added to the device.



As the RISC-V has grown in popularity, several domain-specific coprocessor units have been implemented, and the first steps toward making an AES coprocessor, both in Application-Specific Integrated Circuit (ASIC) [30,31,32,33,34,35] or FPGA technologies [36,37,38], have already been taken. Table 1 shows a comparison among different state-of-the-art AES implementations according to the year, the technology, the type of architecture, the frequency, the number of clock cycles required per encryption, and the throughput. In comparison, this work intends to explore two different implementation strategies (rolling and unrolling), initially aiming for a high operating frequency and gradually moving toward a small circuit area and reduced power consumption. However, in these solutions, there is scarce research on evaluating the best methods of coupling accelerators to the core. Now, especially with the RISC-V Rocket Core that facilitates new methods of tightly coupling accelerators, it has become very important to evaluate the hardware costs, performance advantages, and which method is most suitable for resource-constrained systems. From the available works, most of them resort to a loosely coupled approach with a dedicated memory interface or are deployed in an ASIC solution.





3. FAC-V Design and Implementation


The overall system architecture, as depicted in Figure 3, follows a hardware–software co-design approach, enabling the fast deployment and evaluation of FAC-V and further comparison with state-of-the-art AES cryptography solutions. The architecture is composed of two main blocks: (i) the FAC-V coprocessor and (ii) the Abstraction Layer. Designed with flexibility in mind, the FAC-V can be deployed following both the tightly and loosely coupling styles.



In the tightly coupled approach, the coprocessor is connected to the core through the RoCC interface, while in the loosely coupled approach, the accelerator is memory-mapped and connected with the Central Processing Unit (CPU) through the TileLink interface. The Abstraction Layer provides the FAC-V API that enables the interface between software cryptographic tasks and the hardware coprocessor while also supporting in software the same services provided by the hardware version of the accelerator. This eases the integration of the coprocessor with OSes that already support in their network stack the security layers, whose functionalities can now be remapped to respective hardware blocks.



3.1. FAC-V Coprocessor Architecture


The FAC-V coprocessor was designed following a modular methodology, and it was developed with the Scala-based hardware design language Chisel. Figure 4 depicts the FAC-V coprocessor architecture and its internal modules. The accelerator is divided into three main blocks: (i) the interface module, responsible for the communication and data exchange between the control unit, the CPU, and the system memory; (ii) the control unit, which manages the other modules according to the received inputs and outputs; and, (iii) the AES block cipher, which performs the key expansion, and the message encryption and decryption tasks. The design of the interface module and the control unit varies according to the coupling style and communication interface that was chosen prior to the coprocessor deployment. FAC-V supports both the encryption and decryption operations, but since the decryption performs the same steps as the encryption (executed in a reverse way), this work only discusses and evaluates the encryption process.



AES Block Cipher


The AES block cipher core was designed to execute AES encryption with all the key sizes supported by the AES standard (128, 192, and 256 bits) [39]. The AES block cipher receives a block of plaintext data and outputs an encrypted data block of the same size. Figure 5 illustrates the AES block cipher, which performs two main steps: (i) the key expansion, where the received key is expanded (  e x p _ k e y  ) and sent to the rounds encryption module; and, (ii) the rounds encryption, which receives the expanded key from the key expansion, and the entire 128-bit input_message. The cipher_sel signal is used to select the encryption or decryption task, and the start bit is used to start the encryption/decryption process. Then, the rounds encryption module outputs the entire 128-bit out_message and the ready bit to signalize the completion of the selected process.



To further evaluate the impact of the design choices, in terms of clock cycles per encryption, throughput and FPGA resources utilization, this main block was designed following three AES architecture approaches: (i) the fully unrolled architecture, as shown in Figure 6a, where all encryption rounds are performed in parallel; (ii) the partly unrolled architecture, as shown in Figure 6b, which is designed to perform two rounds in parallel, representing the lightest unrolled architecture; and (iii) the rolled architecture, as shown in Figure 6c, which results in a lighter approach than the previous ones. The architecture of the AES block cipher is a configurable parameter in the FAC-V, allowing the implementation of any of the three possible approaches.





3.2. Tightly Coupled FAC-V


For the tightly coupled coprocessor, a set of RoCC instructions (RISC-V R-type) were created to interact with all hardware components, leveraging the funct7 field to have unique arbitrary values that correspond to the functions detailed in Table 2, specifying the input and output of each function after translating the rs1, rs2, and rd fields of the RoCC instruction, as depicted in Listing 1. Therefore, by using the dedicated functions presented in Table 2, we implemented the following API functions to mimic the OS cryptographic libraries: the FACV_init() which initializes the AES accelerator by providing the key; the FACV_encrypt(); and FACV_decrypt(). To perform the encryption, a set of steps must be sequentially executed. If the message is delivered to the core through instructions, the FACV_encrypt() needs to send the message data and the message size, send a command to trigger the encryption, and read the result from the encryption operation. On the other hand, if the message is already allocated in memory, the FACV_encrypt() only needs to send the message size and the memory address of the message to encrypt.





	Listing 1. API RoCC instruction format.
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3.3. Loosely Coupled FAC-V


For the loosely coupled version of the FAC-V coprocessor, instead of dedicated instructions, the API defines the default register’s addresses, as depicted in Table 3, and it provides the set of functions, as detailed in Table 4, that directly interact with the memory registers using the MMIO interface. For the encryption task, the FACV_encrypt() function firstly reads the Status register to check when the coprocessor is free to be used; when free, the message is written (in blocks of 32 bits); then, the function writes to the cipher_sel register to select the desired encryption or decryption process, which simultaneously signals the start of the operation. Finally, the Status register is read again until the encryption is ready and the result can be retrieved from memory.





4. FAC-V Evaluation


Regarding the experimental setup, the FAC-V was deployed and evaluated on an Arty A7-35T hardware platform, which features a Xilinx XC7A100TCSG324-1 FPGA core. The accelerator is connected to a SiFive E31 RISC-V processor (RV32-IMAC specification) operating at a clock speed of 65 MHz (it can go up to 72 MHz), which corresponds to the default clock frequency provided by the Rocket Core. Although higher clock speeds for the RISC-V core and the accelerator could be achieved, the required number of clock cycles to perform the encryption/decryption tasks is low. Therefore, to keep the hardware logic as simple as possible, the FAC-V uses the same clock frequency as the RISC-V core and the communication buses. Both the RISC-V core and the coprocessor were implemented using the SiFive Freedom E300 Arty FPGA Dev Kit and synthesized with Xilinx Vivado 2020.2. For the performance evaluation of an IoT OS, we used the RIOT OS version 2021.04 [17], and all binaries were generated with the RISC-V GNU Compiler Toolchain (version 8.3.0).



The evaluation of the FAC-V coprocessor comprises three main experiments: (1) the FPGA resources required to deploy the coprocessor in FPGA; (2) the latency evaluation of the cryptographic API functions; and (3) the impact caused by the FAC-V coprocessor in the OS performance, which is measured with the Thread-Metric RTOS Test Suite. Each experiment was performed in different configurations: (i) the native software implementation (provided by the OS) referred to as SW; (ii) the tightly coupled version of FAC-V without memory allocation, referred to as RoCC; (iii) the tightly coupled configuration with memory allocation, referred to as RoCC Mem; and (iv) the loosely coupled configuration, referred to as MMIO.



4.1. Hardware Resources


The FPGA resource utilization was retrieved with the Vivado post-implementation report, which is presented in Table 5 in terms of Look-up Tables (LUTs), Muxes, and Flip-Flops. For comparison purposes, the baseline configuration has only the Rocket core deployed in the FPGA, which requires 17903 LUTs, 714 Muxes, and 10161 Flip-Flops. For the Rolling architecture of the AES algorithm, this evaluation includes the three different versions of the FAC-V regarding the key size of the AES in use, i.e., 128, 192, or 256 bits. Additionally, it shows the resources increase when an Unrolled AES architecture is used. For the Rolled FACV-128, adding the RoCC configuration results in a resource utilization increase of 22.7% for LUTs, 24.1% for Muxes, and 18.3% for Flip-Flops. The RoCC Mem achieved a resource increase of 22.8% for LUTs, 23.5% for Muxes, and 21.3% for Flip-Flops. Concerning the MMIO, the resources increase is 23.3% for LUTs, 18.1% for Muxes, and 17.9% for Flip-Flops. While the RoCC and the MMIO configurations have similar resources utilization, the RoCC Mem configuration requires more hardware to be deployed. This is caused by the extra registers and control required to manage the memory sub-interface. For the Rolled FACV-192 and FACV-256, the increase in the key size resulted also in higher hardware resources. This is due to the extra calculations required in the key expansion task.



For the unrolled architecture, we have generated the hardware for the FACV-128. In a two-round architecture, the required hardware resulted in a resource increase of 49.4% for LUTs, 187.5% for Muxes, and 36.6% for Flip-Flops. For the nine-round architecture, the required resources increased by 103.1% for LUTs, 881.9% for Muxes, and 45.6% for Flip-Flops. Since the unrolled version of the FAC-V coprocessor required more resources than the ones available in the Arty platform, it was only possible to deploy the different versions of the FAC-V (FACV-128, FAC-V-192, and FACV-256) following the Rolled architecture.



Despite FAC-V targeting reconfigurable platforms, we also estimate the logic gates (calculated from the different FPGA resources utilization) required to potentially deploy our accelerator in an ASIC. However, in a real implementation, these values would vary according to the selected ASIC technology and hardware layout. From the results available in Table 5, deploying the Rocket Core without the FAC-V accelerator would require around 181,966 logic gates. Adding the accelerator increases the logic gate count by 16.43%, 17.93%, and 17.93% for the FACV-128 in the RoCC, RoCC Mem, and MMIO architectures, respectively. Using the FACV-192 configuration, the logic gate count is increased by 18.28% for the RoCC architecture, 19.69% for the RoCC Mem, and 15.86% for the MMIO. Finally, when the accelerator uses the FACV-256 configuration, the logic gate count increases in 20.07%, 21.82%, and 17.80% in the RoCC, RoCC Mem, and MMIO architectures, respectively. As expected, the required logic gate number increases as the AES key size also increases. Nonetheless, the architecture that presents better results in the FACV-128 configurations is the RoCC interface, being the MMIO the interface that gives less gate count increase in the FACV-192 and FACV-256. For the unrolled FACV-128, these numbers further increase to 108.77% for the RoCC (two rounds) and 177.21% for the RoCC (nine rounds).




4.2. API Latency


The API latency is obtained through micro-benchmarks that count the clock cycles required by each cryptographic service performed by each developed implementation, both in the software and hardware configurations. This test covers all the secret key sizes for different message payloads, starting from a minimum of 16 bytes (one 128-bit message block) up to 80 bytes (five 128-bit message blocks).



4.2.1. AES Initialization


The AES initialization function initializes the AES Cipher with the secret key, and its latency results are depicted in Table 6. For the FACV-128 implementation, the software-based initialization (used as the baseline) requires 163 cycles to perform, while the RoCC Mem and RoCC configurations, which share the same initialization implementation, require a total of 34 clock cycles, representing a performance increase of 4.8× relative to the baseline. Regarding the MMIO configuration, it needs 83 clock cycles to execute, representing a performance increase of 1.9×. For the FACV-192 and FACV-256 implementations, due to the instructions sending bigger key sizes, the number of clock cycles required to compute the initialization is 183 and 244, respectively. These values are slightly higher than the software-only version (as expected), but when performed in hardware, better performance gains can be achieved, i.e., 29 clock cycles (4.7×) and 45 clock cycles (5.4×) for the FACV-192 and FACV-256, respectively, in both the RoCC Mem and RoCC configurations. Regarding the MMIO configuration, the FACV-192 required 113 clock cycles (1.6×) to execute, while the FACV-256 executed in 142 (1.7×) clock cycles. In all experiments, the standard deviation (SD) value is zero. This is explained by the small number of clock cycles required to perform the initialization task.




4.2.2. AES Encryption


	
Software Version:Table 7 shows the results of the AES encryption task for the different secret key sizes and message payloads of 16, 32, 48, 64, and 80 bytes (one to five 128-bit message blocks). These results are supported by Figure 7, which displays the latency results for the software version, and Figure 8, which corresponds to the hardware implementations. Regarding the software-only implementation, the FACV-128 required around 119,229 clock cycles (SD of 620 clock cycles) to handle a 16-byte message and 596,208 clock cycles (SD of 1355) for a message size of 80 bytes. These values increase when the key size also increases, e.g., for the FACV-192, the number of clock cycles required to encrypt a 16 and 80 bytes message is, respectively, 131,602 (SD of 701) and 659,334 (SD of 1090), while for the FACV-256, the number of clock cycles is 160,833 (SD of 659) for a message size of 16 bytes and 804,283 (SD of 1420) for an 80-byte message.






	
RoCC Mem: When performing the encryption task with the FAC-V coprocessor, the number of clock cycles required to encrypt different message sizes (for the three values of the secret key) greatly decreases. These values are present in Table 7 and supported by Figure 8. Regarding the RoCC Mem implementation, the FACV-128 requires 20 clock cycles to execute the encryption of a message size of 16 bytes and 165 clock cycles when the message size is 80 bytes. When compared with the software-only version, it corresponds to a performance increase of 5961× and 3613×, respectively. In the FACV-192 and FACV-256, these remain the same when the message size is 16 bytes, i.e., 20 clock cycles, but they slightly increase to 166 and 168 clock cycles when the message size increases to 80 bytes. Despite presenting similar values when varying the message size, the performance gains in comparison to the software implementation are considerably higher, i.e., 6580× and 3972× for the FACV-192 and 8042× and 4787× for the FACV-256.






	
RoCC: The number of clock cycles required by the FACV-128 to encrypt a 16-byte and an 80-byte message is, respectively, 66 and 314, which corresponds to a performance increase of 1807× and 1899×. The FACV-192 requires 68 and 324 clock cycles to encrypt a message of 16 and 80 bytes, respectively, which corresponds to a performance increase of 6580× and 3972×. Regarding the FACV-256, these values are nearly the same as the FACV-192, corresponding to a performance gain of 1935× and 2035× for a message size of 16 and 80 bytes in the FACV-192 configuration and a performance increase of 2401× and 2408× for a respective message size of 16 and 80 bytes in the FACV-256 implementation. Overall, the performance gains for both the FACV-192 and the FACV-256 for the different message sizes increase when compared with the corresponding software version.






	
MMIO: Regarding the MMIO configuration, the FAC-128 requires 189 clock cycles to encrypt a 16-byte message and 922 clock cycles to encrypt a message with a payload of 80 bytes, corresponding to a performance gain of 631× and 647×, respectively. When using a key size of 192 bits, FACV-192, encrypting a message of 16 and 80 bytes requires 189 and 921 clock cycles, respectively, representing a performance gain of 696× and 716×. For the FACV-256, the number of clock cycles to encrypt a message of 16 and 80 bytes is, respectively, 385 and 1013, representing a performance increase of 842× and 794×. Again, comparative to the respective software version, the performance gains increase when the key size also increases.






	
Discussion: Regarding the software implementation, the latency increase results are directly related to the message and key sizes, which require more clock cycles to execute when a higher number of encryption rounds need to be performed. The different hardware approaches, from a macro perspective, provide nearly the same performance results for the different message sizes in the different sizes of the encryption key. However, the performance gains provided by MMIO and RoCC configurations follow a different behavior than the RoCC Mem implementation. While for the MMIO and RoCC, the performance gains keep increasing when the message size also increases, this is not always true for the RoCC Mem configuration. The main reason for this behavior is related to the required memory accesses used by this configuration, which is affected when the message size increases from 32 to 48 bytes. This may be caused by two different situations: (i) since the implemented RoCC memory sub-interface needs to wait for the “ready to use” memory validation signal, some unexpected delays can occur, which are mainly caused by concurrent system bus masters, which can increase the overall latency of the encryption task; and (ii) since there are more data blocks to process, the additional function calls may also cause extra bus contention during the prologue and epilogue execution. Considering the standard deviation in the hardware configurations, this value is zero or nearly zero, showing that the encryption task in the different versions of the FAC-V is fully deterministic. In the software setup, the standard deviation values are mainly related to the extensive multiple mathematical and arithmetic operations that need to be performed, resulting in more memory accesses and processing time, which is susceptible to change due to other software tasks being executed by the CPU in the OS thread scheduling, interrupts, etc. Lastly, it is possible to conclude that the tightly coupled versions of the FAC-V, i.e., RoCC and RoCC Mem, perform better than the loosely coupled approach deployed through the MMIO configuration.








4.3. OS Performance


To evaluate the impact of the accelerator on the OS performance, we used the Thread-Metric RTOS Test Suite with the RIOT OS [40]. This synthetic suite implements several benchmarks that stress a singular Real-Time OS (RTOS) service. After the RIOT initialization and the main thread is reached, each test creates the necessary OS threads and system configurations. The output of each test is the number of times each loop has been executed, wherein a higher loop count indicates better performance. The performance evaluation of RIOT included the following tests:




	
Basic Processing: A single thread performs mathematical operations in a loop.



	
Cooperative Scheduling: Five threads with the same priority execute concurrently, yielding in a loop.



	
Preemptive Scheduling: Five threads with increasing priorities, each resuming the next thread with a higher priority and suspending themselves in a loop.



	
Interrupt Processing: A single thread is interrupted each time it executes, being resumed afterwards.



	
Interrupt Preemption Processing: Two threads with different priorities, where one of them triggers an interrupt responsible for resuming the other suspended thread.



	
Message Processing: A thread sends a message to itself through a queue in a loop.



	
Synchronization Processing: A single thread gives and takes a semaphore in a loop.



	
Memory Allocation: A thread allocates and de-allocates memory blocks in a loop.








Regarding this evaluation, we have created the network topology depicted in Figure 9, which is composed of three nodes, two edge devices, and a gateway, recreating a real-world situation of two IoT devices communicating with each other and/or the Internet. In this setup, we have created a simple User Datagram Protocol (UDP) connection between a ready-to-use RIOT node based on a STM32f767ZI board (with an Arm Cortex-M7 32-bit RISC core operating at 216 MHz connected to a CC2520 device, an IEEE 802.15.4-compliant radio transceiver) and the Arty platform (containing the RISC-V core, the FAC-V coprocessor, and also a CC2520 radio). On both nodes, the RIOT OS uses the full network stack with the following configurations: IEEE 802.15.4 PHY and MAC layers; 6LoWPAN for the adaptation layer; UDP for the transport layer; IPv6, and a simple application that exchanges messages of 80 bytes (five blocks of 128 bits) each, encrypted with the AES-256, through a UDP socket. The client node keeps sending around 15 encrypted UDP messages per second. The server node receives the encrypted messages, recovers the original plaintext, validates and changes the content of the message, encrypts the message again, and sends it back to the UDP client. The Thread-Metric runs side by side with the UDP server, and it intends to evaluate the impact of the encryption and decryption tasks on the OS performance by resorting to the software version of the AES and all versions of the FAC-V coprocessor.



Table 8 summarizes the Thread-Metric results obtained in the following scenarios: (i) the Baseline, which corresponds to all tests running with no communication between the UDP server and the client; (ii) the Echo, where the Server receives and echoes the packets from the UDP client without data encryption. This test evaluates the impact of simply adding a communication link to the OS; and the Echo with all possible AES configurations, i.e., (iii) Echo + AES Software, (iv) Echo + RoCC Mem, (v) Echo + RoCC, and (vi) Echo + MMIO. The relative performance change for each Thread-Metric test according to each test scenario is summarized in Table 9.



When the network is being used, i.e., packets are being exchanged between the UDP server and client, the OS performance decreases between 44% and 47%, corresponding to the Preemptive Scheduling and the Memory Allocation tests, respectively, showing that the network utilization has a huge impact on the overall performance of the device. The performance further decreases when the encryption is enabled and used in the communication. To evaluate the impact of enabling the security features over the network data exchange, the (ii) Echo experiment is now assumed as the baseline (we assume that AES is mainly needed when communications are required). When the data exchange uses the AES services in software (native RIOT drivers and API), the performance decreases between 26.1% and 53.6%, corresponding to the Message and the Interrupt Processing tests, respectively.



	
Basic Processing: In this test, the OS performance decreased by 36.7% when using the software libraries of the AES algorithm. However, when resorting to the FAC-V coprocessor, this value can be reduced to 3.7% when using the RoCC Mem configuration.






	
Cooperative and Preemptive Scheduling: Regarding the Cooperative Scheduling and the Preemptive Scheduling tests, the Cooperative achieved lower performance degradation than the Preemptive, which is mainly explained by the microkernel architecture used by RIOT. While in the Cooperative Scheduling test, the executing task yields itself, in the Preemptive Scheduling test, the executing task resumes to a different one, which involves more system calls and more processing from the scheduler due to the tasks having different priorities. When using the pure software version of the AES algorithm, the performance decrease is around 39.9% for the Cooperative Scheduling and 46.9% for the Preemptive Scheduling. However, resorting to the FAC-V coprocessor, the performance decrease can be reduced to 0.4% for the Cooperative test using the MMIO interface and 4.5% for the Preemptive test in the RoCC Mem configuration.






	
Interrupt Processing and Preemptive: When resorting to the AES in software, the Interrupt Processing test shows a performance decrease of 53.6%, while the Interrupt Preemptive achieved a performance decrease of 40.5%. This is mainly explained by the fact that the Interrupt Processing test, since it involves more hardware interrupts, requires more system calls and more processing time from the scheduler. When resorting to the FAC-V, the performance decrease of the Interrupt Processing is around 4.5% in the MMIO configuration and 6.6% in the Interrupt Preemptive when the RoCC Mem configuration is used.






	
Message Processing, Synchronization Processing, and Memory Allocation: For these tests, the results show the lowest performance decrease. The Message Processing has a 26.1% performance decrease, while the Synchronization Processing and the Memory Allocation show performance decreases of 28.5% and 25.5%, respectively. This shows that the memory management system implemented in RIOT has less impact on the overall system’s performance in contrast to the tests that require preemption and interrupts. For the hardware configurations, the lowest performance decreases were 5.4%for Message Processing, 8.8% for Synchronization Processing, and 3.5% for Memory Allocation.







4.4. FAC-V Power Estimation


To estimate the power consumption of the RISC-V core along with the FAC-V accelerator with different AES key size configurations, we used the Power Analysis tools included in the Vivado Design Suite. The tool was run in vectorless mode with the default settings and power optimizations disabled and with the platform constraints for the Arty A7-100 board. The report includes the dynamic power consumption, which is determined by the switching activity of clocks and datapaths, and the static power consumption, which represents the minimum power consumption required to operate the hardware blocks. Table 10 summarizes the gathered results for the following configurations: (1) the RISC-V core only (Rocket Core without RoCC/ MMIO interfaces; and (2) the RISC-V core with the FAC-V accelerator in different AES configurations (FACV-128, FACV-192, and FACV-256) for the three different coprocessor interfaces (RoCC, RoCC and memory, and MMIO).



Deploying the RISC-V Core in the hardware platform without the RoCC and MMIO interface corresponds to a total power dissipation of 0.295 W. Adding the FACV with the RoCC interface increases the power consumption to 0.318 W when using the FACV-128 and FACV-192 configurations, and 0.332 W when the FACV-256 is deployed. When combining the RoCC interface with memory, the power dissipation is around 0.320 W for the FACV-128, 0.317 W for the FACV-192, and 0.331 W for the FACV-256. Deploying the coprocessor with the MMIO interface corresponds to a power consumption of 0.321 W for the FACV-128, 0.315 W for the FACV-192, and 0.317 W for the FACV-256.



In the FACV-128, the power consumption increases when changing the interface from the RoCC to RoCC Mem as well as when changing it from RoCC Mem to MMIO. This power consumption increase behaves in the opposite direction for the FACV-192 and FACV-256; i.e., MMIO is the most power consuming interface, and the RoCC is the interface that achieves less power dissipation. We believe this is mainly caused by different hardware resources required to deploy the different FAC-V configurations, which can be optimized during the Implementation phase in the Vivado tool. However, as expected, it is observed that increasing the key size in the AES configuration, e.g., from the FACV-128 to FACV-256, provides high power consumption results. Comparing with the RISC-V core, adding these AES configurations only causes a power consumption increase between 6.8% and 12.5%. Thus, the impact of each solution on the overall energy consumption is mainly dictated by the time each configuration takes to process the encryption of different message sizes.



Table 11 depicts the energy estimated to process a message size of 16 and 80 bytes for the different configurations of the AES when using different coprocessor interfaces. As expected, and following the trend previously found (and discussed) in Table 7, performing the encryption task in hardware causes less energy dissipation. This is directly related to the required processing time to encrypt a message in the different coprocessor interfaces for the different AES key sizes. Hence, and according to the message size, the RoCC Mem interface is the one that requires less energy consumption, being the MMIO the interface that dissipates more energy during the AES encryption task.




4.5. Discussion


The extensive evaluation performed on the FAC-V processor has shown the huge benefits of deploying an AES accelerator in hardware, following both the loosely and the tightly coupled approaches, of which the latter coupling style provided better performance and power consumption results. However, both versions provide similar hardware costs for the implementation of the Unrolled AES architecture. The results show that in the RoCC and MMIO configurations, exchanging data with the CPU imposes large overhead latencies, which were mainly due to contention problems in memory and system buses. This triggered the exploration of the memory-based tightly coupled version of FAC-V, the RoCC Mem configuration, which resulted in the best approach when compared to the other two. Extending the loosely coupled version in the same way would require the implementation of a DMA device whose implementation is currently under investigation.



When comparing FAC-V with other state-of-the-art solutions, as shown in Table 12, several trade-offs must be taken into good consideration before choosing and deploying the approach that best suits the final application. Regarding the AES architecture, the best performance is achieved when a fully or partially unrolled architecture is deployed. This strategy is mainly adopted by solutions that are deployed in ASIC or that support more powerful FPGA platforms [32,36,38]. However, this feature comes at a great cost in terms of hardware resources; for the FAC-V deployment and target platform, the required resources were above those available on the Arty board. We tested the Fully Unrolled architecture in simulation, showing that we could also achieve 1 clock cycle per encryption, while the Rolled architecture requires 10 clock cycles in the encryption process. Despite being 10× slower, the performance gains compared with the software are already about hundreds of magnitude better, as previously shown in Table 9. Thus, at this level, and since this work targets reconfigurable resource-constrained IoT devices, using the Unrolled architecture would not bring much more benefits in terms of performance but would carry extremely high hardware costs.



Concerning the technology used to deploy the accelerator, FAC-V is the only solution that targets FPGA-based low-end IoT devices deployed both in the tightly and loosely coupled approaches. In addition to the deployment of the Rocket Core without any coprocessor, the Unrolled architecture of the FACV-256 version needs up to 47.6% more of the available hardware resources, while the Unrolled FACV-128 with two rounds and using the RoCC interface would add up to 187% more. However, despite operating at a lower clock frequency (65 MHz), the FAC-V achieves a higher throughput than other rolled architectures. In terms of hardware resources used, it was not possible to make an accurate comparison since the state-of-the-art implementations present the values in ASIC Gate Count, which cannot be directly mapped to FPGA cells (LUTs, Flip-Flops, and Muxes) in Xilinx FPGAs.





5. Conclusions


This article presents FAC-V, a hardware coprocessor connected to an RISC-V core that implements the AES algorithm in FPGA. The FAC-V hardware supports AES key sizes of 128, 192, and 256 bits, and by taking advantage of the RISC-V ISA, the coprocessor can be deployed following a tightly and a loosely coupled approach, using, respectively, the RoCC and the TileLink communication interfaces. Both coupling styles provided good performance results when compared with the pure software version of the AES algorithm present in the RIOT OS. For instance, the FACV-256 can achieve a performance improvement around 8000× when processing the encryption of 16-byte messages with the RoCC Mem interface, at the energy cost of around 0.10  μ J. The benefits of the coprocessor are further noticed in the overall OS performance, which can suffer a degradation of up to 53.6% in the interruption services when the network is continuously operating and the AES algorithm is being used to secure data exchanged with other IoT devices. With the FAC-V, the OS performance only decreases, for the same OS services, up to 8.2%. Hereafter, the FAC-V can be further improved to support DMA devices with the MMIO-based TileLink interface, which would mitigate the bus contention problems found in the current implementation.
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Figure 1. Coupling styles on an RISC-V Rocket core: (a) Tightly coupled. (b) Loosely coupled. 
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Figure 2. ROCC instruction format (R-type). 
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Figure 3. FAC-V architecture overview. 
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Figure 4. FAC-V Coprocessor Architecture. 
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Figure 5. Schematic view of the block cipher. 
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Figure 6. Block cipher structure for AES-128: (a) Fully unrolled. (b) Partly unrolled. (c) Rolled. 
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Figure 7. Software version AES encryption latency results. 
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Figure 8. FAC-V AES encryption latency results. 
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Figure 9. Network topology used in the Thread-Metric evaluation. 
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Table 1. State-of-the-art AES implementations (2017–2020).
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	Work
	Year
	Technology
	AES

Architecture *
	Frequency

(MHz)
	Cycles/

Encryption **
	Throughput **





	Agwa et al. [34]
	2017
	ASIC

(Loosely)
	Rolling
	666
	-
	2.601 Gbps



	Bui et al. [35]
	2017
	ASIC

(Loosely)
	Rolling
	10
	44
	28 Mbps



	Lu et al. [30]
	2018
	ASIC

(-)
	Rolling
	50
	213
	30.05 Mbps



	Banerjee et al. [31]
	2019
	ASIC

(Loosely)
	Rolling
	16
	11
	-



	Al-Gailani et al. [38]
	2019
	FPGA

(-)
	Unrolling
	158
	1
	20.3 Gbps



	Shahbazi et al. [36]
	2020
	FPGA

(-)
	Unrolling
	622.4
	1
	79.7 Gbps



	Marshall et al. [32]
	2020
	ASIC

(Tightly)
	Rolling and

Unrolling
	-
	18–30
	-



	Pan et al. [33]
	2021
	FPGA and ASIC

(Tightly)
	Rolling
	100
	11–19
	471–695 Mbps







* Unrolling structure (AES rounds are executed in parallel) and Rolling structure (AES rounds are executed recursively). ** Data excluding the cycle cost of communicating with peripherals.
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Table 2. Software RoCC interface description.
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	Function (funct7)
	Input1 (rs1)
	Input2 (rs2)
	Output (rd)
	Description





	Send Key
	Key
	Key
	Null
	Sends 2 × 32-bit of the AES key



	Send Size
	Size
	Null
	Null
	Sends the message size



	Send Message
	Message
	Message
	Null
	Sends 2 × 32-bit of the message



	Send Addresses EN
	Message address
	Result address
	Null
	Sends the addresses, and sets load and encryption



	Send Addresses DE
	Message address
	Result address
	Null
	Sends the addresses, and sets load and decryption



	Start Encryption
	1
	Null
	Null
	Sets the start encryption flag on



	Start Decryption
	Null
	1
	Null
	Sets the start decryption flag on



	Read Result
	Null
	Null
	Result
	Reads one word of the result
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Table 3. API MMIO registers default addresses.
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	Registers
	Default Address





	Status
	0 × 2000



	Key
	0 × 2004



	Message
	0 × 2024



	Cipher_sel
	0 × 2034
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Table 4. Software MMIO interface description.
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	Function
	Input1
	Input2
	Ouput
	Description





	Read Status
	Status Address
	Null
	Null
	Reads the Status register for checking the ready signal



	Write Key
	Key Address
	Key
	Null
	Writes 32 bits of the key in the specified

memory address



	Write Message
	Message Address
	Message
	Null
	Writes 32 bits of the message in the specified

memory address



	Read Message
	Message Address
	Null
	Message
	Reads 32 bits message from the specified

memory address



	Write Cipher_sel
	Cipher_sel Address
	Cipher_sel
	Null
	Writes to the Cipher_sel register, true for

encryption and false for decryption.
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Table 5. Estimated hardware resources utilization.
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FACV-128

	
FACV-192

	
FACV-256

	
Unrolled FACV-128






	

	
Rocket Core

	
RoCC

	
RoCC Mem

	
MMIO

	
RoCC

	
RoCC Mem

	
MMIO

	
RoCC

	
RoCC Mem

	
MMIO

	
RoCC

 2-Rounds

	
RoCC

9-Rounds




	
LUTs

	
17,903

	
+4056

	
+4086

	
+4174

	
+4328

	
+4464

	
+4432

	
+4824

	
+4923

	
+4913

	
+8845

	
+18,452




	
+22.7%

	
+22.8%

	
+23.3%

	
+24.2%

	
+24.9%

	
+24.8%

	
+26.9%

	
+27.5%

	
+27.4%

	
+49.4%

	
+103.1%




	
Muxes

	
714

	
+172

	
+168

	
+129

	
+301

	
+297

	
+258

	
+351

	
+332

	
+340

	
+1339

	
+6297




	
+24.1%

	
+23.5%

	
+18.1%

	
+35.6%

	
+35.1%

	
+32.9%

	
+49.2%

	
+46.5%

	
+47.6%

	
+187.5%

	
+881.9%




	
Flip-Flops

	
10,161

	
+1864

	
+2169

	
+1822

	
+2187

	
+2496

	
+2146

	
+2507

	
+2818

	
+2465

	
+3718

	
+4638




	
+18.3%

	
+21.3%

	
+17.9%

	
+21.5%

	
+24.6%

	
+21.1%

	
+24.7%

	
+27.7%

	
+24.3%

	
+36.6%

	
+45.6%




	
Logic Gates

	
181,955

	
+29,894

	
+32,621

	
+32,621

	
+33,269

	
+35,835

	
+28,867

	
+36,526

	
+39,710

	
+32,392

	
+197,924

	
+322,450




	
+16.43%

	
+17.93%

	
+17.93%

	
+18.28%

	
+19.69%

	
+15.86%

	
+20.07%

	
+21.82%

	
+17.80%

	
+108.77%

	
+177.21%
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Table 6. aes_init(): AES initialization latency results.
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FACV-128

	
FACV-192

	
FACV-256






	
Clock

Cycles

	
Software

	
163

	
183

	
 244




	
RoCC Mem

	
34

	
39

	
 45




	
RoCC

	
34

	
39

	
 45




	
MMIO

	
83

	
113

	
 142




	
Standard

Deviation

	
Software

	
0

	
0

	
0




	
RoCC Mem

	
0

	
0

	
0




	
RoCC

	
0

	
0

	
0




	
MMIO

	
0

	
0

	
0




	
Performance

Increase

	
RoCC Mem

	
4.8×

	
4.7×

	
 5.4×




	
RoCC

	
4.8×

	
4.7×

	
 5.4×




	
MMIO

	
1.9×

	
1.6×

	
 1.7×
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Table 7. aes_encrypt(): AES encryption latency results.






Table 7. aes_encrypt(): AES encryption latency results.





	

	
FACV-128

	
FACV-192

	
FACV-256






	
Size of Message

	
16 Bytes

	
32 Bytes

	
48 Bytes

	
64Bytes

	
80 Bytes

	
16 Bytes

	
32 Bytes

	
48 Bytes

	
64 Bytes

	
80 Bytes

	
16 Bytes

	
32 Bytes

	
48 Bytes

	
64 Bytes

	
80 Bytes




	
Clock

Cyles

	
Software

	
119,229

	
238,444

	
357,718

	
476,841

	
596,208

	
131,602

	
263,497

	
394,708

	
526,963

	
659,334

	
160,833

	
321,743

	
482,443

	
643,405

	
804,283




	
RoCC Mem

	
20

	
38

	
77

	
121

	
165

	
20

	
38

	
81

	
126

	
166

	
20

	
38

	
77

	
125

	
168




	
RoCC

	
66

	
126

	
188

	
251

	
314

	
68

	
130

	
194

	
259

	
324

	
68

	
134

	
200

	
267

	
334




	
MMIO

	
189

	
367

	
554

	
741

	
922

	
189

	
373

	
557

	
749

	
921

	
191

	
385

	
554

	
745

	
1013




	
Standard

Deviation

	
Software

	
620

	
886

	
757

	
1024

	
1355

	
701

	
763

	
1104

	
1090

	
1606

	
659

	
1032

	
1121

	
1123

	
1420




	
RoCC Mem

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0




	
RoCC

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0




	
MMIO

	
0

	
0

	
0

	
1

	
1

	
0

	
0

	
0

	
0

	
1

	
0

	
7

	
1

	
0

	
3




	
Performance

Increase

	
RoCC Mem

	
5961×

	
6275×

	
4646×

	
3941×

	
3613×

	
6580×

	
6934×

	
4873×

	
4182×

	
3972×

	
8042×

	
8467×

	
6265×

	
5147×

	
4787×




	
RoCC

	
1807×

	
1892×

	
1903×

	
1900×

	
1899×

	
1935×

	
2027×

	
2035×

	
2035×

	
2035×

	
2365×

	
2401×

	
2412×

	
2410×

	
2408×




	
MMIO

	
631×

	
650×

	
646×

	
644×

	
647×

	
696×

	
706×

	
709×

	
704×

	
716×

	
842×

	
836×

	
871×

	
864×

	
794×
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Table 8. Thread-Metric benchmark results.






Table 8. Thread-Metric benchmark results.





	Version
	Basic

Processing
	Cooperative

Scheduling
	Preemptive

Scheduling
	Interrupt

Processing
	Interrupt

Preemptive
	Message

Processing
	Synchronization

Processing
	Memory

Allocation





	(i) Baseline (no network)
	73,012
	4,049,986
	1,552,968
	5,746,523
	3,051,415
	5,480,340
	5,676,620
	2,810,406



	(ii) Echo
	38,994
	2,145,623
	869,367
	3,212,352
	1,707,203
	3,013,826
	3,180,201
	1,489,664



	(iii) Echo + SW
	24,678
	1,288,700
	461,632
	1,490,272
	1,015,795
	2,227,820
	2,275,369
	1,109,816



	(iv) Echo + RoCC Mem
	37,560
	2,100,921
	830,111
	3,035,100
	1,594,133
	2,779,515
	2,895,005
	1,411,679



	(v) Echo + RoCC
	35,546
	2,053,071
	817,707
	2,955,054
	1,586,991
	2,778,290
	2,901,002
	1,412,516



	(vi) Echo + MMIO
	37,060
	2,137,461
	806,495
	3,066,915
	1,566,676
	2,849,630
	2,849,586
	1,437,321










[image: Table] 





Table 9. Relative performance decrease.
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	Version
	Basic

Processing
	Cooperative

Scheduling
	Preemptive

Scheduling
	Interrupt

Processing
	Interrupt

Preemptive
	Message

Processing
	Synchronization

Processing
	Memory

Allocation





	(i) Baseline (no network)
	−46.6%
	−47.0%
	−44.0%
	−44.1%
	−44.1%
	−45.0%
	−44.0%
	−47.0%



	(ii) Echo
	0%
	0%
	0%
	0%
	0%
	0%
	0%
	0%



	(iii) Echo + SW
	36.7%
	39.9%
	46.9%
	53.6%
	40.5%
	26.1%
	28.5%
	25.5%



	(iv) Echo + RoCC Mem
	3.7%
	2.1%
	4.5%
	5.5%
	6.6%
	7.8%
	9.0%
	5.2%



	(v) Echo + RoCC
	8.8%
	4.3%
	5.9%
	8.0%
	7.0%
	7.8%
	8.8%
	5.2%



	(vi) Echo + MMIO
	5.0%
	0.4%
	7.2%
	4.5%
	8.2%
	5.4%
	10.4%
	3.5%
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Table 10. FAC-V Power Estimation.






Table 10. FAC-V Power Estimation.





	

	

	
FACV-128

	
FACV-192

	
FACV-256






	

	
Rocket Core

	
+RoCC

	
+RoCC Mem

	
+MMIO

	
+RoCC

	
+RoCC Mem

	
+MMIO

	
+RoCC

	
+RoCC Mem

	
+MMIO




	
Static

Power (W)

	
0.099

	
0.100

	
0.100

	
0.100

	
0.100

	
0.100

	
0.100

	
0.100

	
0.100

	
0.100




	
+1.0%

	
+1.0%

	
+1.0%

	
+1.0%

	
+1.0%

	
+1.0%

	
+1.0%

	
+1.0%

	
+1.0%




	
Dynamic

Power (W)

	
0.196

	
0.218

	
0.220

	
0.221

	
0.218

	
0.217

	
0.215

	
0.232

	
0.231

	
0.217




	
+11.2%

	
+12.3%

	
+12.7%

	
+11.2%

	
+10.7%

	
+9.7%

	
+18.4%

	
+17.9%

	
+10.7%




	
Total

Power (W)

	
0.295

	
0.318

	
0.320

	
0.321

	
0.318

	
0.317

	
0.315

	
0.332

	
0.331

	
0.317




	
+7.8%

	
+8.5%

	
+8.8%

	
+7.8%

	
+7.5%

	
+6.8%

	
+12.5%

	
+12.2%

	
+7.5%
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Table 11. AES encryption energy estimation.






Table 11. AES encryption energy estimation.





	

	
FACV-128

	
FACV-192

	
FACV-256






	
Size of Message

	
16 Bytes

	
80 Bytes

	
16 Bytes

	
80 Bytes

	
16 Bytes

	
80 Bytes




	
Energy/

Message ( μ J)

	
Software

	
541.12

	
2705.87

	
597.27

	
2992.36

	
729.93

	
3650.21




	
RoCC Mem

	
0.10

	
0.81

	
0.10

	
0.81

	
0.10

	
0.86




	
RoCC

	
0.32

	
1.55

	
0.33

	
1.58

	
0.35

	
1.70




	
MMIO

	
0.93

	
4.55

	
0.93

	
4.46

	
0.93

	
4.94
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Table 12. Comparison with FAC-V AES Implementation.






Table 12. Comparison with FAC-V AES Implementation.





	Work
	Year
	Technology
	AES

Architecture
	Frequency

(MHz)
	Cycles/

Encryption *
	Throughput *





	Agwa et al. [34]
	2017
	ASIC

(Loosely)
	Rolling
	666
	-
	2.601 Gbps



	Bui et al. [35]
	2017
	ASIC

(Loosely)
	Rolling
	10
	44
	28 Mbps



	Lu et al. [30]
	2018
	ASIC

(-)
	Rolling
	50
	213
	30.05 Mbps



	Banerjee et al. [31]
	2019
	ASIC

(Loosely)
	Rolling
	16
	11
	-



	Al-Gailani et al. [38]
	2019
	FPGA

(-)
	Unrolling
	158
	1
	20.3 Gbps



	Shahbazi et al. [36]
	2020
	FPGA

(-)
	Unrolling
	622.4
	1
	79.7 Gbps



	Marshall et al. [32]
	2020
	ASIC

(Tightly)
	Rolling and

Unrolling
	-
	18–30
	-



	Pan et al. [33]
	2021
	FPGA & ASIC

(Tightly)
	Rolling
	100
	11–19
	471–695 Mbps



	FAC-V
	2022
	FPGA

(Loosely and Tightly)
	Fully Unrolled

and Partly Unrolled

and Rolled
	65
	1

5

10
	8.32 Gbps

1.66 Gbps

832 Mbps







* Excluding the cost of communicating with peripherals.
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