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Abstract: We present a new machine learning (ML) deep learning (DL) synthesis algorithm for the
design of a microstrip meander line (MML) slow wave structure (SWS). Exact numerical simulation
data are used in the training of our network as a form of supervised learning. The learning results
show that the training mean squared error is as low as 5.23 x 10~2 when using 900 sets of data. When
the desired performance is reached, workable geometry parameters can be obtained by this algorithm.
A D-band MML SWS with 20 GHz bandwidth at 160 GHz center frequency is then designed using
the auto-design neural network (ADNN). A cold test shows that its phase velocity varies by 0.005 c,
and the transmission rate of a 50-period SWS is greater than —5 dB with the reflectivity below —15 dB
when the frequency is from 150 to 170 GHz. Particle-in-cell (PIC) simulation also illustrates that a
maximum power of 3.2 W is reached at 160 GHz with 34.66 dB gain and output power greater than
1 W from 152 to 168 GHz.

Keywords: deep learning (DL); machine learning (ML); microstrip meander line slow wave structure
(MML-SWS); D-band

1. Introduction

High-frequency millimeter-wave communication is receiving increasing attention
due to the development of 6G and next-generation communication networks [1]. It is
difficult to realize high-power millimeter-wave sources over the W-band because of the
power limitation of solid-state devices [2]. As a core component of high-power microwave
devices, the traveling wave tube (TWT) has a wide range of applications in millimeter-wave
fields, and has been applied in terahertz wave transmission systems [3]. Compared with
solid-state devices, TWTs have obvious advantages at high frequencies [4]. Therefore,
it is necessary to carry out research on high-frequency TWT technology to promote the
development of high-frequency millimeter-wave technology [5]. Among various types
of TWTs, spiral and folded waveguides are the most common slow wave structure (SWS)
in the microwave and millimeter-wave bands [6]. In [7], a double corrugated waveguide
(DCW) SWS was designed to support a beam voltage of 13 kV with a wide bandwidth of
about 20 GHz, obtaining an interaction impedance of approximately 1.5 () at D band. An
SWS for a W-band folded-waveguide TWT with an operating bandwidth of around 3 GHz
was also designed, delivering an output power of 50 W at the operating voltage of 13.5 kV
and operating beam current of 80 mA. Obviously, these SWSs require high voltages to
provide a high output power, which is the obstacle preventing the application of vacuum
electronic device (VED) in modern communication systems.

Planar microstrip meander line (MML) SWSs are more conducive to microfabrication
techniques, which can offer simple construction, wide bandwidth and low operation
voltage [8]. MML SWSs have demonstrated a low voltage of 3-5 kV at V-band and W-
band [9,10]. Recently, Zhen et al. used a concentric arc MML SWS to obtain 44 W output
power with 18.6 dB gain working at 720 V [11].
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Meanwhile, deep learning (DL) [12,13], a supervised method of pattern analysis
with a multilayered structure, has been widely applied in inverse-design over the past
decade [14,15]. In current research of inverse-design based on DL, deep neural net-
works (DNN) are trained using tensors encoded with structure and spectrum charac-
teristics [16,17], demonstrating the use of DL technology as an inverse-design tool in
microwave and optical wave fields. In [18], a purpose-designed DL architecture made up
of a convolutional neural network (CNN) and a fully-connected neural network (FCNN)
was used to automatically model and optimize three-dimensional chiral metamaterials,
achieving high numerical accuracy in plasmonic meta-surfaces. The method realized the
design-on-demand function and produced suitable meta-atom geometric parameters to
fulfill the given requirements. A typical multi-layer FCNN was also successfully applied to
solve effective refractive indices of the fundamental waveguide mode in a silicon nitride
channel waveguide for both polarizations of light [19]. The DL model was only trained
with sixteen data points and could accurately predict patterns in the effective refractive
indices. Malkiel et al. introduced a DL architecture that was applied to the design and char-
acterization of metal-dielectric sub-wavelength nanoparticles. Their approach of training
a bidirectional network that goes from the optical response spectrum to the nanoparticle
geometry and back was significantly more effective than the alternative method of training
separate models for design and characterization tasks [20]. This data-driven technique has
been applied to tackle challenging problems in a wide range of fields. Applying DL to
achieve practical parameters for an SWS is a highly effective method for their design.

While these DL algorithms have very powerful learning and prediction capabilities,
their interpretability remains a significant challenge. Especially in the field of VED, where
the dimensions of device structure and spectrum are low and the data set is limited,
the algorithm could provide sufficient design guidance rather than simply be used as a
blackbox function.

This paper aims to rapidly design an MML SWS according to the target center fre-
quency and bandwidth using our proposed algorithm. An XGBoost-DNN composite
structure [21] is applied to inverse design a practical MML SWS. The optimized parameters
of an MML SWS are then obtained using supervised machine learning algorithms accord-
ing to the desired bandwidth and center frequency of the MML SWS. The mean squared
error (MSE) is reduced to 0.001 using 900 groups of data. An MML SWS is then designed
for particle-in —cell (PIC) simulations using the parameters obtained by this method, and
the results show that the obtained parameters work well for the MML SWS.

2. MML Structure and Cold Parameters

The unit structure of the proposed MML with a metal shield consists of two parts, the
dielectric substrate, and the MML, which are shown in Figure 1. The dielectric substrate
material is silicon dioxide (5iO»), the thickness of the dielectric substrate is set as &, the
relative dielectric constant ¢ is 3.75, and the tangent loss, tan9, is 0.0004. The MML is
pure copper, with electrical conductivity at 2e7 S/m. Its thickness is t = 0.01 mm, with a
line width of w, a distance between two adjacent transverse microstrip lines of s, and a
transverse length of I. H is the height between the MML and metal shield and is fixed at
0.75 mm; L is the transverse width of the metal shield, where L =2 *Is + 1 and 1s is fixed at
0.2 mm.

The main characterizations of the MML are phase velocity and transmission, which
determine the performance of an MML SWS. Therefore, the phase velocity and transmission
versus frequency are simulated using CST studio suite. In order to describe the spectrum
characteristics of the MML, the characteristic parameters v, d, Smin and Smax from the
spectrum shown in Figure 2a,b are defined, where v is normalized phase velocity at the
central frequency, 4 is the difference between the phase velocity at the lower bandwidth
and that at the upper bandwidth, which represents the flatness of phase velocity within
the required bandwidth.
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Figure 1. (a) Front view; and (b) top view of the MML unit structure.
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Figure 2. Cold-test characteristic of the MML structure: (a) Dispersion characteristic; (b) Transmission
(S21) and reflection (S11).

Figure 2b shows the transmission characteristics of the MML, where the minimum
transmission (Smin) and the maximum reflection (Smax) in the bandwidth are defined.
These two parameters represent the transmission performance of the MML structure.

3. Method

XGBoost is trained to learn the characteristic of MML and inverse design the parame-
ters using the four characteristic parameters v, d, Smin and Smax. The software builds a
one-way mapping between the structural and spectral parameters. XGBoost provides simi-
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lar functionality to that of CST, but has a much faster calculation speed after training with
a dataset simulated by CST. It also provides the importance index of structural parameters
to the optimization of different spectrum parameters. DNN plays the exact opposite role to
XGBoost, offering different structural parameters to the pre-trained XGBoost, which then
predicts the spectral parameters of the structural parameters according to the previously
established one-way mapping relationship. This process is called inverse design.

XGBoost uses the greedy algorithm to traverse all possible values of the four parame-
ters (s, |, w, h) of the MML structure and calculate the importance index. It then continuously
splits the data set according to the importance index to construct a decision tree.

As an integration model of decision trees, the output of XGBoost is the weighted
sum of the outputs of the k decision trees. The best split in each tree learning must be
determined. In order to do so, a split finding algorithm considers all possible splits on
all four structural features, which is called the exact greedy algorithm [21]. The objective
function at step t of XGBoost is:

n

LO =Y lgifi(x) + %hiftz(xi) +Q(ft)

i=1

where g; and &; are the first and second-order gradient statistics on the loss function (MSE),
and Q(f;) = 7T is the regularization parameter used to solve the problem of over-fitting
by limiting the size of each decision tree output value.

The proposed microstrip meander line predict model (MMLPM) is schematically
depicted in Figure 3a. In the learning process of XGBoost, the importance index for
all features is calculated according to the formula of the corresponding optimal value
w; = _Ziljzi/\ [21], where A is an artificially defined hyperparameter used to control the
weight of the regularization parameters, and subscript i represents the set, the data are
present according to the split point. Moreover, these indicators will provide a meaningful
reference for designers to configure the MML. As shown in Figure 3b, the influence of the
metal folding line length on the phase velocity v and transmission Smin is greater than
other structural parameters. In the same way, adjusting the value pairs of s is more helpful
to improve the performance of d and Smin.

In this paper, 900 samples were simulated by CST to train and validate XGBoost.
Based on the results of several previous simulations, s was set to be in the range from 0.01
to 0.03 mm, / was set to be in the range from 0.1 to 0.3 mm, & was set to be in the range
from 0.015 to 0.04 mm, w was set to be in the range from 0.015 to 0.04 mm. The entire data
set had a total of 900 data points for network learning and verification at ratios of 0.7 and
0.3, respectively.

We use XGBoost to establish the forward mapping relationship between the structural
and spectral parameters, which is more interpretable than neural networks. However,
our goal is to use deep learning and machine learning to reverse design SWS rather than
simply predict the spectrum. Therefore, we also train a fully connected forward neural
network (FNN) whose input is a set of spectral parameters and output is a set of structural
parameters. Adam optimization algorithm is used [22], which can automatically adapt to
adjust the learning rate. As shown in Figure 4a, the basic structure of a DNN consists of
three components: An input layer, a hidden layer, and an output layer. These layers are
an FCNN, meaning every neuron in one layer is connected to all neurons in the previous
layer. Therefore, the output of neurons in the previous layer is the input of neurons in the
next layer, and each connection has a weighted value w. In the equations in Figure 4b, ¢ is
the activation function. The goal of each iteration is to update these weights so that the
prediction results are increasingly similar to the simulation data. There is no connection
between neurons within the same layer. In the learning process of a neural network, losses
in learning are propagated backward, and can be measured by the MSE or linear errors.
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Figure 3. (a) MMLPM basic structure; (b) the corresponding optimal value with phase velocity; (c) the corresponding
optimal value with phase velocity flatness; (d) the corresponding optimal value with Smax; (e) the corresponding optimal
value with Smin.
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Figure 4. (a) XGBoost-DNN composite structure; (b) basic structure of a fully connected deep neural network; (c) three

different active functions; (d) training loss with different active functions.
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For a node in a hidden layer of a neural network, the calculation of its activation value
is divided into two steps: (1) The values of the nodes x; and X, are given when entering
the hidden node to achieve a linear transformation, and the value of Z[l = wlx; + w?x, +
bt = iy + b1 is calculated, where superscript 1 designates the first hidden layer. (2) For
a nonlinear transformation; that is, a nonlinear activation function, the output of the node
a(1) = g(z(1)) is caculated, where g(z) is a nonlinear function. Graphs of three of the most
commonly used active functions are provided in Figure 4b. All three active functions in our
method are tested, and the training loss is shown in Figure 4c. The backpropagation loss of
the FNN is calculated from the mean square error function for the output of XGBoost and
the input of the FNN [23], which means the FNN is trained to offer XGBoost a suitable set
of structural parameters. Once the training is done, the corresponding structure parameters
can be obtained by inputting the target spectral parameters to the FNN. Obviously, the
results of Tanh and ReLu have larger gradients than that of sigmoid near the center value,
leading to faster weight update speed of multi-layer neural network. Although the training
error of tanh activation function is minimized, the training losses of ReLu and tanh are
very close to each other. Moreover, ReLu can effectively avoid the problem of gradient
disappearance in DNN [23]. Therefore, ReLu function is chosen as the active function in
our method.

4. Results and Discussion

To validate the XGBoost-DNN, a range of initialization spectral properties were offered
to the model, where v was less than 0.15¢, d was less than 0.005, Smax was less than —5 dB,
Smin was higher than —5 dB. For an SWS with the desired center frequency of 160 GHz and
bandwidth of 20 GHz, a set of the specific structural parameters designed by XGBoost-DNN
were given as: s = 0.012 mm, / = 0.2 mm, & = 0.02 mm, w = 0.016 mm.

The cold-test and transmission characteristics are shown in Figure 5a,b. As shown
in the figure, the maximum reflection of our optimized structure remains below —15 dB
from 150 to170 GHz, the phase velocity is 0.134c at the central frequency, and the on-axis
coupled pierce impedance at 0.03 mm above the metal MML is 14.3 (), which means the
optimized structure performs as expected.
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Figure 5. (a) Transmission characteristics from 150 to 170 GHz of the designed MML-SWS; (b) dispersion characteristic and
coupled impedance of the structure.

PIC simulation was performed to validate the designed MML-SWS. A 4.59-kV operat-
ing voltage and a 0.232 mm x 0.02 mm sheet beam with 50 mA current were applied with
a 0.6 T longitudinal magnetic field in the PIC simulation. The schematic model in CST is
shown in Figure 6a. In addition, according to the guidance of previous literature [24], three
section attenuators with a maximum tangent loss of 0.24 were used, and each attenuator
had a length of 15 periods, located at periods 25, 65 and 105, respectively. As shown in
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Figure 6b, when the input signal power is 1 mW, the stable output power with 180 periods
reaches 3 W with 36.66 dB gain at 160 GHz. Meanwhile, the power gain is above 30 dB
over a 20 GHz bandwidth range from 150 to 170 GHz with input power at 1 mW, as shown
in Figure 6¢, which validates that the design geometry meets our requirements.
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Figure 6. (a)Schematic model for PIC simulation; (b) output power and gain versus input signal power; (¢) output power
and gain versus frequency.

5. Conclusions

We successfully utilized XGBoost and DNN technology to design an MML-SWS
for the optimization of a cold-test and transmission characteristics in this work. The
raw data collection was based on the simulation results obtained from CST with four
observed parameters of phase velocity at the center frequency, dispersion flatness, minimal
transitivity, and maximal reflectivity between the bandwidth. The XGBoost-DNN could
learn these relations from the raw data to determine the optimal parameters. Once the
center frequency and bandwidth were given, the appropriate SWS could be designed
automatically.

In this paper, only D-band parameters were learned by our algorithm. In future work,
the learning database will extend the frequency range from the Ka-band to the G-band.
Meanwhile, other types of SWSs also could use this methodology to provide a fast and
creative technique to research vacuum electronic devices.
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