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Abstract: Muscle force is an important physiological parameter of the human body. Accurate
estimation of the muscle force can improve the stability and flexibility of lower limb joint auxiliary
equipment. Nevertheless, the existing force estimation methods can neither satisfy the accuracy
requirement nor ensure the validity of estimation results. It is a very challenging task that needs to
be solved. Among many optimization algorithms, gray wolf optimization (GWO) is widely used to
find the optimal parameters of the regression model because of its superior optimization ability. Due
to the traditional GWO being prone to fall into local optimum, a new nonlinear convergence factor
and a new position update strategy are employed to balance local and global search capability. In
this paper, an improved gray wolf optimization (IGWO) algorithm to optimize the support vector
regression (SVR) is developed to estimate knee joint extension force accurately and timely. Firstly,
mechanomyography (MMG) of the lower limb is measured by acceleration sensors during leg
isometric muscle contractions extension training. Secondly, root mean square (RMS), mean absolute
value (MAV), zero crossing (ZC), mean power frequency (MPF), and sample entropy (SE) of the
MMG are extracted to construct feature sets as candidate data sets for regression analysis. Lastly, the
features are fed into IGWO-SVR for further training. Experiments demonstrate that the IGWO-SVR
provides the best performance indexes in the estimation of knee joint extension force in terms of
RMSE, MAPE, and R compared with the other state-of-art models. These results are expected to
become the most effective as guidance for rehabilitation training, muscle disease diagnosis, and
health evaluation.

Keywords: mechanomyography; knee joint extension force; improved gray wolf algorithm; support
vector machine

1. Introduction

With the rapid increase in global aging, the elderly are more likely to lose their ability
to exercise due to stroke, arthritis, central nervous system diseases, and other diseases.
According to the Indian Aging Report 2017, the cases of arthritis and stroke among the
elderly may increase up to 55.9 million and 1.9 million, respectively, by 2030 [1]. In
addition, millions of people around the world have lost limbs for various reasons, and
according to the World Health Organization, there are approximately 40 million amputees
in the world [2,3]. High-performance prosthetics and rehabilitation training equipment
can significantly improve the quality of life of the elderly and patients with lost limbs.
However, at present, the product gap of assistive devices is huge, and the intelligence
degree is not high. Simple manual supervision or simple assistive devices have been unable
to meet the needs of the disabled and the elderly. Therefore, safe and reliable auxiliary
training instruments and intelligent and convenient prosthetic devices will greatly improve
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the daily living standards of these groups, which has also attracted extensive attention
from robotics researchers [4].

Auxiliary training instruments and intelligent prosthetic devices need to realize com-
fortable, natural, and flexible human-machine interaction and human-machine coordinated
movement. The key technology lies in the simple, real-time, and accurate acquisition of
human motion intentions and parameters related to human dynamics through biological
signals on the surface of the human skin [5,6]. In particular, joint extension force estimation
is an effective way to improve the flexibility of human joint auxiliary training equipment.

There are usually two methods to obtain the biological signal, namely invasive way
and non-invasive way. The non-invasive method has almost no damage to the human
body, which has attracted wide attention and shows great application prospects. In general,
non-invasive methods such as surface electromyography (sEMG), electroencephalogram
(EEG), and mechanomyography (MMG) are used to obtain signals from the human surface.
Although sEMG and EEG have been successfully applied in human motion recognition
and parameter estimation, these biological signals are easily affected by the external
environment, which leads to the instability of the actual signal and brings difficulties to
practical application. Specifically, sEMG acquisition usually requires skin preparation and
is susceptible to skin impedance, sweating [7]. EEG acquisition usually requires a quiet
place to preserve concentration and is susceptible to swallowing, accidental blinking [2].
Studies have shown that during muscle activity, not only sEMG signals are generated,
but also low-frequency mechanical vibration signals (MMG) are generated by muscle
contraction [8]. MMG records the mechanical phenomenon of transverse vibration of
muscles during active contraction and reflects the mechanical properties of muscles in
the process of movement [9], which has attracted the attention of some scholars in recent
years. Compared with sEMG and EEG, MMG measurements are more reliable because
they do not require skin preparation, precise positioning of test positions, and avoidance of
accidental body movements. In addition, MMG can be easily detected by general sensors
such as accelerometers, piezoelectric contact sensors, and microphones [10] and have
stronger anti-interference than sEMG and EEG signals. Moreover, the sensor requirements
are lower for MMG signal acquisition [11].

At present, muscle force can usually be obtained by using manual muscle test-
ing (MMT), invasive direct measurement (IDM), and kinematic and dynamic method
(KDM) [12]. However, these methods have many problems, such as high cost, low preci-
sion, and irreparable damage to the human body. In contrast, it is the most convenient,
safest, and cheapest method to drive auxiliary training instruments and intelligent pros-
thetic devices by obtaining motion information from MMG. Therefore, MMG has been
taken as an ideal non-invasive control signal.

The changes of MMG are closely related to muscle force, muscle fatigue, body posture,
and movement [13–15]. Through the analysis and feature extraction of MMG, a recognition
model can be built to recognize the movement patterns of limbs, but it is difficult to
accurately estimate muscle force. Accurate muscle force estimation has great practical
demand and extremely important application value in many fields [16–18]. However,
there is no mature and stable technology to directly measure muscle force at present. The
existing muscle force testing methods either need to use an external force measuring device
to detect contact force, or the measuring conditions are too harsh to limit the application
occasions. Therefore, it is a challenging problem to extract information from MMG to
estimate muscle force accurately and timely. The muscle force accurately estimated by
MMG can be used as the control input of the human-computer interaction system and
can also monitor and feedback the health status and fatigue degree of human muscles in
real-time, which is of great significance for intelligent artificial limbs and wearable devices.

At present, in addition to the successful use of sEMG signal to estimate human
parameters [19–21], some experts and scholars have also begun to use MMG signal to
construct estimation models for muscle force estimation. Studies have shown that there is
a nonlinear relationship between MMG and muscle force [22], indicating that MMG can
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be used to estimate muscle force. In order to effectively build the relationship between
MMG and corresponding muscle force, Beck et al. [23] studied the linearity and reliability
relationship between MMG amplitude and muscle force of vastus lateralis muscle and
concluded that there was not enough linearity and reliability relationship between MMG
amplitude and muscle force. Furthermore, they also pointed out that the relationship
between MMG amplitude and muscle force could be improved by using new techniques.
Further, Youn and Kim [24] extracted the MAV and the ZC of MMG as features and fed them
into the artificial neural network (ANN). The feasibility of MMG for estimating the elbow
flexion force was demonstrated. Then, by extracting the RMS and ZC of MMG as features,
they confirmed that ANN models to estimate the elbow flexion forces are better than the
multiple linear regression (MLR) models [25]. Although they were obtained satisfactory
results, the accuracy was still not high. Therefore, they suggested using other learning
techniques such as support vector machines to improve the model’s accuracy in the future.
Lei et al. [26] also adopted the same method to extract RMS and frequency-domain variance
(FV) from MMG as features, and input them to the ANN for muscle force estimation, and
concluded that the constructed regression model had higher accuracy than polynomial
regression. However, the estimation accuracy of these models is not high enough. Although
ANN is very popular in MMG muscle force estimation, it still has some drawbacks, such
as easy convergence to a local optimal solution, poor generalization ability to produce
overfitting results, empirical choice of hidden layer node number, random initialization
of linkweights between network nodes, etc. Recently, to improve the accuracy of muscle
force estimation, our research group tried to build an optimized relevance vector machine
(RVM) to estimate the quadriceps femoris contraction strength by selecting MAV, MPF, SE,
and the correlation coefficient between MMG signals in two different channels, but the
effect of muscle force estimation was still not ideal.

Compared with ANN, radial basis function (RBF), and random forest (RF), support
vector regression (SVR) is more suitable for complex and nonlinear regression problems
based on statistical supervised learning theory and structural risk minimization. It has
a perfect theoretical basis, strong fitting ability, strong generalization ability, and strong
robustness [27]. Therefore, Zhang et al. [28] used SVM to classify head motion by extract-
ing the time domain, time-frequency domain, and nonlinear dynamic features of MMG,
achieving a suitable classification effect with an accuracy rate of 88.2%. In addition, some
useful attempts have been made to estimate muscle force by using SVR. Ibitoye et al. [29]
first used SVR to estimate the knee torque by selecting RMS and peak-to-peak (PP) val-
ues as MMG features. They obtained suitable estimation results with the coefficient of
determination (R2) of 89% and the root mean square errors (RMSE) of 12.95. Further,
Wang et al. [30] selected the combination of four characteristics to estimate the knee joint
extension force by using SVR, which obtained a suitable result with R2 of 0.799 and RMSE
of 9.18%. Ibitoye et al. [31] used SVR to estimate the neuromuscular electrical stimula-
tion NMES evoked knee torque from MMG and obtained satisfactory results, with RMSE
of range 6.28–9.82 and accuracy up to 95% by using Gaussian and polynomial support
vector kernels.

In summary, it can be seen that SVR can be used for muscle force estimation. However,
in parameter selection, SVR usually selects key parameters randomly, resulting in the
model not obtaining high prediction accuracy. Consequently, we need to explore the
optimal key parameter optimization method of SVR and build a muscle force estimation
model. Although some algorithms have been proposed for SVR optimization and suitable
results have been obtained, the need to develop new optimization algorithms will be
increasing [32]. In this paper, we use the gray wolf algorithm (GWA) to optimize the
penalty factor and kernel function parameter of SVR, but the traditional GWA is prone
to premature, poor stability, easy to fall into local optimal [33]. To solve this problem,
we introduce a new nonlinear convergence factor and a new position update strategy to
improve the traditional GWA to balance local and global search capabilities.
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The knee extension force is produced by an isolated extension, which mainly comes
from four muscles of the quadriceps femoris in the front of the thigh. To accurately estimate
knee joint extension force based on quadriceps muscle activity, an IGWO-SVR model is
proposed, in which IGWO adopts a new nonlinear convergence factor and a new position
update strategy. Compared with other estimation models, the IGWO-SVR model can obtain
the best performance in different evaluation indexes. The main contributions of this study
are as follows:

1. A new, improved swarm intelligence optimization algorithm (IGWO) combined with
SVR is proposed. In the IGWO, a new nonlinear convergence factor and a new
location update strategy are creatively proposed, which can effectively improve the
estimation of knee joint extension force;

2. The new nonlinear convergence factor and the new position update strategy are
applied to IGWO for the first time;

3. The first application of the proposed IGWO-SVR model in muscle force estimation;
4. The proposed IGWO-SVR model is superior to other models in performance indexes

of RMSE, MAPE, and R.

2. Methodology
2.1. Support Vector Regression

Support vector machine (SVM) is a new type of supervised learning prediction method.
Compared with some neural networks, this method has a reliable statistical theoretical basis
and higher prediction accuracy for high-dimension and small-sample data and is especially
suitable for nonlinear problems [34]. Its basic principle is to map low-dimensional feature
vectors in the sample set to high-dimensional feature space through nonlinear transforma-
tion function (kernel function) and then perform linear regression fitting on the mapped
sample set in the high-dimensional space. Thereby, it can transform the low-dimensional
nonlinear regression problem into a high-dimensional linear one [35]. The principles of
SVR are as follows.

Supposing a set of training samples, S = {(xi, yi)|(xi ∈ Rn, yi ∈ R}L
i=1, where xi

represents the input feature vector of the ith sample; yi represents the actual value of the
ith sample; n represents the dimension of input parameters; L represents the number of
training samples. After mapping through a nonlinear function ϕ, the SVR function can be
expressed as:

f (xi) = wT ϕ(xi) + b (1)

where w ∈ Rn and b ∈ R are the weight and bias vectors, respectively. w and b are estimated
by the minimized regular risk function.

R(C) = C
1
L ∑L

i=1 Lε(yi, f (xi)) +
1
2
||w ||2 (2)

where ε represents the maximum error allowed by the regression analysis, which is used to
control the number of support vectors and generalization ability. C is a positive constant,
also called the penalty factor, representing the degree of penalty for errors exceeding
ε; yi and f (xi) are the actual value and predicted values of the ith sample, respectively.
Lε(yi, f (xi)) is ε-insensitive loss function to penalize the training errors between yi and
f (xi), and is defined as follows:

Lε(yi, f (xi)) =

{
0 i f |yi − f (xi)| < ε

|yi − f (xi)| − ε i f other
, ε > 0 (3)

The relaxation variables ξ and ξ* are introduced, and the objective function is finally
transformed as follows:

min
1
2
||w ||2 + C ∑L

i=1(ξ + ξ∗) (4)
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s.t.


yi − f (xi) ≤ ε + ξi

−yi + f (xi) ≤ ε + ξ∗i i = 1, 2, . . . , L

ξi, ξ∗i ≥ 0

(5)

The convex optimization problem of Equations (4) and (5) can be converted to solve
their duality problem. Two new Lagrange multipliers αi and α∗i are added to the solution,
and the mapping is carried out through the kernel function K

(
xi, xj

)
= ϕ(xi)

T ·ϕ
(

xj
)
.

Finally, the SVR function is expressed as follows:

f (x) = ∑L
i=1(αi − α∗i )K(xi, x) + b, 0 < αi, α∗i < C (6)

In the process of solving, the selection of kernel function has a great influence on SVR.
Because the radial basis function (RBF) kernel has strong nonlinear approximation ability
and suitable generalization performance when other parameters are appropriately selected,
RBF function is chosen as kernel function, which is defined as follows:

K
(
xi, xj

)
= exp

(
−γ||xi − xj||2

)
(7)

where γ = 1
2σ2 , σ2 is the variance of the kernel function.

In SVR calculation, penalty parameter C and kernel function parameter γ are often
randomly selected, which has a great effect on the prediction accuracy of the model [36].
In addition, the trial-and-error method is time-consuming and insufficiently accurate.
Therefore, optimization algorithms, such as grid search (GS), particle swarm optimization
(PSO), gray wolf optimization (GWO), and cuckoo search (CS), can be selected to help
SVR find these parameters and avoid over-learning or under-learning caused by improper
parameter selection.

2.2. Traditional Gray Wolf Algorithm and Its Improvement
2.2.1. Traditional Gray Wolf Algorithm

Mirjalili et al. [37] proposed a GWO algorithm in 2014, which has been widely used
in the field of neural network optimization. GWO algorithm is a new heuristic swarm
intelligence optimization algorithm to simulate the hunting behavior of gray wolf packs.
The algorithm has the advantages of simple structure, rapid convergence, and few ad-
justable parameters, which leads to the encouraging application of the GWO in various
fields. The GWO optimization process can be described as follows: firstly, the gray wolf
population is randomly generated in the search space, and gray wolf packs are divided
into α wolves, β wolves, and δ wolves according to the fitness of each wolf from high
to low, and the remaining individuals are ω wolves. These four categories are used to
simulate the leadership hierarchy. Then, α, β, and δ wolves are used to locate the prey
and guide the other wolves to calculate the distance between themselves and the prey to
encircle and hunt. Finally, through the self-evolution of gray wolf packs, the distance is
gradually shortened to realize the hunting prey, and the optimal solution of the problem
to be optimized is obtained. The GWO optimization process is realized through wolves’
behaviors such as encircling prey and hunting [38].

When gray wolves find prey, they will quickly approach the prey and update the
distance and the position of gray wolves. The mathematical expression of their behavior of
encircling prey is as follows:

⇀
D =

∣∣∣∣C·→XP(t)−
→
X(t)

∣∣∣∣ (8)

→
X(t + 1) =

→
XP(t)− A·

⇀
D (9)

where t represents the current iteration number,
⇀
D is the distance between the wolves

and the prey,
→
XP(t) represents the position vector of t generation prey,

→
X(t) represents the
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position vector of gray wolves in the t generation, A and C are coefficients vectors, which
can be expressed as:

A = 2a·r1 − a (10)

C = 2r2 (11)

a = 2− 2× t
tmax

(12)

where t represents the number of iterations, tmax represents the maximum number of
iterations. a is the linear convergence factor (LCF), which decreases linearly from 2 to 0
during iteration. r1 and r2 are random values in [0, 1], respectively. The random C can
avoid falling into the local optima and keep the encircling behavior random.

When gray wolves encircle their prey and begin hunting (optimization), α, β and δ
wolves lead other wolves (ω) to update their position vectors according to their fitness,
which can be expressed as follows:

⇀
Dα =

∣∣∣∣C1·
→
Xα −

→
X(t)

∣∣∣∣
⇀
Dβ =

∣∣∣∣C2·
→
Xβ −

→
X(t)

∣∣∣∣
⇀
Dδ =

∣∣∣∣C3·
→
Xδ −

→
X(t)

∣∣∣∣
(13)

→
X1 =

→
Xα − A1·

⇀
Dα

→
X2 =

→
Xβ − A2·

⇀
Dβ

→
X3 =

→
Xδ − A3·

⇀
Dδ

(14)

⇀
X(t + 1) =

⇀
X1 +

⇀
X2 +

⇀
X3

3
(15)

where
⇀
Dα,

⇀
Dβ, and

⇀
Dδ represent the distance, respectively.

→
X,
→
X2, and

→
X3 in turn rep-

resent the real-time update positions of α, β and δ wolves, and
⇀
X(t + 1) represents the

updated optimal solution vector. The location update strategy is implemented by averaging
method (LUS1).

2.2.2. Improved Gray Wolf Algorithm

In practical application, the GWO algorithm also has some disadvantages, such as
premature, poor stability, and easy to fall into local optimization [39]. It can be seen from
the GWO algorithm that the deviation and convergence of gray wolves depend on the
convergence factor a, which is linearly decreasing. However, the convergence of intelligent
algorithms is nonlinear, and the linear process does not accord with the actual convergence
process. Secondly, ω wolves update position according to the position of the three leading
wolves, which means that ω wolves need to comprehensively learn and consider the
position information of the three leading wolves simultaneously. However, the three
leading wolves are treated the same in the traditional GWO algorithm; that is, the LUS1 is
used to update the position, which is completely inconsistent with the actual situation. To
find the optimal solution, the position information of α, β, and δ wolves should be fully
considered. The weight of different position information should be given to accelerate
the convergence speed of the algorithm and improve the ability to avoid trapping into
local optimal [40]. To make up for the shortcomings of the traditional GWO algorithm,
this paper improves the traditional GWO algorithm from two aspects of the convergence
factors a and position-dynamic weights of α, β, and δ wolves.
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1. Nonlinear convergence factor control strategy (NCF)

The optimization of the swarm intelligence algorithm mainly depends on the coor-
dination ability between global search and local search. Strong global search ability can
ensure that the algorithm is not “premature”. Strong local search ability can ensure that
the algorithm can accurately search the extreme value. Since the linear variation of the
convergence factor of the traditional GWO algorithm cannot reflect the whole optimization
process, a new NCF is proposed.

a = cos
(

π log
(

1 +
(e− 1)t

tm

))
+ 1 (16)

where t is the current iteration number and tm is the maximum iteration number. The
nonlinear evolution process of convergence factor a with the number of iterations is shown
in Figure 1. It is clear that the convergence factor a decreases nonlinearly from 2 to 0 with
the iteration number. At the initial stage of evolution, the convergence factor a is reduced
steadily to realize the smooth transition of algorithm optimization. In the intermediate stage
of evolution, the attenuation degree of convergence factor a increases, and the algorithm
quickly finds the global optimal solution. In the later stage of evolution, the attenuation
degree of convergence factor a gradually decreases, which ensures the precise optimization
and final convergence of the algorithm. To prove the effectiveness of the proposed NCF,
the proposed NCF is compared with LCF, and the results are shown in Table 1.
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Table 1. Comparison of different improvement strategies on the test samples of S1 subject.

LUS1 LUS2

RMSE MAPE R RMSE MAPE R

LCF 0.2962 0.0277 0.9972 0.2165 0.0274 0.9979
NCF 0.2050 0.0265 0.9980 0.1938 0.0256 0.9983

From Table 1, it can be seen that NCF can effectively improve the estimation perfor-
mance of knee joint extension force. Therefore, the proposed nonlinear convergence factor
can effectively balance global search and local search.
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2. Update location strategy

When wolves search for prey, location update strategy plays a very important role in
improving the efficiency of the algorithm. In the iterative process, it is easy to fall into local
optimum as ω wolves approach α, β and δ wolves. By evaluating the positions of α, β
and δ wolves, literature [41] introduced dynamic proportional weights and a new position
updating strategy, which can avoid the shortcomings of the traditional GWO algorithm
and achieve accurate hunting prey. Combined with the process of gray wolves encircling
prey and hunting, the distance between ω and α, β, and δwolves are noted as important
for facilitating real-time location updates. Therefore, we propose a new position updating
strategy (LUS2) based on the distance.

ω′1 =

1∣∣∣∣⇀Dα

∣∣∣∣
1∣∣∣∣⇀Dα

∣∣∣∣ +
1∣∣∣∣⇀Dβ

∣∣∣∣ +
1∣∣∣∣⇀Dδ

∣∣∣∣
(17)

ω′2 =

1∣∣∣∣⇀Dβ

∣∣∣∣
1∣∣∣∣⇀Dα

∣∣∣∣ +
1∣∣∣∣⇀Dβ

∣∣∣∣ +
1∣∣∣∣⇀Dδ

∣∣∣∣
(18)

ω′3 =

1∣∣∣∣⇀Dδ

∣∣∣∣
1∣∣∣∣⇀Dα

∣∣∣∣ +
1∣∣∣∣⇀Dβ

∣∣∣∣ +
1∣∣∣∣⇀Dδ

∣∣∣∣
(19)

⇀
X(t + 1) = ω′1

⇀
X1 + ω′2

⇀
X2 + ω′3

⇀
X3 (20)

where ω′1, ω′2, and ω′3 correspond to the learning weights of α, β, and δ wolves, respectively.
As can be seen from Table 1, the proposed LUS2 is superior to the traditional average
location update strategy. Therefore, the proposed dynamic learning weight position up-
date strategy can be better adjusted according to the actual situation and adapt to the
new environment.

2.3. IGWO-SVR Model Construction

In the SVR model, the selection of penalty factor C and kernel function parameter γ di-
rectly affects the prediction and fitting effect of SVR. To further improve the accuracy of the
model, we combine the IGWO algorithm with SVR and propose an IGWO-SVR estimation
model. The specific implementation steps of the IGWO-SVR model are given below:

(1) The experimental data are divided into training samples and test samples. If the
quantity level difference between data is too large, the estimation result of SVR will
be adversely affected. In addition, SVR is very sensitive to data between [0, 1]. To
improve efficiency, the experimental data are normalized to the range [0, 1], and the
normalized equation is defined as follows:

xnew =
xi − xmin

xmax − xmin
(21)

where xnew represents the normalized data of each row, xi represents each original
input data, xmin and xmax represent the minimum and maximum values of each row
data, respectively;

(2) Set related parameters such as group size N, the maximum number of iterations tm,
and optimization parameter value range;

(3) Initialize population randomly;
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(4) The fitness value of each wolf position is calculated and ranked in ascending order.

The three leading wolves positions are denoted as
→
Xα,

→
Xβ, and

→
Xδ, respectively. The

fitness value in this paper is expressed by mean square error (MSE);
(5) The distances are calculated according to (13) by updating the nonlinear convergence

factor a. Then the new individual position
→
X(t + 1) is obtained according to (20); that

is, the new SVR parameter values are obtained;
(6) If the number of iterations reaches the maximum, the iteration is terminated, and

the optimal parameters C and γ are output; Otherwise, return to (3) and continue
the iteration;

(7) The optimized parameters C and γ are used to establish the SVR estimation model.

2.4. IGWO-SVR for Knee Joint Extension Force Estimation

In this paper, by optimizing the key parameters of SVR with IGWO, a muscle force
estimation model was constructed to realize the mapping of MMG features to knee joint
extension force. Figure 2 shows the specific process of knee joint extension force estima-
tion based on the proposed model. The process can be divided into three parts: signal
acquisition and processing part, knee joint extension force estimation part, and result
evaluation part.
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3. Experimental
3.1. Signal Acquisition and Processing

Four healthy male subjects (without neuromuscular and musculoskeletal diseases)
were selected to participate in the experiment for data collection. The anthropometric
data of the subjects are shown in Table 2. The experimental device and the acceleration
sensor location are shown in Figure 3. The subjects were asked to sit comfortably in a
test chair with their right leg fixed. A force sensor (DYLF-30, 0-300N, Bengbu Sensor, Inc.,
Bengbu, China) was placed in the front of the lower leg to measure the knee joint extension
force. Acceleration sensors (ADXL335, ADI, Inc., Wilmington, MA, USA) and portable
data collectors (VK702, VKinging, Inc., Shenzhen, China) are used to acquire MMG at
a sampling frequency of 1000 Hz. Three acceleration sensors were bound to the clothes
above the muscle belly of the rectus femoris (RF), vastus lateralis (VL), and vastus medialis
(VM) by elastic bandages, respectively [30]. The subjects were required not to participate
in any form of vigorous exercise within 48 h before the experiment, and were informed
of the experiment procedure by the experimenter, and signed the informed consent form.
This experimental scheme was approved by the Institutional Review Committee of Hefei
Institute of Physical Science, Chinese Academy of Sciences. The data were collected twice.
For the first time, subjects were familiar with the experiment process, and the maximum
voluntary contraction force (MVC) of subjects was collected. For the second time, different
strength forces and corresponding MMG were collected at 10~100% MVC with increments
of 10% each time. Subjects were required to rest for 2–5 min at a time to avoid muscle
fatigue while adjacent force level data were collected.
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Table 2. Anthropometric data.

Subject Age (Years) Height (m) Body Weight (kg) Joint Angle (◦)

S1 42 1.74 72.6 0~90
S2 29 1.70 68.0 0~90
S3 21 1.70 68.5 0~90
S4 21 1.72 66.5 0~90
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Due to the low signal-to-noise ratio of the raw MMG signals, the raw MMG signals
cannot be used directly. Therefore, it must be de-noised before further application. The
power spectrum of MMG is mainly concentrated between 5 and 100 Hz, and the knee
joint extension force signal is distributed below 2 Hz. Thus, a 5–100 Hz fourth-order
Butterworth band-pass filter and a 2 Hz third-order Butterworth low-pass filter are applied
to raw MMG signals and the corresponding extension force signal, respectively. The signals
after primary de-noising are obtained, as shown in Figure 4. To obtain better data, 6 s stable
extension force data are selected as experimental data. For the selected signals, the feature
extraction is carried out by a sliding window with a window size of 1000 data points and
a sliding step size of 100 data points. The MMG collected from muscles contains a large
amount of force generation mechanisms information: the recruitment and the firing rates
of motor units (MUs) [24], which are closely related to muscle force. To characterize MMG,
RMS, MAV, ZC, MPF, and SE are selected as the features of MMG.

3.2. Model Evaluation Index

To evaluate the performance of the proposed model and other models, root mean
square error (RMSE), mean absolute percentage error (MAPE), and correlation coefficient
(R) are used to assess the accuracy of the knee joint extension force estimation. RMSE can
measure the deviation between the estimated value and the actual value and is sensitive to
outliers in the data. The smaller the value, the higher the accuracy of the estimation model.
MAPE not only considers the error between the estimated value and the actual value but
also considers the proportion between the error and the actual value, which can avoid the
error canceling each other and accurately reflect the size of the actual estimation error. R
reflects the overall deviation of the estimated value from the actual value. The closer R is
to 1, the closer the estimated value is to the actual value. The equation of RMSE, MAPE,
and R can be described as follows:

RMSE =

√
1
N ∑N

i=1(ŷi − yi)
2 (22)
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MAPE =
1
N ∑N

i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣ (23)

R =
Cov(ŷi, yi)√
D(ŷi)

√
D(yi)

(24)

where ŷi denotes the estimated value, yi denotes the actual value, D(·) denotes the calcu-
lated variance, Cov(·) denotes the covariance, and N denotes the number of samples in the
test set.
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3.3. Results and Discussion

The features of 3-channel MMG (RF-MMG, VL-MMG, and VM-MMG) under 10 different
strength forces are extracted. Then, these features are combined to obtain a data set of
500 samples. Further, all the samples are scrambled, and the scrambled data are divided
into the training set and test set, accounting for 90% and 10%, respectively. To verify the
accuracy and effectiveness of the IGWO-SVR model in estimating knee joint extension
force by MMG, in this paper, in addition to the comparison with back propagation neural
network (BPNN), we also made a comparative analysis with RBF, generalized regression
neural network (GRNN), SVR, GS-SVR, PSO-SVR, and GWO-SVR. The network structure
of the BPNN model is 15-10-1, the number of iterations is 1000, the learning rate is 0.1, and
other defaults. The expansion speed of RBF and the smooth factor of GRNN are both 0.4.
The population and maximum iteration number of GWO are the same as those of PSO,
which are 30 and 200, respectively. The optimization parameter range of GS, PSO, and
GWO parameters is [0.01, 100].

Table 3 shows the estimated performance of different estimation models for subject S1.
By comparing RMSE, MAPE, and R indexes, we find that the IGWO-SVR model is better
than other models in estimating knee joint extension force, in terms of RMSE of 0.1938,
MAPE of 0.0256, and R of 0.9983, respectively.

Figure 5 shows the estimation effects of knee joint extension force on S1 under different
regression models. According to the fitting effects of estimated values and observed values
in Figure 5a,b, it can be seen that the IGWO-SVR has the highest goodness of fit. Figure 5c
shows the estimated results of the IGWO-SVR model for the test set, which clearly shows
that the estimated values are basically in agreement with the observed values. It can be
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concluded that the IGWO-SVR model is feasible and effective in the estimation of knee
joint extension force.

Table 3. RMSE, MAPE, and R mean results for subject S1 under different regression models at the
joint angle of 90.

Models
Evaluation Index

Models
Evaluation Index

RMSE MAPE R RMSE MAPE R

BPNN 1.1841 0.0463 0.9958 GS-SVR 0.6712 0.1347 0.9842
RBF 1.5942 0.0389 0.9917 PSO-SVR 0.2817 0.0569 0.9883

GRNN 0.3278 0.1037 0.9849 GWO-SVR 0.2868 0.0748 0.9883
SVR 0.4006 0.1744 0.9715 IGWO-SVR 0.1938 0.0256 0.9983

In order to further verify the effectiveness and accuracy of the proposed IGWO-SVR in
this paper, the estimation of knee joint extension force for four subjects is presented under
different regression models, as shown in Figure 6. Figure 6a shows the RMSE comparison of
four subjects under different estimation models. As can be seen from Figure 6a, the RMSE
of IGWO-SVR is the smallest among all estimation models for four subjects; besides that,
the PSO-SVR also obtained satisfactory results overall. As can be seen from Figure 6b, the
MAPE of IGWO-SVR is the smallest among all the estimation models for the four subjects,
except that GRNN, SVR, and GS-SVR generally performed the least satisfactory. As can be
seen from Figure 6c, the R of IGWO-SVR is the largest among all the estimation models for
the four subjects. In addition, SVR, GS-SVR, PSO-SVR, GWO-SVR, and IGWO-SVR overall
show the sequentially improved performance of the evaluation R index. It can be clearly
seen from Figure 6 that all indexes of IGWO-SVR are better than other regression models,
i.e., the RMSE and the MAPE are the smallest, and the R is the largest among the four
subjects. Further, the IGWO-SVR model has a strong generalization ability in estimating
knee joint extension force for different subjects.

The mean results of RMSE, MAPE, and R are 0.2492, 0.0509, and 0.9967, respectively,
for four subjects, as shown in Table 4. The IGWO-SVR model outperforms the other
models in comparing classical neural network and optimized SVR models since the IGWO
optimizer that was used has the highest optimization power.

Table 4. Mean results of RMSE, MAPE, and R for four subjects under different regression models at
the joint angle of 90.

Models
Evaluation Index

Models
Evaluation Index

RMSE MAPE R RMSE MAPE R

BPNN 0.9233 0.068 0.9948 GS-SVR 0.9346 0.1549 0.9801
RBF 1.3367 0.0859 0.9828 PSO-SVR 0.3738 0.0634 0.9871

GRNN 0.4854 0.1572 0.9782 GWO-SVR 0.4989 0.1183 0.9855
SVR 0.6194 0.2081 0.9701 IGWO-SVR 0.2492 0.0509 0.9967

Furthermore, to verify the effectiveness of the proposed model from other relevant
aspects, this paper verifies the muscle force estimation effects of various models for four
subjects under different joint angles (30◦, 60◦, 90◦). Figure 7 shows the mean results of
RMSE, MAPE, and R of four subjects at different angles. It can be obviously known that:
(1) Although there are some differences between individuals, the proposed model achieves
the best results, with the lowest RMSE, the lowest MAPE, and the highest R, compared
with other models. (2) When the angle is at 90◦, the estimation performance of all models is
generally best in different angles. The reason is that the measured muscle is least interfered
with by other muscles; that is, the quadriceps femoris can effectively represent the variation
of knee joint extension force.
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Figure 5. The estimation effects of knee joint extension force on S1 with different regression models
at the joint angle of 90. (a) The fitting effects by BPNN, RBF, GRNN, and SVR. (b) The fitting effects
by GS-SVR, PSO-SVR GWO-SVR, and IGWO-SVR. (c) The estimated results of the IGWO-SVR model
for the test set.
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In general, the estimated values obtained by the proposed model can fit the actual val-
ues well, and the evaluation indexes are highly acceptable as compared to the other current
methods, which proves the effectiveness of IGWO-SVR estimation based on MMG features.
In addition, the results estimated by other methods are also worth noting. Interestingly, it
can be seen from Figures 6 and 7 that the optimized SVR model is generally superior to the
neural network model in estimation performance because SVR improves the generalization
ability of learning machines through minimizing empirical risk and structural risk and is
more suitable for complex and nonlinear regression problems. Another interesting fact
is that PSO-SVR generally outperforms GWO-SVR and GS-SVR in estimating knee joint
extension force. Specifically, there are two reasons. One is that various agents in PSO can
better adapt to the environment through mutual cooperation and improve the robustness
of the algorithm. The other is that GS search in parameter space is affected by the search
step size. In particular, when the step size is large, the search efficiency is improved, but
the parameter optimization effect is poor. Moreover, GWO uses the traditional linear
convergence factor and position average update strategy, which limit GWO’s excellent
optimal searching ability. Meanwhile, compared with PSO, GWO has a simple structure,
rapid convergence, and few adjustable parameters. Therefore, in view of the disadvan-
tages of traditional GWO, this paper creatively designs nonlinear convergence factor and
dynamic position update strategy, which can not only accelerate the fast convergence of
the algorithm but also greatly improve the ability of parameter optimization and further
improve the adaptability of the algorithm to MMG features. It can be shown again that the
proposed IGWO-SVR model can be more accurate to deal with the actual MMG features
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compared with other regression models and is very suitable for the estimation of knee joint
extension force.

During the experiment, we also found that muscle tremor was severe when the
subjects’ muscle force was between 70% and 100% MVC. This may affect the temporal and
spectral anomaly responses of the MMG during the force, which may also lead to a bias
in the estimation of high muscle strength grades. In contrast, the muscle tremor is more
stable and persistent when the subjects’ muscle force is between 10% and 70% MVC. In
this case, MMG may better reflect the recruitment and the firing rates of MUs, which also
enables the estimation model to estimate muscle force more accurately.

4. Application and Limitation

The results of knee joint extension force estimation could provide more effective guid-
ance information for the control of human joint auxiliary equipment. The flow chart is
shown in Figure 8. As can be seen from the figure, an accurate force estimation model is
a crucial factor in controlling human joint auxiliary equipment. Without a force estima-
tion model that provides real-time muscle force information, the device guided by the
motion intention-recognition module will be very stiff. In the future, the proposed model,
which can accurately estimate the knee joint extension force, combined with the motion
intention-recognition module, can realize the flexible control of human joint auxiliary
equipment perfectly.
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Figure 8. The application example of IGWO-SVR in human joint auxiliary equipment. Based on the
recognition of motion intention and the knee joint extension force estimation, they can be used as
effective input signals of the human joint auxiliary equipment to realize the compliant control of
lower limb movement.

We designed the MMG-Force estimation model, which can be applied in the estimation
of knee joint extension force under the condition of fixed knee joint angle, that is, the isolated
movement. Hence, this study is limited to isometric quadriceps contraction and has some
limitations, such as various muscle contractions and various muscle contributions, which
may result in the failure of the model in lower limb flexion and extension movement such
as walking and running. Therefore, future studies need to further consider the role of a
wide range of possible factors in muscle activity.

5. Conclusions and Future Outlook

Since knee joint extension force can affect the reliability and comfort of lower limb
assisted rehabilitation devices and intelligent prosthetic devices, it is necessary to establish
an extension force estimation model based on MMG. In order to further improve the
accuracy of the SVR model, the proposed IGWO algorithm in this paper was used to
optimize the key parameters of SVR to achieve the accuracy of knee joint extension force
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estimation. In the IGWO, a new nonlinear convergence factor and a new dynamic location
update strategy were creatively proposed, which effectively balance global and local search
capabilities. The proposed IGWO-SVR model was applied to estimate the knee joint
extension force. Compared with BPNN, RBF, GRNN, SVM, GS-SVR, PSO-SVR, and GWO-
SVR, the best performance indexes in terms of MSE, MAPE, and R were achieved. These
results suggest that using the IGWO-SVR model may be a more reliable method to establish
the complex, nonlinear relationship between the MMG and the corresponding force than
the other models. It also further indicates that the proposed model can be applied to human
joint auxiliary equipment to improve the flexibility and reliability of joint control.

Even though positive results have been achieved, some other works must be carried
out further in the future.

(1) In consideration of the influence of other lower limb motion parameters, such as mo-
tion angular velocity and body posture, on the estimation of lower limb muscle force;

(2) Consider other improved swarm intelligence algorithms to optimize machine learning
and further improve the accuracy of muscle force estimation;

(3) Apply the estimation results to the recognition of human lower limb motion intention
and the compliant control of the intelligent portable wearable robot.
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