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Abstract: With a deep connection to the internet, the controller area network (CAN) bus of intelligent
connected vehicles (ICVs) has suffered many network attacks. A deep situation awareness method
is urgently needed to judge whether network attacks will occur in the future. However, traditional
shallow methods cannot extract deep features from CAN data with noise to accurately detect attacks.
To solve these problems, we developed a SDAE+Bi-LSTM based situation awareness algorithm for
the CAN bus of ICVs, simply called SDBL. Firstly, the stacked denoising auto-encoder (SDAE) model
was used to compress the CAN data with noise and extract the deep spatial features at a certain time,
to reduce the impact of noise. Secondly, a bidirectional long short-term memory (Bi-LSTM) model
was further built to capture the periodic features from two directions to enhance the accuracy of
the future situation prediction. Finally, a threat assessment model was constructed to evaluate the
risk level of the CAN bus. Extensive experiments also verified the improved performance of our
SDBL algorithm.

Keywords: CAN bus; situation awareness; situation prediction; security assessment; SDAE; Bi-LSTM

1. Introduction

With the development of the Internet of Things and the Industrial Internet, an in-
creasing number of intelligent devices are being assembled into traditional cars to form
intelligent connected vehicles (ICVs) [1–3]. Due to this deepening connection with the
internet, cyber-attacks can invade the ICVs from the internet. These attacks could seriously
affect the normal driving of vehicles, even threatening the safety of drivers. According to
statistics from the “2019 Intelligent Connected Vehicles Information Security Annual Report”,
85% of key vehicle components have security vulnerabilities. In 2020, the number of
cyber-attacks on the internet of vehicles reached 2 million, and the trend is showing an
exponential increase. For example, the Tesla Model S was easily stolen due to a buffer
overflow vulnerability in 2019 [4], BMW suffered an advanced persistent threat (APT)
attack in 2019 [5], and Fiat issued a 1.4 million car recall in 2015 [6]. Therefore, it is of great
significance to perceive the operating status of the Internet of Vehicles and ICVs to predict
security situations and realize early active defense [4].

The concept of situation awareness was first proposed in the military field and has be-
gun to emerge in the field of cyber security. Different from intrusion detection, the purpose
of situation awareness is to predict the trend of network development and grasp the future
changes of the network based on the network status. Therefore, security situation aware-
ness includes three parts: situation extraction, situation prediction and situation assessment.
The research on security situation awareness of ICVs has just started [5–7]. The existing
technical methods can be simply divided into the following three categories [8]: statistical
model-based, machine learning-based and deep learning-based. Firstly, the statistical
model-based method usually involves building a mathematical model (immune model,
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game model and Markov model) to fit and predict the future state of the network. For
example, Meng [9] proposed a hierarchical multi-source network security threat situation
assessment model based on dempster shafer (DS) evidence theory. Qiao et al. [10] proposed
a network security situation awareness model based on a cooperative artificial immune
system. Zhang et al. [11] proposed an approach to improve the awareness of network secu-
rity, based on the Markov game model (MGM). However, in the real world, the evolution
of complex systems is often highly nonlinear and cannot be accurately modeled. Secondly,
the machine learning-based method usually uses the good adaptability, self-organization
and infinite approximation capabilities of machine learning to fit the nonlinearity of net-
work situation evolution, thereby predicting the future trend of network development. For
example, Chen et al. [7] further introduced regression prediction into SVM and proposed
the RF-SVM model, which can predict potential attacks in future network data streams
based on historical data. Zhao et al. [12] combined the support vector machine (SVM)
and particle swarm to build a security situation awareness model. However, this type of
method cannot accurately extract the deep features of historical data and cannot predict
the periodic network situation changes well. Thirdly, deep learning-based methods are
currently a hot topic in research, and have achieved good results in security situation aware-
ness research [12–19]. For example, Kang et al. [15] combined a stacked auto-encoder (SAE)
with long short-term memory (LSTM) to build a deep situation awareness model to capture
the time series features of network attack data and complete accurate network situation
prediction. Based on historical data, Hu et al. [16] used a recurrent neural network (RNN)
as the situation predictor to obtain the future network situation based on the periodic
features of the historical data.

In summary, the security situation awareness methods of ICVs are gradually changing
from shallow statistical models [20–24] to deep data-driven models. However, the existing
data-driven models have the following shortcomings: (1) while noise and interference are
inevitable for any dynamic system [25,26], the noise in the data is not considered in these
models, which affects their accuracy; (2) the extraction of the time period feature in only a
single direction (from the past to the future) results in inaccurate and incomplete feature
extraction; and (3) most of these models only consider the time period features of the data,
without considering the changes in spatial features.

To solve the above problems, we attempted to fuse multiple deep neural networks
to extract temporal and spatial features at the same time from the controller area network
(CAN) bus data with noise, in order to obtain a more accurate and robust situation aware-
ness of the CAN bus. Therefore, a security situation awareness algorithm based on stacked
denoising auto-encoder (SDAE) and bidirectional long short-term memory (Bi-LSTM) was
developed for the CAN bus of ICVs. The main contributions of this paper are as follows:

• SDAE was used to extract the deep spatial features from the CAN data with noise at
a certain moment, so as to eliminate the influence of noise and realize the situation
extraction;

• Bi-LSTM was used to predict the future situation from two directions, so as to enhance
the accuracy and robustness of situation prediction;

• A security assessment model was built to evaluate the predicted situation, and finally
determine the risk level of the current CAN bus.

The remaining parts of this paper are organized as follows. The proposed SDBL
situation awareness model is given in Section 2. The experiments are presented in Section 3.
Finally, a brief conclusion is presented in Section 4.

2. SDAE+Bi-LSTM-Based Security Situation Awareness Algorithm for the CAN Bus of
Intelligent Connected Vehicles
2.1. SDAE+Bi-LSTM-Based Situation Awareness Model

In this paper, a security situation awareness model is proposed based on the stacked
denoising auto-encoder (SDAE) and bidirectional long short-term memory (Bi-LSTM), as
shown in Figure 1. By fusing the domain data and expert knowledge, the proposed model
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has better accuracy and intelligence. It can realize the efficient integration of situation
extraction, situation prediction and situation assessment. The situation awareness processes
of this model are divided into three stages: (1) Stage 1 is situation extraction, where the
denoising auto-encoder (DAE) is used to extract the shallow linear features from the CAN
data with noise, and SDAE is further used to transform the shallow linear features into deep
features. (2) Stage 2 is situation prediction, where LSTM is used to obtain the time period
feature from m local spatial features extracted by SDAE, and Bi-LSTM is further used to
enhance the accuracy of future situation prediction of the CAN bus from two different
directions. (3) Stage 3 is situation assessment, where domain expert knowledge is used to
construct a threat assessment model to estimate the future risk level of the CAN bus based
on the predicted situation by Bi-LSTM.
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2.2. Using SDAE to Extract Deep Spatial Features

The stacked auto-encoder (SAE) is a common feature extractor that can extract the
deep features of data. However, with the improvement of the intelligence degree of vehicle
equipment, the form of CAN bus data becomes complicated and accompanied by a large
amount of noise. This noise makes it impossible for the SAE to obtain low-dimensional
features of the CAN data and affects the accuracy of feature extraction and situation
awareness.

To solve the above problems, the DAE can be used to extract linear features from the
CAN data with noise and the multiple linear features can be further transformed by the
SDAE. The SDAE is composed of a stacking multi-layer DAE, which can extract nonlinear
deep features, eliminate the influence of noise in CAN data, and then achieve the purpose
of improving the accuracy and robustness of situation awareness.

2.2.1. Using DAE to Eliminate Noise Influence

The DAE was used in this paper to reduce the impact of noise in feature extraction. The
core idea of DAE is to forcibly add some noise to the input data, carry out feature extraction
on this data with noise. And then reconstruct the input data based on the extracted features,
so as to reduce the influence caused by the noise. The DAE has the following three main
processes:

(1) Degradation processing. Provide the input data X (x1, x2, . . . , xn), define the
degradation function to forcibly add the noise to the input data, and obtain the damaged
data X′ (x′1, x′2, . . . , x′n). The formula is as follows:

X′ = ϕ(X, σ) (1)
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where σ is the denoising coefficient and ϕ represents the probability that the input node is
zeroed.

(2) Encode and Decode processing. Take the degraded data X′ (x′1, x′2, . . . , x′n) as
the new input, define the encoder weight W1 and bias b1 and the decoder weight W2 and
bias b2. After calculation, the data features H (h1, h2, . . . , hn) are captured by the hidden
layer and the reconstruction data X̂(x̂1, x̂2, · · · , x̂n) of the output layer are:

H = WT
1 X′ + b1 (2)

X̂ = WT
2 H + b2 (3)

(3) Optimization processing. The optimization function of the DAE acts to minimize
the loss between all reconstruction data x̂ and the original input data x, which is defined as
follows:

J(w, b) =
1
m

m

∑
i=1

(
1
2
‖x̂i − xi‖2

)
(4)

2.2.2. Using SDAE to Extract the Deep Spatial Features

The learning ability of single-layer DAE is limited because it can only learn the shallow
linear features of CAN data. For this reason, multiple layers of DAE are stacked to form
the SDAE to obtain the deep features of CAN data by transforming multiple shallow linear
features, as shown in Figure 2.
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It should be noted that the number of layers should not be too few to extract deep
features. Similarly, too many layers will cause gradient dispersion and lead to model
overfitting.

2.3. Using Bi-LSTM to Realize Situation Prediction

A normal control command or network attack in an ICV usually goes through multiple
moments from its start to end. Each moment presents different local spatial features, and
local features of multiple moments are related to each other to form the overall features.
Due to the fact that vehicle CAN data are usually periodic, the possible running state at the
next moment can be predicted by the state at previous multiple consecutive moments.
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In this paper, the spatial features of m continuous moments extracted by the SDAE
were used as input to construct a Bi-LSTM model to extract periodic features from two
directions. Through Bi-LSTM, the time periodic features of the CAN data are accurately
extracted to predict the future features at m+1 and realize situation prediction.

2.3.1. Using LSTM to Predict Future Features

Taking the m continuous time spatial features extracted by SDAE as input, m LSTM
units are used to simulate the information transfer and evolution process between the m
continuous time of the CAN data to predict the future state at the m + 1 time. The long-term
memory state Ct and short-term memory state ht are retained and updated through the
forget gate, input gate and output gate.

In the LSTM unit, the forget gate decides to selectively forget or discard some informa-
tion from the previous Ct−1. The input gate selects memory from the current information
to update the Ct. The output gate selects output from the current information to update
the ht.

Connecting m LSTM units in series, a Ct is used to capture the common features of m
moments, and the ht of each moment represents the importance of a single moment in the
entire long-term memory. The features at m consecutive moments are used to predict the
future features at the m + 1 moment.

To ensure the accuracy of the predicted features at time m + 1, Softmax was used as
the classifier and cross-entropy as the optimization function to minimize the difference
between the real label and the predicted label at time m + 1. The formula is as follows:

CE− Loss = −(yi log(ŷi) + (1− yi) log(1− ŷi)) (5)

where yi is the real label at one time and ŷi is the predicted label from Softmax.

2.3.2. Using Bi-LSTM to Enhance Situation Prediction Accuracy

The m local spatial features of m consecutive moments are randomly selected, and this
random order is not suitable for the fixed sequence order of the hidden periodic features of
CAN data. This means that, based on the spatial features of the m consecutive moments
chosen randomly, the LSTM model cannot accurately extract the periodic features of the
CAN data. To improve this problem, a Bi-LSTM model was constructed to take the m
continuous time data as input, and to extract the periodic features of the CAN data from
two directions, as shown in Figure 3.
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The update process of the Bi-LSTM model is as follows. (1) The spatial features of m
consecutive moments extracted by the SDAE are used as input. (2) One predicted feature is
generated by the Bi-LSTM in the direction from the past to the future, and another predicted
feature is generated in the direction from the future to the past. (3) Two predicted features
are combined as the final prediction feature at a moment. (4) Based on the final prediction
feature, a SoftMax is used to obtain the predicted label. (5) The predicted label and the
real label are added to the optimization function, and the model parameters are updated
through stochastic gradient descent (SGD). Through repeated optimization and updates,
the Bi-LSTM model is officially used to predict the future situation of the CAN bus.

2.4. SDAE+Bi-LSTM-Based Situation Awareness Model

After feature extraction and situation prediction, we can obtain a predicted future
state of the CAN bus from the previous m consecutive moments. However, the security
level of the CAN bus is still unknown. Therefore, a risk evaluation method or model is
needed to make a risk assessment for the future state of the CAN bus. In this paper, by
jointly considering the historical data and domain expert knowledge, a risk assessment
model was constructed to cooperate with SDAE and Bi-LSTM models to achieve the final
security risk assessment of the CAN bus, as shown in Figure 4.
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The detailed process of this risk assessment model for CAN bus security situation
awareness is as follows:

• Multiple future state calculation: Firstly, the stable SDAE+Bi-LSTM model is used
to predict the future state at t + 1 from m previous states between t − m − 1 and t.
Secondly, the model is used again to predict the future state at t + 2 from the t −m −
2 to t + 1. Then, repeat the above process until the future states from t + 1 to t + m are
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predicted. Finally, SoftMax is used to classify the predicted data at each moment and
obtain the rate that it is normal data and abnormal data.

• Future situation prediction: According to the abnormal probability of the predicted
future states from t + 1 and t + m, the weighted sum is carried out to obtain the
abnormal average probability of the future situation in the range of m moments. This
abnormal average probability is regarded as the future situation of the CAN bus.

• Risk level decision: A risk assessment model is built by using domain expert knowl-
edge. Based on the abnormal average probability of future state within a period of
time, this model is used to perform hierarchical evaluation, and to obtain the risk level
of the future situation of the CAN bus.

2.5. SDAE+Bi-LSTM (SDBL) Algorithm

Summarizing Sections 2.2–2.4, a SDAE+Bi-LSTM based security situation awareness
algorithm, called SDBL, was proposed in this paper for the CAN bus of ICVs. The SDBL
algorithm contains two aspects: model building and situation awareness. In which, the
model building is responsible for optimizing and training the parameters of the SDAE+Bi-
LSTM from the labelled historical data, and the situation awareness is responsible for using
the stable SDAE+Bi-LSTM model to predict the future security situation of the CAN bus
from newly arrived data. The detailed process of the SDBL algorithm has the following
four steps, as shown in Figure 5.
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Step 1, data pre-processing: The historical data is appropriately divided into the
labeled abnormal CAN data and normal CAN data. Moreover, regularization and entity
alignment are executed on these two types of data.

Step 2, situation extraction: Taking labeled data at a single moment as input, a
multiple single-layer DAE is stacked to form the SDAE model. Firstly, an input x is
degraded to the new input x1 by adding some noise. Secondly, the multiple-layer SDAE is
used to extract the deep spatial features of x1, and to generate the reconstruction input y.
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Then, mean square loss and SGD are used to update and optimize the model parameters.
Finally, the stable SDAE model can extract the deep spatial features of CAN data.

Step 3, situation prediction: Firstly, the Bi-LSTM model is constructed to extract the
periodic features from the spatial features of m consecutive moments in the two different
directions. Secondly, Softmax is used to classify the predicted periodic feature and obtain
the predicted label. Then, cross entropy and SGD are used to update and optimize the
model. Finally, the stable Bi-LSTM can predict the future features and security situation
based on the previous m moments.

Step 4, situation assessment: Firstly, the stable SDAE+Bi-LSTM is used to predict
the future state at t + 1 from t + m − 1 to t, followed by time t + 2, until time t + m − 1.
The future states from t + 1 to t + m − 1 compose the future situation set of the CAN bus.
Secondly, SoftMax is used to obtain the abnormal probability of the future state at t + 1,
followed by t + 2, until t + m − 1. The abnormal probability of the future states from t + 1
to t + m − 1 composes the risk set of the CAN bus. Thirdly, the average of all the abnormal
probabilities in the risk set is taken as the risk of the future situation of the CAN bus. Finally,
the domain expert knowledge is used to build the risk level assessment model to obtain the
risk level of the future situation of the CAN bus.

3. Experiments and Results
3.1. Experiment Preparation

Datasets: In this paper, two Internet of Vehicles datasets were chosen as experimental
datasets. The first is the CAR-HACKING dataset, which is a public dataset (https://ocslab.
hksecurity.net/Datasets/CAN-intrusion-dataset; accessed on 5 March 2021) that includes
175,302 normal messages and 37,604 abnormal messages. The period of data collected was
two weeks, with one CAN message collected every minute. Each piece of data consists of
an 8-byte message data segment, a 2-byte arbitration segment message ID and a category
label. In this dataset, the types of attacks include denial of service (DoS) attack, fuzzy
attack, spoofing the drive gear and spoofing the revolutions per minute (RPM) gauge.
In this paper, 60,000 samples were randomly selected as experimental data, including
50,000 training samples and 10,000 test samples. Each sample contained 100 continuous
CAN messages where 80 continuous messages were taken to predict the next 20 messages.
In all samples, the number of samples with abnormal messages was 70%. The other dataset
is the Volvo CAN bus dataset that we collected ourselves; we sent abnormal CAN messages
to the vehicle through CANTest (a software for CAN bus data receiving and sending)
that contained 65,535 normal messages and 9000 abnormal messages. The period of data
collection was one week and one CAN message was collected every 30 s. Each piece of
data consists of an 8-byte message data segment, a 4-byte arbitration segment message ID
and a category label. In this dataset, the only type of attack was a DoS attack. In this paper,
40,000 samples were randomly selected as experimental data, including 28,000 training
samples and 12,000 test samples. Each sample contained 150 continuous CAN messages
where 120 continuous messages were taken to predict the next 30 messages. In all samples,
the number of samples with abnormal messages was 60%. In two datasets, the data fields
of timestamp, CAN ID, data length code, DATA [0–7] and label (normal or abnormal) were
selected as the inputs. In the training phase, 100 samples from each of the of two datasets
were used as a batch to perform one iteration.

Experimental platform: All experiments were completed on a normal PC, and the
hardware information is as follows: an Intel(R) i7-9750H CPU (2.3 GHz), NVIDIA GeForce
GTX 1050Ti graphics card, 8 G memory and a Win10 (64-bit) operating system. All experi-
ment codes were based on MATLAB2020a as the programming environment.

Comparison models: To effectively verify the performance of our SDBL model, three
models (SDAE, SAE and principal component analysis (PCA)) were chosen as feature
extractors, four models (Bi-LSTM, gated recurrent unit (GRU), LSTM and RNN) were
chosen as the situation predictors, and four situation awareness algorithms (LSTM+SAE,
GRU+SAE, RNN+PCA and GRU+NONE) were chosen as the comparison algorithms.

https://ocslab.hksecurity.net/Datasets/CAN-intrusion-dataset
https://ocslab.hksecurity.net/Datasets/CAN-intrusion-dataset
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Evaluation metrics: In this paper, we chose the accuracy (ACC), false negative rate
(FNR) and false positive rate (FPR) as evaluation indexes, defined as follows:

ACC =
TP + TN

TP + FN + FP + TN
× 100% (6)

FPR =
FP

FP + TN
× 100% (7)

FNR =
FN

TP + FN
× 100% (8)

where true positive (TP) is a positive sample predicted to be positive, true negative (TN) is a
negative sample predicted to be negative, false positive (FP) is a negative sample predicted
to be positive and false negative (FN) is a positive sample predicted to be negative.

3.2. Sensitivity Analysis

The first experimental objective was to test the sensitivity of multiple parameters in
our SBDL algorithm from the ACC, FPR and FNR.

3.2.1. Sensitivity of Network Structure

In our SBDL algorithm, the SDAE needs to stack multiple layers, each layer needs
to set a different number of nodes and Bi-LSTM needs m LSTM units. To obtain a stable
interval of the network structure, the node number at each layer, stacked layers of SDAE
and the number of LSTM units m form a triple <number of nodes, number of layers, m>.
ACC, FPR, FNR and training time were used to test their sensitivity on two datasets.

Table 1 lists the results from the Volvo CAN bus dataset. From the table, three patterns
can be found: (1) When only considering the number of stacked layers in the SDAE, the
ACC first rises and then falls as the number of stacked layers increases. When the number
of stacked layers is three, the SDAE shows the best performance in ACC. (2) When the
number of nodes in two adjacent layers differs greatly, the three metrics (ACC, FNR, FPR)
of SDAE perform poorly. (3) When only considering the parameterm, the ACC is gradually
improved with the increase of m.

Table 1. Performance of SDBL model with different structures.

SDBL
<Nodes, Layers, m> ACC FPR FNR Time/s

[<9-8>,1,3] 0.9321 0.1249 0.1436 381
[<9-5>,1,6] 0.9249 0.0616 0.0857 476
[<9-8>,2,3] 0.9491 0.1035 0.1134 469
[<9-5>,2,9] 0.9358 0.0611 0.0591 552
[<9-8>,3,6] 0.9629 0.0691 0.0518 618
[<9-5>,3,9] 0.9727 0.0584 0.0479 742
[<9-8>,4,3] 0.9509 0.0925 0.1053 867
[<9-5>,4,9] 0.9467 0.0679 0.0761 1098
[<9-8>,5,6] 0.9252 0.1972 0.1024 1345
[<9-5>,5,9] 0.9294 0.0711 0.1176 1448

From the experimental results of the two datasets, it can clearly be seen that three is a
good number of stacked layers in the SDAE. The number of nodes in two adjacent layers
are not too different, and the stability interval of m is [5–10].

3.2.2. Sensitivity of Denoising Coefficient

The second sensitivity parameter, the denoising coefficient σ, represents how much
noise is added to each DAE input layer in SDAE. The larger σ is, the more noise is added
to the input and the stronger the ability to eliminate noise in the SBDL model. In this
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experiment, we used ACC and FNR as evaluation metrics to observe the trend of the SDBL
algorithm affected by σ on the two datasets, are shown in Figure 6.
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We can note the following observations from Figure 6: (1) For the Volvo CAN bus
dataset, with the increase of σ, the ACC showed a downward trend, and the FNR showed
an upward trend. However, when σwas in the range of [0.2–0.7], the curves of the ACC
and FNR were very unstable. (2) For the CAR-HACKING dataset, when σwas less than
0.2, the performance of the ACC and FNR was stable. When σ was greater than 0.2, the
ACC curve gradually decreased and the FNR curve gradually increased. (3) In general,
when σwas between 0.05 and 0.2, the robustness of our SBDL model was improved.

3.3. Analysis of Results

The second experimental objective was to verify the performance of the SDAE feature
extractor awareness, Bi-LSTM situation predictor and SDBL situation awareness algorithm
on two datasets.

3.3.1. Performance Analysis of the SDAE Feature Extractor

Taking ACC, FNR and FPR as the evaluation metrics, SDAE, SAE, PCA and NONE
were chosen as feature extractors to compare the performance of deep feature extraction,
as shown in Figure 7. From the figure, we can note the following observations. (1) For
the Volvo CAN bus dataset, the four feature extractors performed well in ACC, FNR and
FPR. The ACC value was between 0.92 and 1, the value of FPR and FNR were both less
than 0.14. When a situation predictor was fixed, the four feature extractors had different
performances. For example, under the GRU, SDAE was the best, SAE was the second
best and PCA was the worst. Under RNN, SAE was the best, SDAE was the second best
and NONE was fourth. Combined with the four situation predictors, the SDAE had the
most stable performance. (2) For the CAR-HACKING dataset, the performance of the four
feature extractors was similar to the Volvo CAN bus dataset, and the SDAE had the better
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performance and stability of ACC, FNR and FRP. (3) In general, the deep features of CAN
data can be better extracted by the SDAE.
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3.3.2. Performance Analysis of Bi-LSTM Situation Predictor

In this section, the Bi-LSTM, GRU, LSTM and RNN were chosen as the situation
predictor to further compare the performance of future situation prediction. Figure 8
gives the comparison results of the four predictors on the two datasets. In the figure,
two observations can be obtained. (1) For the Volvo CAN bus dataset, the four situation
predictors showed excellent performance; the ACCs were greater than 0.91, the FNRs were
less than 0.14, and the FPRs were less than 0.11. However, under different feature extractors,
the four situation predictors were unstable. For example, the GRU had the best ACC under
NONE, the Bi-LSTM had the best ACC under SDAE and the Bi-LSTM had the best FPR
under NONE, PCA and SDAE. In terms of the FNR, Bi-LSTM had a better rate than the other
three situation predictors. (2) For the CAR-HACKING dataset, the performance curves
of the four situation predictors fluctuated greatly with the different feature extractors.
Compared with the other three predictors, Bi-LSTM had the best performance and stability.

3.3.3. Performance Analysis of SDBL Algorithm

The last experiment divided the test dates of the two datasets into five different groups,
and selected four algorithms as the comparison algorithms to verify the performance of
our SDBL algorithm. Figure 9 plots the performance of five algorithms on two datasets. (1)
Considering ACC, FNR and FPR together, the five algorithms achieved excellent results.
However, the five algorithms showed unstable trends and fluctuations in a small range.
(2) In terms of the FPR, our SDBL algorithm had the best and most stable performance,
followed by GRU-SAE, while the worst was RNN-PCA. (3) In terms of the FNR, the five
algorithms had the smallest performance difference on the two datasets. Contrasting the
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five algorithms, SDBL and GRU-SAE had the best stability. (4) In summary, the improved
performance of our SDBL algorithm was clearly shown.
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4. Conclusions

Driven by data and domain expert knowledge, this paper proposed a SDAE+Bi-LSTM
based security situation awareness algorithm, called SDBL, for the CAN bus of ICVs. The
main contributions of this work are as follows. Firstly, the SDAE was constructed as the
situation extraction model to extract the deep spatial features from single moment CAN
data with noise. Secondly, Bi-LSTM was used to capture the periodic features from multiple
spatial features of m consecutive moments from two different directions to enhance the
future prediction situation accuracy. Finally, a risk assessment model was constructed to
obtain the risk level of the future situation of the CAN bus based on multiple predicted
future states. Experiments using the Volvo CAN bus and CAR-HACKING datasets proved
the performance of our SDBL algorithm. In future work, we will consider designing a
lightweight situation awareness model that is suitable for embedded devices under the
Internet of Vehicles, while also trying to replace LSTM with GRU to reduce the training of
parameters and improve training efficiency.
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