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Abstract: In this paper, a new topology of a Fractional Order PID (FOPID) controller is proposed
to control a boost DC-DC converter with minimum over/undershoot. The fractional controller
parameters are tuned using a genetic algorithm (GA) with a combined cost function composed of the
Integral of Time-Weighted Absolute Error (ITAE) and the Integral of Time-Weighted Square Error
(ITSE). Despite adding moderate complexity to the control structure, the simulation results reveal
that the GA-based FOPID controller tuning provided better performance for the setpoint tracking
both under load variations and parameters deviation due to the prolonged use. The proposed
FOPID shows a wide operational range concerning load disturbances, and capacitance/inductance
deviations of ±30% and ±50% from nominal values, achieving functionality and voltage stability
even with output power 50% higher than the converter power specification. The assessment was
made considering operation in voltage mode and the performance was compared to conventional
Proportional-Integral (PI), Type II and current mode controllers. Finally, a fuzzy fractional-order PID
(FFOPID) was designed to outperform the FOPID during disturbances in the control variable.

Keywords: boost DC-DC converter; fractional order PID controller; fuzzy logic controller; genetic
algorithm

1. Introduction

Since the middle of the last century, proportional-integral-derivative (PID) controllers
have been used in the control of many industrial processes. During the 1940s, Ziegler and
Nichols [1] launched the famous method for tuning PID controllers based on the transient
response characteristic of a given plant. Following them, many engineers and scientists
developed adjustment methods applied to the synthesis of PID controllers [2–5].

The fractional calculus is also a well-known theory and can solve a lack of answers
about integer calculus [6]. However, due to the extremely high computational cost, it has
been neglected for digital implementations. Nonetheless, nowadays, hardware constraints
and computing costs are no more preventive issues for embedded systems [7]. Thus,
applications using fractional order controllers have become doable and lines of research
focused on control optimization are feasible for non-integer degrees. Recently, many works
have been published with tuning Fractional Order PID (FOPID) techniques in different
subjects exploring the higher range of the fractional parameters [8–13].

As regards [14], a FOPID controller based on Queen Bee Assisted Genetic Algorithm
(QBGA) was designed to outperform the PID controller when parameter variations are
applied. Again, the superiority of the FOPID is remarkable; nevertheless, the paper makes
no study related to load disturbances and capacitance variations. In addition, no optimized
search range of parameters was introduced to the algorithm. Ref. [15] compared the start-
up performance and step response of optimal PID and optimal FOPID controllers applied
to the non-linear boost converter with the Artificial Bee Colony (ABC) algorithm as the
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tuning method to find the FOPID parameters. The non-linear boost converter feature of [15]
was designed by the SIMULINK Simscape tool and the Bee Colony algorithm ran online
to achieve sub-optimal parameters, but no robustness evaluations were made regarding
parameter deviation. Ref. [16] designed and implemented a digital FOPID controller
applied to a linearized boost converter, such that a procedure to design the parameters of a
FOPID controller was given together with a discretized DSP-based control algorithm and
tested under different load conditions. Despite being an interesting approach, the FOPID
proposed in [16] utilized two sensors, i.e., voltage and current sensors, along with a non-
optimized population range, increasing the computational burden and making hardware
synthesis more expensive. Moreover, it was also recommended to use 0 ≤ µ, λ ≤ 1, with
µ << 1 and λ ≈ 1 to guarantee closed-loop stability, showing a small range of optimal
solutions for the proposed method. The approximation of a non-integer order PID-type
controller to regulate the output voltage of a DC-DC Boost converter is proposed in [17].
The Laplacian operator biquadratic approximation was utilized such that a flat phase
response in a range around a center frequency is obtained, aiming at the iso-damping
response of the controlled system. Experimental results were also presented to assert the
good performance and regulation for the non-minimum phase Boost system. However,
again, no study related to load disturbances and parameter variations was performed.
In our work, a comprehensive analysis of all parameters variation and load disturbance
applied to a DC-DC Boost converter controlled by the FOPID controller is presented. None
of the works in the related literature explored such a complete study as well as included
zero over/undershoot under closed-loop performance.

Among the optimization algorithms, the Genetic Algorithm (GA) is commonly used
to generate high-quality solutions for optimization problems within a well-known range of
parameters whose small amount of system information is enough to find large solutions
space [18]. By using GA, this manuscript assays the FOPID controller synthesis of a fixed-
frequency DC-DC Boost converter with no necessity for complex equations. The control
intends to drive the power switch with a duty cycle in such a way that the output voltage
reproduces the desired nominal voltage. This tracking needs to be sustained even under
input voltage disturbances and load variations, keeping the project requirements during
transients. The more common control techniques used in practice are based on PI-type
controllers that are tuned on the basis of linearized averaged models employing voltage
or current control in either one or two-loop control [19]. However, those approaches
provide deficient overshoot voltage responses and poor settling times for load disturbance
situations [20]. Here, the proposed FOPID based on GA can achieve a lower overshoot
(lower than 1%) with a suitable settling time owing to the wider fractional parameters
range accepted by the new proposed topology (0 < λ, µ < 2).

Fuzzy logic resembles the human behavior of decision by using a set of linguistic vari-
ables denoted by membership functions and their shapes. According to fuzzy implication
functions and an inference system, a fuzzy logic controller (FLC) can be designed when
a set of inference rules are created to translate some action and its rate in fuzzy linguistic
variables and “defuzzificate” them to obtain a crisp solution. This human behavior feature
of the FLC exhibited success to control nonlinear and linear systems [21]. In this manuscript,
GA ran to achieve optimal parameters that are the output membership functions center of
the universe of discourse. One can say that a huge contribution of the FLC is to adapt the
system when it is under disturbances. Ref. [22] designed an FLC to use the system error
and derivative of the error inputs to obtain the scaling factor of the proportional, integral,
and derivative terms of a predefined FOPID controller during its operation. The adaptive
method provided by the fuzzy system improved the dynamic performances of the FOPID
controller through which the controller may respond quickly to disturbances upon the
control variable, but the FOPID design was made with the FOMCON toolbox and without
any optimized population of initial FOPID parameters. To enhance all FOPID achieve-
ments, a fuzzy FOPID is designed with better robustness against parameters variation and
load disturbances in an operational range from almost no power to 150% full power, for
the voltage control of the DC-DC Boost converter, thus fulfilling the wider functionality
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of electronic designs. It is important to highlight that the proposed controller topology
achieved such outstanding performance with only one voltage sensor. More works related
to fuzzy strategy to mitigate real-time disturbances can be found in [23,24].

This paper proposes the application of a genetic algorithm (GA) in a new FOPID
topology that overcomes the startup undershoot problem in the voltage output of a DC-DC
Boost converter. Furthermore, a fuzzy logic controller was designed with gain parameters
of the FOPID-based GA as the center of the universe of discourse to tune online the gain
parameters of the proposed Fuzzy FOPID (FFOPID). The proposed approach revealed
superior robustness in comparison with traditional controllers. Based on those facts, the
achievements of this paper are:

• The insertion of a FOPID into the closed-loop control of a DC-DC Boost converter to
improve the robustness against capacitance and inductance deviations when the load
resistance is changed during operation, without the insertion of high complexities in
the controller synthesis;

• A new FOPID topology that overcomes the over/undershoot problem of the voltage-
loop DC-DC Boost by guaranteeing the closed-loop system with initial zero derivative;

• A fuzzy logic controller is used to self-tuning the gain parameters of the FOPID to
enhance its controllability as related to disturbance injection.

• Finally, comparisons among the proposed fuzzy logic FOPID controller with several
conventional controllers were performed, such as PI controller, type II compensator
and current mode controller. In all cases, the proposed controller outperformed those
controllers regarding load disturbances and parameters variations.

This manuscript is organized as follows. The materials and methods are outlined in
Section 2 by introducing the definition of the Oustaloup Filter, basic concepts of fractional
calculus, and the DC-DC Boost converter plant. Further, the control approach is proposed
for the DC-DC Boost converter model along with the GA implementation and its operation
regarding Integral of Time-Weighted Absolute Error (ITAE) and Integral of Time-Weighted
Square Error (ITSE) indexes optimizations as cost functions in this section as well. An FLC
is also designed for online updating the FOPID gain parameters. Section 3 includes simula-
tions of the DC-DC Boost converter tuned with the FOPID controller for steps responses
and regulatory cases of load, capacitance, and inductance, comparing its robustness with
other acquaintance controllers. Moreover, the undershoot rejection is presented in this
section as well. In addition, enhancement of the fuzzy fractional-order PID (FFOPID) is
shown in comparison with FOPID performance indexes under steps on control variables.
A comparative discussion is developed in Section 4. Finally, our final remarks are stated in
Section 5.

2. Materials and Methods
2.1. Oustaloup Filter

The main problem of fractional calculus regarding the transfer function implementation
in software is its irrational and non-finite feature. Here, the Oustaloup recursive filter is
employed to fit the fractional-order operators sµ in a multiplication of 2N+1 rational functions
on integer-order to achieve a good resolution in a range defined by [ωb, ωh] [25,26]. The filter
is defined as [26]:

G(s) = K
N

∏
k=−N

s + ω
′
k

s + ωk
, (1)

where the poles, zeros, and gain of the filter (1) can be evaluated according to (2)–(4):

ω
′
k = ωb(

ωh
ωb

)

k + N +
1
2
(1− γ)

2N + 1 , (2)
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ωk = ωb(
ωh
ωb

)

k + N +
1
2
(1 + γ)

2N + 1 , (3)

K = ω
γ
h . (4)

In MATLAB, the function ousta_fod() [27] was created to generate the rational transfer
function (1). Furthermore, to design the fractional operator in SIMULINK, it is necessary to
insert a first-order low-pass filter with crossover frequency ωh together with the ousta_fod()
block to avoid algebraic loops [26].

2.2. Basic Concepts of Fractional Calculus

Fractional calculus has arisen from the integer order extrapolation to real order in differ-
ential and integral operators. In this manuscript, the Riemann–Liouville fractional integral
and the Caputo fractional differentiator with their Laplace transforms will be defined.

The Riemann–Liouville fractional integral [28] of order λ ∈ R+ is defined as:

RLD−λx(t) =
1

Γ(λ)

t∫
0

(t− s)λ−1x(s) ds, (5)

for (n− 1 < λ ≤ n) where n ∈ N+.

The Caputo fractional derivative [29] of order µ ∈ R+ is defined as:

CDµx(t) =
1

Γ(n− µ)

t∫
0

(x)(n)(s)
(t− s)µ+1−n ds, (6)

for (n− 1 < µ ≤ n) where n ∈ N+.

The Laplace transform of the Riemann–Liouville Integral [30] is given as:

L[RLD−λx(t)] = s−λX(s). (7)

The Laplace transform of the Caputo Derivative [30] is given as:

L[CDµx(t)] = sµX(s) +
n−1

∑
k=0

sµ−k−1x(k)(0), (8)

for (n − 1 < µ ≤ n), n ∈ N+. Note that (8) is performed with the integer k-th order
derivatives of the initial x(t), i.e., xk(0), this physical feature will be explored further to
achieve the feasibility of the proposed new topology. Note also that s−λ and sµ from (7)
and (8) can be easily replaced by the Oustaloup recursive filter.

2.3. DC-DC Boost Description

A DC-DC Boost converter is a switch-mode regulator that steps up the input voltage
to deliver a higher output voltage to feed loads or a constant DC bus. In this manuscript,
the boost converter circuitry is depicted in Figure 1.
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Figure 1. DC-DC Boost Converter Circuit.

The boost converter features two stages of operation with two different dynamics. Here,
continuous conduction mode (CCM) is considered [31]. The controller modifies the control
input, the duty cycle d(t), for each time t, determining when the transistor T is conducting or

not. During the time interval
D
fsw

, T conducts so the inductor is charged. At the next period,

T stops conducting thus power is transferred to the load through Diode D. Then, at the end of
this period, T becomes enabled again. Thus, the converter operates in CCM. The converter
specification and its components parameters are given in Tables 1 and 2.

Table 1. Specifications of converter prototype.

Specification Value

Input Voltage, Vin 50 V
Output Voltage, Vo 200 V

Duty Cycle, D 0.75
Switching Frequency, fsw 20 kHz

Output power, Po 400 W
Inductor current, I 8 A

Maximum current ripple in %, 10%
Maximum voltage ripple in %, 1%

Table 2. Components parameters.

Specification Value

Load Resistance, R 100 Ω
Inductance, L 2.34 mH

Output Capacitance, C 37.5 µF

By state-space averaging modelling [32], the transfer function for a voltage-mode
boost converter in CCM can be obtained as:

ṽo(s)
d̃(s)

=
Vo(1− D)− sLI

LCs2 +
L
R

s + (1− D)2
, (9)

where ṽo(s) and d̃(s) are small-signal perturbations about the average steady-state values
of Vo and D.

Equation (9) is a non-minimum phase plant with undesirable over/undershoot when
disturbed by steps. Ref. [32] describes a method employing two-control loops, one for
the inductor current and other for the output voltage to reduce the influences of the non-
minimum phase effects. This approach uses two sensors. Another approach considers the
usage of a very small inductance, but it increases the output ripples and the conduction
losses. Here, the main idea is to improve the controller response using only the voltage
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sensor, which is less expensive and less noise-sensitive. In that sense, the control problem
is reformulated into a voltage reference scheme using a FOPID controller that almost
vanishes the over/undershoot and, due to resistance disturbance minimization, it has a
lower voltage disturbance and less settling time.

2.4. Proposed Control Approach

Firstly, GA is performed to minimize the value of the objective function formed by the
error between the set-point and the step reference, generating the optimal parameters of
the FOPID controller for a linearized DC-DC Boost converter. Thereafter, in SIMULINK,
the system ran again under several scenarios to evaluate the closed-loop system response
generated by the optimal parameters. For this purpose, Figure 2 inferred that the objective
of the work is to tune the FOPID parameters with minimum Integrated Time Absolute
Error (ITAE) and Integrated Time Squared Error (ITSE) weighed by a probabilistic GA
variable. In this model e(t) is the difference between the desired output r(t) and actual
output y(t), d(t) is the FOPID control law, and parameters Kp, Ki, Kd are the proportional,
integral, and derivative gains, µ is the fractional derivative order, λ is the fractional integral
order and p is the probability between the Integrated Time Absolute Error (ITAE) and the
Integrated Time Squared Error (ITSE).

Figure 2. Closed Loop FOPID Controller.

The ITAE and ITSE, described as given in (10) and (11), are commonly employed
error criteria to achieve optimized PID tuning values when pursuing small overshoots
and short oscillation in signal accommodation [33]. From Figure 2, p creates the weighted
combination of ITAE and ITSE through GA. Thus:

ITAE =

∞∫
0

t|e(t)| dx, (10)

ITSE =

∞∫
0

te2(t) dx. (11)

The objective function J used in GA is defined as

J(~x) = p · ITAE + (1− p) · ITSE, (12)

where ~x = (Kp, Ki, Kd, µ, λ, p).
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2.5. FOPID Model Approach

As the DC-DC Boost converter, represented by the transfer function (9), is a non-
minimum phase system, this manuscript uses a model to decrease undershooting when
the main device is turned on, changing the place of the derivative portion of the controller
to avoid the initial impulse when the reference is activated. Lemmas 1 and 2 demonstrate
that the signal control and its derivative are zero at t = 0. The chosen controller is given in
Figure 3.

Figure 3. FOPID Model Controller.

In Figure 2, we assumed the output y(t) and your derivative defined, besides that,
y(t) is a proper fraction and stable, checked by the MATLAB’s isstable() function. So the
initial value theorem and final value theorem are valid [34]. Thus, it can be shown this sort
of controller can make the closed-loop system stable for values 0 ≤ µ ≤ 2 and 0 ≤ λ ≤ 2
without needing of change in the proposed structure.

Thus, for i > k, without loss of generality in frequency domain, the plant can be
described by:

Gp(s) = K ∏k(s− zk)

∏i(s− pi)
. (13)

The closed-loop function of Figure 2 can be calculated as:

Gp(s) = Y(s)

∴ Y(s)(1 + Gp(s)Kdsµ) = E(s)Gp(s)(Kp + Kis−λ).
(14)

Replacing the system error function defined by E(s) = R(s)−Y(s) in (14), yields:

Y(s)(1 + Gp(s)Kdsµ) = (R(s)−Y(s))(Kp + Kis−λ)

∴ Y(s)[1 + Gp(s)(Kp + Kis−λ + Kdsµ)] = R(s)Gp(s)(Kp + Kis−λ).
(15)

Thus, the closed-loop transfer function of the system is:

H(s) =
Y(s)
R(s)

=
Gp(s)(Kp + Kis−λ)

1 + Gp(s)(Kp + Kis−λ + Kdsµ)
. (16)

Furthermore, the system error function of Figure 2 is:

E(s)
R(s)

=
1 + Gp(s)Kdsµ

1 + Gp(s)(Kp + Kis−λ + Kdsµ)
. (17)

Lemma 1. For all µ, λ ∈ R∗+, together with the later assumptions and considering the step input,
we have limt→0 y(t) = 0.

Proof. Using the initial value theorem in (16) and letting the higher degree of s in evidence:
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lim
s→∞

sY(s) = lim
s→∞

Ksk ∏k(1− zk/s)(Kp + kis−λ)

si ∏i(1− pi/s) + Ksµ+k ∏k(1− zk/s)[Kd + kps−µ + Kis−µ−λ]
. (18)

It is straightforward to see:

lim
s→∞

max{ 1
si−k ;

1
sµ } = 0. (19)

Despite that result, the Plant model has been assumed to have y(1)(0) = 0. However,
Equation (8) creates a derivative problem, indeed, we need to know the derivative values
of y(t), for t→ 0, when the derivative order is higher than 1. In other words, we need to
find the condition that ensures y(1)(0) = 0 because {µ, λ} ∈ [0, 2].

Lemma 2. Considering L(
dy
dt

) a proper fraction and stable. Furthermore, assuming the later
assumptions of the model Plant and considering the step input. If µ > 1 or i > k + 1, thus:

lim
t→0

dy
dt

= 0. (20)

Proof. Let us start with the Laplace Transform of
dy
dt

. It is straightforward by the first
Lemma:

L(
dy
dt

) = sL(y) + y(0) = sY(s). (21)

So, by the initial value theorem in (16):

lim
t→0

dy
dt

= lim
s→∞

s2Y(s) = lim
s→∞

Ksk+1 ∏k(1− zk/s)(Kp + kis−λ)

si ∏i(1− pi/s) + Ksµ+k ∏k(1− zk/s)[Kd + kps−µ + Kis−µ−λ]
. (22)

It is easy to see that (22) is equal to zero when µ > 1 or i > k + 1.

Thus, according to µ chosen ∈ [0, 2] and the assumptions made about the closed-loop
response, we can realize, by Lemmas 1 and 2 in (8), that:

• For 0 < µ ≤ 1:
L[CDµy(t)] = sµY(s)− sµ−1y(0) = sµY(s). (23)

• For 1 < µ ≤ 2

L[CDµy(t)] = sµY(s)− sµ−1y(0)− sµ−2 dy(0)
dt

= sµY(s). (24)

Thus, Equations (23) and (24) ensure the fractional model in Figure 3, regard as the
behavior of (9) with i − k = 1, be possible. Comparing with the conventional parallel
model [35], the closed-loop equation would be:

H(s)par =
Y(s)
R(s)

=
Gp(s)(Kp + Kis−λ + Kdsµ)

1 + Gp(s)(Kp + Kis−λ + Kdsµ)
. (25)

However, using the same considerations about the stability and causality of y(t) as
used in the demonstration of Lemmas 1 and 2, it is remarkable that y(0) and y(1)(0) are
not zero. By the same steps, the answer differs only by an order addition of µ in the
numerator of (18) and (22), resulting in y(0) = 0 only for µ < 1 and y(1)(0) 6= 0 for all µ.
Those differences will be realized over the initial undershooting voltage analysis among
the controllers described in (16) and (25) where the plant in (16) presents better answer as
seen in Section 4.
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2.5.1. Genetic Algorithm Description

A genetic algorithm is a metaheuristic algorithm based on nature life generation.
According to an initial population of guesses, identified as chromosomes, the algorithm
follows several nature rules toward an optimal solution. The chromosomes held in this
manuscript are created with base-10 encoding and generated with a continuous random
function. One can say that GA has a high diversity feature and so it can handle problems
with a wide number of variables. A typical GA possesses three key genetic operators such
as selection, crossover, and mutation [36]. Figure 4 describes the GA flowchart diagram
used in this manuscript with a linear constraint applied in GA between the ITAE and ITSE
indexes over the objective function J. Table 3 depicts the parameters used in GA.

Figure 4. Flowchart Diagram of GA.

Table 3. Parameters used in GA.

Parameter Value/type

Selection Steady State
Maximum generations 50

Population size 10
Crossover Single point crossover
Mutation Uniform distribution

The fitness, reproduction, crossover, and mutation steps of the GA is described, briefly,
as follows:
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Fitness: To improve the fitness, chromosomes are the start point for the unconstrained
Nelder–Mead Simplex algorithm [37] implemented in MATLAB’s Optimization Toolbox
function fminsearch. The objective function (12) is the function to be minimize for every
chromosome generated whether by initialization or mutation with lower and upper bounds
of the FOPID parameters.
Reproduction: Reproduction is a basic operator of convergence in GA due to its survival
selection mechanism. In this manuscript, the selection type chosen was the steady-state
with at least 50% of the best possible chromosomes. A distinction is also made between the
acceptable chromosome by probabilistic measurement, so the next generation is reproduced
with the last fittest chromosomes as the mean value of the uniform distribution over the
closest parameters edge. Regarding rule (12), the best chromosomes have lower errors;
thus, the probability is inverted among the errors to use them more in reproduction stage.
Thus, the reproducibility P by each fittest chromosome is defined as:

P =

1
pe

∑ne
i=1

1
pe

, (26)

where ne is the number of the fittest chromosomes and pe the probability over their errors.
According to this reproducibility, the remaining non-selected part is replaced by mutation
from the P selected chromosomes.
Crossover: Crossover is an operator to improve diversity among the set of the best chro-
mosomes. The technique reflects the natural exchange information of sexual reproduction
between natural organisms [38]. In this manuscript, the single-point crossover method is
used [39] over the fittest chromosomes. It is worth mentioning that the fitness operator is
performed after the crossover operator to evaluate the new solutions.
Mutation: Unfortunately, while the GA runs, the exchange of genes among chromosomes
starts to be lower due to the dominating of the fittest chromosomes. Consequently, after
several generations the non-mutation leads to premature convergence of nonoptimal solution.
To overcome this undesirable issue, a random change is used by uniform distribution over the
remaining chromosomes to complete the population size.

According to Figure 4, the GA based FOPID tuning is better summarized as follows:

Step 1: GA starts by a random population over uniform distribution. The parameters
range is displayed in Table 4 and the range over parameters Kp, Ki, Kd has come by the
integer Routh–Hurwitz stability criterion in (16), when µ = 1 and λ = 1, because of the
fractional range is about one.
Step 2: At each generation, each chromosome is designed as (Kp, Ki, Kd, µ, λ, p) and its
fitness is calculated over the FOPID controller using the probabilistic factor p to weight
the cost functions of ITAE and ITSE. If any optimization happened before and the new J is
reasonable then selection, crossover and mutation are made. Otherwise, depending on the
last optimizations and values of J, the algorithm selects and mutates or only mutates for
the next generation.
Step 3: If the difference over the lower values of J achieves value less than the tolerance, the
algorithm finds an optimal solution, otherwise it will run itself again until the last generation.

The ultimate aim of GA is to seek global PID values (Kp, Ki, Kd, µ, λ, p) with minimum
fitness value to operate the DC-DC Boost converter in the entire range (non-load to full
load). Operating a power converter in the entire range is a challenging task, normally
the converter works with a minimum load to avoid malfunctioning. This highlights the
proposed FOPID achievements.
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Table 4. GA Parameters Range.

Parameter Kp µ λ Ki Kd p

Minimum value 0 0.8 0.8 0 0 0
Maximum value 1.25× 10−4 1.2 1.2 6.6774 4.6875× 10−6 1

2.5.2. Fuzzy FOPID Controller

This manuscript uses three fuzzy inference systems with two inputs and one output
for each parameter to self-tuning the FOPID controller [22]. The controller design has used
the error and the change of error, either normalized with the voltage reference, as inputs
and the gains ∆Kp, ∆Ki, ∆Kd as outputs to the self-tuning. The FLC outputs were added
to the FOPID parameters proposed to adjust online the controller behavior concerning
control variable disturbances. The schematic of the FFOPID control structure utilized in
this manuscript is shown in Figure 5.

Figure 5. Block diagram of the FFOPID controller.

Updating the parameters, the final gain values Kp f , Ki f and Kd f of the FOPID controller
are described as follows:

Kp f = Kp + ∆Kp; (27a)

Ki f = Ki + ∆Ki; (27b)

Kd f = Kd + ∆Kd, (27c)

where Kp, Ki and Kd are the initial gain value of the proposed FOPID controller and ∆Kp,
∆Ki, ∆Kd the scaling factors computed from FLC. For simplicity, the Mamdani-type fuzzy
inference system is applied while the deviation ranges of output variables (universe of
discourse) were defined as 50% of each initial gain value. For membership functions,
the triangular shape was used for input and output fuzzy sets. As regards the linguistic
variable names, the membership functions were denoted as NB (negative big), NS (negative
small), N (negative), Z (zero), P (positive), PS (positive small), PB (positive big) and they
are depicted in Figures 6 and 7. From Tables 5–7, the rule base used for each output is
shown. It is remarkable that the universe of discourse from the input variables is between
−1 and 1 due to their normalization upon the voltage reference and a digital design of the
FLC with a sampling time of 10−4 s. The gain inserted before the fuzzy inference for the
error and the change-in-error were 1.1 and 2, respectively. Finally, the center of gravity
defuzzification method is selected to determine the crisp output.
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Figure 6. Fuzzy membership functions of input error and change-in-error.

(a)

(b)

(c)

Figure 7. (a) Fuzzy membership functions of the output parameters of ∆Kp. (b) Fuzzy membership
functions of the output parameters of ∆Ki. (c) Fuzzy membership functions of the output parameters of ∆Kd.
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Table 5. Fuzzy linguistic rule-base for ∆Kp.

∆Kp
e

N Z P

∆e
N NB NS Z
Z NB NS NS
P Z PS PS

Table 6. Fuzzy linguistic rule-base for ∆Ki.

∆Ki
e

N Z P

∆e
N NB NS NS
Z NS Z PS
P Z PS PB

Table 7. Fuzzy linguistic rule-base for ∆Kd.

∆Kd
e

N Z P

∆e
N NS NS Z
Z Z Z PS
P Z PS PS

3. Results

In this section, simulation results demonstrating potential advantages of the proposed
control methodology are presented using the SIMULINK/MATLAB 2021a platform. For
comparison purposes, gain crossover frequencies (ωgc) and phase margins (φm) of PI, Type
II and Current Mode controllers are related in Table 8.

Table 8. Gain crossover frequencies and phase margins.

Controller ωgc (rad/s) φm

PI 2π18.8 92.9◦

Type II 2π18.9 101◦

Current Mode Voltage Loop 2π100 76◦

Current Loop 2π1000 80◦

As mentioned in the context of robustness necessity with load disturbance, the overshoot
was defined to be lower than 1% and the settling time lower than 0.05 s. By doing so, PI
and Type II controllers were also designed with overshoots lower than 1% and the smallest
possible settling time. For the current mode controller, ωgc is typically set to be 1/10 ≈ 1/5 of
the switching frequency for the current loop and consequently the same for the voltage loop.
Thus, aiming for robustness instead of speed, the lower ωgc = 2π20, 000/10 = 2π1000 has
been chosen along with 45◦ ≤ φm ≤ 90◦ [40]. The upper limit of the integral performance
indices is chosen as 0.1 s. Moreover, the Oustaloup filter order chosen was N = 7 with
frequency resolution [ωb, ωh] = [10−4, 105] rad/s. The best solution related to load disturbance
robustness among all simulations found is given in Table 9.

Table 9. Optimal parameters of FOPID.

Kp µ λ Ki Kd p

9.43944× 10−4 1.07965 1.00013 0.48732 1.00748× 10−6 0.52973
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The first case to be analyzed is the transient behavior during startup. Applying an input
voltage of 200 V, Figure 8 depicts step responses of different controllers during startup. Notice
that the FFOPID controller respects the maximum voltage overshoot of 1% while the Current
Mode controller reaches 5%. However, this trade-off is remarkable with the rise time.

Figure 8. Simulation results of controllers behavior in transient time.

As regard to the second case, the load disturbance was analyzed. The resistance R
was changed by a step response after 200 and 350 ms from the startup. Figure 9a shows
the voltage response over the R disturbance from 100 Ω to 80 Ω and Figure 9b from 100 Ω
to 66.67 Ω. It is remarkable that the FFOPID controller has the fastest stability over the
load disturbance through Figure 9a–d, even with only one voltage sensor. When the load
disturbance is changed towards the above, it is noticeable that the FFOPID controller is
still stable for high resistances as seen in Figure 10 while the Current Mode Controller is
unstable. The PI controller was not drawn due to their high instability. The changing load
from 100 Ω to 10 kΩ represents the operation from full load to a practically non-load. No
conventional controllers can handle such high disturbance and thus, the viability of the
proposed FFOPID controller is demonstrated.

(a)

(b)

Figure 9. Cont.
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(c)

(d)

Figure 9. (a) Output voltage response over the R disturbance from 100 Ω to 80 Ω. (b) Output voltage
response over the R disturbance from 100 Ω to 66.67 Ω. (c) Output voltage response over the R
disturbance from 100 Ω to 80 Ω. (d) Output voltage response over the R disturbance from 80 Ω to
100 Ω.

Figure 10. Output voltage during load disturbance from 100 Ω to 10, 000 Ω and returning from
10, 000 Ω to 100 Ω (full load to non-load).

The third case concerns the initial voltage behavior on the startup between the FFOPID
controllers in (16) and (25). Figure 11 shows the undesirable undershoot voltage of the
controller in (25). From such findings, (16) can remove the initial plant non-minimum
phase effect.

The fourth case tests the robustness of the FFOPID controller against the Current Mode
controller due to capacitance and inductance deviations when load resistance is switched
during its operation. The startup capacitance deviation is under ±30% of its nominal value
and the startup inductance is under ±50% of its nominal value. The resistance R was
changed by a step response after 200 ms from the startup of 100 Ω to 80 Ω and after 350 ms
from 80 Ω to 100 Ω. From Figure 12a–d, the FFOPID controller is shown to be the most
robust controller against plant parameters deviations.
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Figure 11. Comparative initial voltage between controllers (16) and (25).

(a)

(b)

(c)

Figure 12. Cont.
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(d)

Figure 12. (a) Output voltage response for a capacitance startup deviation of −30%. (b) Output
voltage response for a capacitance startup deviation of 30%. (c) Output voltage response for an
inductance startup deviation of −50%. (d) Output voltage response for an inductance startup
deviation of 50%.

Finally, the last case assesses the enhancement of the FFOPID against the FOPID under step
control variable disturbances at the instant 0.1 s, without capacitance and inductance deviations.
With the online updating of the gain parameters provided by the FLC, a relative improvement in
amplitude of 19.81% of the FFOPID against the FOPID when a step control variable disturbance
of −15% from the nominal Duty Cycle is applied can be seen in Figure 13a. In Figure 13b, a
relative enhancement is found in the amplitude of 20.96% of the FFOPID against the FOPID
when a step control variable disturbance of +15% from the nominal Duty Cycle is applied. By
performance indexes comparison, besides ITAE and ITSE, the Integrated Absolute Error (IAE)
and the Integrated Squared Error (ISE) were deployed to measure the behavior of the FFOPID
and FOPID controllers during the control variable disturbance event of−15% from the nominal
Duty Cycle. Table 10 shows these indexes when the time is measured from 0.1 to 0.13 s and
sampled with 10−4 s.

(a)

(b)

Figure 13. (a) Output voltage response for a step control variable disturbance of −15% from the
nominal Duty Cycle. (b) Output voltage response for a step control variable disturbance of +15%
from the nominal Duty Cycle.
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Table 10. Performance indexes of FFOPID and FOPID controllers upon the disturbance of −15%
from the nominal Duty Cycle.

Index
Controller

FFOPID FOPID

IAE 0.2298 0.2327
ISE 4.4599 6.9301

ITAE 0.0245 0.0244
ITSE 0.4631 0.7159

One can notice that the FFOPID controller is not more robust than the FOPID controller
only with the ITAE measurement rule due to its lower settlement time. However, the others
reveal the FFOPID controller superiority over the FOPID controller.

4. Discussion

The dynamical and phase margin specifications measured for the proposed FOPID
were ωgc = 2π240 rad/s and φm = 59.6◦, respectively. The phase margin achieved in
this manuscript is almost analogous to the FOPID designed in [17], showing that, with
no direct assignment of phase margin specification, the proposed method matched robust
phase margin against disturbances. Besides, it is remarkable that the amount of parameter
variation analysis in this manuscript enhances the robustness study of FOPID for DC-
DC Boost converters in the literature. However, the limitation of the proposed method
regarding the one in [17] is its huge closed-loop transfer function size with a 30th order,
yielding problems for hardware implementation such as higher memory requirements and
physical space.

One of the key results of the FFOPID proposed is its robustness operation upon low
power, i.e., full load to non-load, as seen in Figure 10. This feature is pertinent because even
with a load as 10 KΩ, the converter demonstrates a wide operational range along with high
power regulation comparisons up to 50% above its power specification.

The zero initial voltage and its derivative for any range over derivative and integral
fractional order of the proposed FOPID topology demonstrated the effectiveness of zero
undershoot for the non-minimum phase DC-DC Boost converter when system standardiza-
tion is pre-assumed. This feature allows the range of search in GA as related to µ and λ for
values above one, increasing the range possibility when compared to [14,16,17]. It is worth
mentioning the regulation superiority of the proposed controller when simulating differ-
ent startup reactive parameters along this manuscript while loads disturbances occurred,
concluding the high robustness of the proposed FFOPID controller.

Finally, it is important to highlight that our work proposed a novel FOPID topology
with higher robustness than the previous works in the literature for a wide operational
range (power and components deviation). The disadvantages of the previous works are
basically based on the usage of two sensors, no robustness analysis or a restricted range of
optimal solutions, overshoots or poor settling times.

5. Conclusions

A GA-based FOPID controller tuning has been designed and applied to a DC-DC
Boost converter. From the simulations studied, it is noticeable that the optimized con-
troller parameters obtained by implementing the proposed algorithm with a probabilistic
constraint in the weighted of ITAE and ITSE as performance indices have reached better
controllability for load disturbance, and, greater setpoint tracking as regards the others
due to parameters deviation of the system caused by the prolonged use of the equipment
regarding controllers in voltage and current modes. It is also remarkable that the range of
parameters deviation in this manuscript is higher than the standard deviation of ±20%,
generally applied in power electronics designs, showing applicability for worst conditions.

In addition, the purpose of removing the voltage undershoots for all the ranges was
achieved as seen in Figure 11, demonstrating the feasibility of the proposed FFOPID
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controller. It is important to highlight the full range operation of the converter, i.e., full load
and non-load with remarkable transients using only one voltage sensor (Figure 10). The
reduction of sensors is in demand in both the academic world and industry. Finally, the
FFOPID controller outperformed the FOPID controller in dynamic operation even upon
±15% deviation of the nominal duty cycle. Future research of this topic should be into the
size reduction of the proposed FOPID using norm-2 and embedding it in an FPGA device
to perform FPGA-in-the-loop simulations and applications in a prototype.
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10. Oprzędkiewicz, K.; Rosół, M.; Żegleń-Włodarczyk, J. The Frequency and real-time Properties of the Microcontroller Implementa-
tion of fractional-order PID Controller. Electronics 2021, 10, 524. [CrossRef]

11. Warrier, P.; Shah, P. Optimal Fractional PID Controller for Buck Converter Using Cohort Intelligent Algorithm. Appl. Syst. Innov.
2021, 4, 50. [CrossRef]

12. Sánchez, S.A.G.; Soto-Vega, J.; Tlelo-Cuautle, E.; Rodríguez-Licea, M.A. Fractional-Order Approximation of PID Controller for
Buck–Boost Converters. Micromachines 2021, 12, 591. [CrossRef] [PubMed]

13. Soriano-Sánchez, A.G.; Rodríguez-Licea, M.A.; Pérez-Pinal, F.J.; Vázquez-López, J.A. Fractional-Order Approximation and
Synthesis of a PID Controller for a Buck Converter. Energies 2020, 13, 629. [CrossRef]

14. Devaraj, S.V.; Gunasekaran, M.; Sundaram, E.; Venugopal, M.; Chenniappan, S.; Almakhles, D.J.; Subramaniam, U.; Bhaskar, M.S.
Robust Queen Bee Assisted Genetic Algorithm (QBGA) Optimized Fractional Order PID (FOPID) Controller for Not Necessarily
Minimum Phase Power Converters. IEEE Access 2021, 9, 93331–93337. [CrossRef]

15. Merrikh-Bayat, F.; Jamshidi, A. Comparing the Performance of Optimal PID and Optimal Fractional-Order PID Controllers
Applied to the Nonlinear Boost Converter. arXiv 2013, arXiv:1312.7517.

16. Seo, S.; Choi, H.H. Digital Implementation of Fractional Order PID-Type Controller for Boost DC–DC Converter. IEEE Access
2019, 7, 142652–142662. [CrossRef]

17. Sánchez, A.G.S.; Pérez-Pinal, F.J.; Rodríguez-Licea, M.A.; Posadas-Castillo, C. Non-Integer Order Approximation of a PID-Type
Controller for Boost Converters. Energies 2021, 14, 3153. [CrossRef]

18. Suri babu, A.G.; Chiranjeevi, B.T. Implementation of Fractional Order PID Controller for an AVR System Using GA and ACO
Optimization Techniques. IFAC-PapersOnLine 2016, 49, 456–461. [CrossRef]

19. Beccuti, A.G.; Papafotiou, G.; Morari, M. Optimal Control of the Boost dc-dc Converter. In Proceedings of the 44th IEEE
Conference on Decision and Control, Seville, Spain, 12–15 December 2005; pp. 4457–4462. [CrossRef]

20. Bakar, A.A.; Utomo, W.M.; Taufik, T.; Aizam, S.; Jumadril. DC/DC boost converter with PI controller using real-time interface.
ARPN J. Eng. Appl. Sci. 2015, 19, 9078–9082.

21. Chao, C.-T.; Sutarna, N.; Chiou, J.S.; Wang, C.-J. An Optimal Fuzzy PID Controller Design Based on Conventional PID Control
and Nonlinear Factors. Appl. Sci. 2019, 9, 1224. [CrossRef]

22. Al-Dhaifallah, M.; Kanagaraj, N.; Nisar, K.S. Fuzzy Fractional-Order PID Controller for Fractional Model of Pneumatic Pressure
System. Math. Probl. Eng. 2018, 2018, 5478781. [CrossRef]

23. Han, S.-Y.; Dong, J.-F.; Zhou, J.; Chen, Y.-H. Adaptive Fuzzy PID Control Strategy for Vehicle Active Suspension Based on Road
Evaluation. Electronics 2022, 11, 921. [CrossRef]

24. Chimplee, S.; Khwan-On, S. Fuzzy Controller Design for Boost Converter Based on Current Slope. In Proceedings of the 2022
International Electrical Engineering Congress (iEECON), Khon Kaen, Thailand, 9–11 March 2022; pp. 1–4. [CrossRef]

25. Xue, D.; Zhao, C.; Chen, Y. A Modified Approximation Method of Fractional Order System. In Proceedings of the 2006 IEEE
International Conference on Mechatronics and Automation, Luoyang, China, 15–19 May 2006; pp. 1043–1048. [CrossRef]

26. Xue, D.; Chen, Y.; Atherton, D.P. Linear Feedback Control: Analysis and Design with MATLAB (Advances in Design and Control), 1st
ed.; Society for Industrial and Applied Mathematics: Philadelphia, PA, USA, 2008.

27. Xue, D. FOTF Toolbox. MATLAB Central File Exchange. Available online: https://www.mathworks.com/matlabcentral/
fileexchange/60874-fotf-toolbox (accessed on 15 May 2022).

28. Samko, S.G.; Kilbas, A.A.; Marichev, O.I. Fractional Integrals and Derivatives: Theory and Applications; Gordon and Breach Science
Publishers: Philadelphia, PA, USA, 1993.
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