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Abstract: Crowdsensing uses the sensing units of many participants with idle resources to collect data.
Since the budget of the platform is limited, it is crucial to design a mechanism to motivate participants
to lower their bids. Current incentive mechanisms assume that participants’ gains and losses are
absolute, but behavioral economics shows that a certain reference point determines participants’
gains and losses. Reference dependence theory shows that the reference reward given by a platform
and the reward obtained before will greatly affect the decision-making of the participant. Therefore,
this paper proposes a participants’ decision-making mechanism based on the reference dependence
theory. We set a reference point to reduce the participants’ bids, improving the platform’s utility. At
the same time, risk preference reversal theory shows that participants evaluate the benefits based
on the relative value of the rewards rather than the absolute value. Therefore, this paper proposes a
winner selection mechanism based on the risk preference reversal theory. Theoretical analysis and
simulations demonstrate that this paper’s incentive mechanism can guarantee the platform’s utility
and improve the task completion rate.

Keywords: crowdsensing; incentive mechanism; reference dependence; risk preference; platform
utility

1. Introduction

Crowdsensing is an emerging interactive sensing technology [1]. The technology is
widely used in embedded devices and mobile devices for completing various sensing tasks
such as traffic detection [2,3] and environmental monitoring [4,5]. Because crowdsensing
uses the idle resources of participants to collect data, the cost of data collection is very
low [6]. For example, [7] used taxi drivers at work to collect data. The location of the task
needs to be consistent with the trajectory of the taxi so that the idle resources of the driver
can be effectively utilized. Therefore, tasks can be allocated more efficiently through the
model where drivers provide biddings.

Platform’s utility is an essential issue in crowdsensing [8]. When participants complete
the crowdsensing task, they will consume resources such as computing and storage. There-
fore, the platform must use a suitable incentive mechanism to compensate participants
and ensure participation rates [9]. However, the goal of crowdsensing is to collect data at
a lower cost than fixed sensors, so the platform’s budget is limited. The limited budget
cannot recruit enough participants to complete the task, reducing the feasibility of crowd-
sensing applications. For example, crowdsensing can detect PM2.5 (fine particulate matter)
and help draw a city’s air quality distribution map [10] to advise urban management.
However, the city may make one-sided decisions if the number of participants is low and
coverage is low. Crowdsensing can also collect the data of parking lots through onboard
cameras. This crowdsensing application cannot be successful if the participants do not
install cameras in their cars [11] without sufficient rewards. Therefore, it is necessary to
design an incentive mechanism to motivate participants with a limited budget. Many
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studies discussed how to improve the utility of the platform with limited budgets [12-15].
Because the improvement of the platform’s utility means that the platform can motivate
more participants to participate in the task, which will improve the probability of the
success of the crowdsensing application.

However, the current platform’s utility-oriented incentive mechanisms have two problems:
(1) when analyzing the participants” decision-making, these mechanisms only consider the
influence of participants” intrinsic drives, i.e., the difference between the tasks’ reward and
cost [16-18]. At the same time, these mechanisms set the goals of maximizing participants’
benefits. However, the reference dependence theory of behavioral economics shows that
people are influenced by reference points when they make decisions [19]. Therefore, partic-
ipants’ decisions are influenced not only by intrinsic drives but also by reference points. If
the incentive mechanism only considers the intrinsic drive, the expected result will deviate
from the actual one, and the incentive mechanism cannot achieve the best performance. At
the same time, the platform cannot identify future potential participants in the incentive
mechanisms that do not consider the reference points. Therefore, the incentive mechanism
based on the reference dependence theory can perform better. (2) Current incentive mecha-
nisms do not consider the impact of risk on participants” decision-making [20-22]. When
selecting participants, these mechanisms tend to select those who have a lower cost in
completing the tasks. As for the same reward, these participants with a lower cost are more
likely to continue participating in the task. However, the risk preference reversal Theory
in behavioral economics shows that the reward has a different value for participants with
varying types of risk [23]. Therefore, the incentive mechanisms that do not consider the risk
preference will miss those most suitable participants. Suppose the incentive mechanism
considers the influence of risk preference on the participants. In that case, it will be more
likely to select the right participants, which in turn can improve the final CRoT.

In summary, reference points will affect participants’ decisions on whether to partici-
pate in the tasks. Therefore, by setting reasonable reference points, the platform can change
participants’ decisions and thus achieve the expected goals. This paper uses the reference
dependence theory of behavioral economics to design a participant’s decision mechanism.
Through this mechanism, the platform can pick out participants with real potential. These
potential participants will have higher expectations when facing the same task. These
participants are like gamblers who think a lottery ticket with a high probability of not
winning is valuable. For those low-reward tasks that ordinary participants are unwilling
to do, these potential participants will have a greater probability of participating in the
task. This will effectively increase the participation rate. At the same time, we take risks
into the mechanism setting, which can guarantee the completion rate of tasks to a greater
extent, especially for tasks requiring timeliness. For example, before the deadline of a task,
if the participants are unwilling or unable to complete the task due to uncertainty, the
platform needs to spend more money to motivate other temporary participants, which
will greatly increase the cost of the platform. If risks are considered in the mechanism,
those participants who are more robust in the face of risks can be selected. In that case, the
platform’s utility and the completion rate of tasks will be effectively improved.

The Incentive Mechanism Based on Behavioral Economics (IMBE) proposed in this pa-
per includes Participant Decision Mechanism Based on Reference Dependency (PDRD) and
Winner Selection Mechanism Based On Risk Preference Reversal (WSRPR). These two mech-
anisms aim to improve the overall task completion rate and guarantee the platform’s utility.

The main contributions of this paper are as follows:

1. A participant decision mechanism based on reference dependency called PDRD is
proposed. This mechanism cultivates new and old participants to form reference
points by setting internal and external reference rewards. It increases the expected
reward of participants. In addition, a competition mechanism is designed based on
the alternative participants. In the mechanism, the optimal decision of the participants
is to lower their bids to improve the platform’s utility.
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2. A winner selection mechanism based on risk preference reversal called WSRPR is pro-
posed. The mechanism calculates the value function of participants with different risk
preferences for rewards and evaluates the variability of participants’ risk preferences.
We design a winner selection algorithm to change the risk preferences of participants,
so that the platform can select more potential participants. The algorithm enables
participants to have higher values, which can increase the probability of participants
participating in the task and improve the task completion rate.

The remainder of this paper is organized as follows. Section 2 introduces the existing
incentive mechanisms and some studies in behavioral economics. Section 3 presents the
system model of crowdsensing, and Section 4 describes the specific process of the IMBE. In
Section 5, the IMBE is evaluated and analyzed by the experimental simulation. Finally, this
paper summarizes the whole mechanism in Section 6.

2. Related Work

In this section, we introduce current incentive mechanisms based on traditional eco-
nomics and explain the relevant concepts in behavioral economics.

2.1. Incentive Mechanisms Based on Traditional Economtics

Currently, the existing incentive mechanisms in crowdsensing can be divided into
monetary incentive mechanisms [24-30] and non-monetary incentive mechanisms [31-34].
Next, these two mechanisms will be introduced.

2.1.1. Monetary Incentive Mechanism

Monetary incentive mechanisms usually use rewards to motivate participants to
achieve the platform’s goals, which is most widely used in crowdsensing [24]. Some
monetary incentive mechanisms use the method of auction. Ji proposed a reverse auction,
the mechanism takes the participant with the smallest bid as the winner to improve the
platform’s utility and the task’s completion rate [25]. Yang proposed a two-way auction-
based incentive mechanism to increase the overall task completion rate [26]. Gao paid old
participants compensation based on the VCG (Vickrey—Clark-Groves) auction to ensure
the participation rate of the old participants [27]. Some incentive mechanisms use the
method of game theory. Kim designed an incentive mechanism based on reinforcement
learning and game theory to motivate participants to increase the participation rate [28].
Pouryazdan proposed a scheme based on the perfect equilibrium of the coalition game and
subgame to improve the platform’s utility and the participation rate [29]. Yang designed a
platform-centered incentive mechanism based on the Stackelberg game model [30]. In the
mechanism, the participants maximize their benefits according to their needs.

2.1.2. Nonmonetary Incentive Mechanism

Non-monetary incentive mechanisms usually use methods other than rewards to
motivate participants to achieve platform goals. Some non-monetary incentive mecha-
nisms use games to motivate participants. Jordan proposed a game approach to motivate
participants [31]. Mccall incorporated a gamification-based badge scheme and a participant
ranking scheme. Some incentive mechanisms make the participants who participate in the
platform tasks gain a sense of accomplishment by setting the reputation value to motivate
participants to participate in the task continuously [32]. Bigwood solved the problem of
selfish participants’ reluctance to participate in tasks by introducing reputation values [33].
Sun proposed the concept of heterogeneous belief values to maximize social welfare and to
increase task completion rate [34].

No matter what kind of classification these incentive mechanisms belong to, there are
two problems with these incentive mechanisms.

First, these incentive mechanisms only consider the impact of intrinsic drives on
participants” decisions. For example, Ji and Yang assumed that the benefit is the only
consideration for participants to make task decisions when designing auction mecha-
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nisms [25,26]. Participants will select a task as long as the benefit meets their expectations.
These mechanisms often fail to achieve the expected results in reality. This is because if
the platform has been paying participants with high reward and then suddenly reduces
the reward at some point, participants will not accept the reduced reward, even though
the reduced reward also meets their expectations. This extrinsic reference can affect the
effectiveness of the mechanism. The same problem exists in the studies of Jordan and
Mccall [31,32]. The two mechanisms only considered the impact of rankings on participants
but not the rest of the participants. Therefore, if the influence of external reference on the
participant’s decision is ignored, the expected incentive results will not be achieved.

Second, these incentive mechanisms do not consider the effect of risk on participants’
decisions. For example, Pouryazdan took the benefit of participants as the goal when
designing the mechanism [29]. The study assumed that the higher the benefits of partic-
ipants, the greater their satisfaction and the greater their probability of participating in
tasks. However, behavioral economics points out that participants’ reward utility is not
only determined by benefits, but also by their risk preference. For a risk-averse participant,
even if faced with a task with high benefit, he will choose to give up the task because of
the high variability of the task’s reward. If participants are evaluated only by their benefit,
the platform will not find the potential participants, and the incentive effect will not meet
expectations. Yang designed game mechanisms and assumed that participants are homo-
geneous so that the same game reward delivery mechanism will have the same incentive
effect on participants [30]. However, behavioral economics’ risk preference reversal theory
shows that the same reward will have different values for participants with different risk
preferences. Therefore, using the same reward mechanism for all participants would make
the incentive effect not meet expectations.

In summary, the presence of reference rewards and risk preferences can cause de-
viations between participants’ decisions and optimal decisions, which in turn affect the
incentive effect. Therefore, this paper applies the reference dependence theory and the risk
preference reversal theory of behavioral economics to construct an incentive mechanism,
which aims to secure the platform’s utility and improve the task completion rate.

2.2. The Current Study of Reference Dependency

Reference dependency theory shows that people will be influenced by reference points
when making decisions [35]. Mark classified reference points as external reference points
and internal reference points [36]. External reference points are generated through the
stimulation of external reference information, while internal reference points are gener-
ated through the decision maker’s previous experience [37]. Internal reference points are
essentially participants” predictions for the future based on their past experiences [38].
Reference points have been widely used in healthcare and finance [39]. Holte used refer-
ence dependence theory to design an incentive mechanism for “pay for performance” for
physicians [40]. In [41], the relationship between consumers’ consumption decisions and
information disclosure order was studied using reference dependence theory. Soetevent
investigated how insurance companies encourage consumers to participate in the claim of
loss compensation under the role of reference dependence [42].

Stores and insurance companies use reference dependence theory to motivate people to
consume. The PDRD proposed in this paper is similar to the incentive methods of stores and
insurance companies. The PDRD changes the participants’ decisions by setting reference
points, which can guarantee the platform’s utility and increase the task completion rate.

2.3. The Current Study of Risk Preference Reversal

The risk preference reversal theory in behavioral economics shows that people make
decisions based not only on absolute returns but also on their risk preferences. It was found
that people’s preferences for risk are classified as risk aversion, risk neutral, and risk lover.
When faced with increasing or decreasing reward, these types of participants have different
valuation methods for value [23]. People’s risk preference types are variable [35], and the
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risk preference factor that measures the degree of people’s risk preferences is shown in
Formula (1).

M

where V'’ denotes the first-order derivative of the value function, and V” denotes the
second-order derivative.

Kahneman defined the value function [43], as shown in Figure 1 below. In Figure 1,
the center of the coordinates is a reference. The decision maker calculates the value using
the value curve graph on the right side of the coordinates when he considers himself to
gain and using the left side when he considers himself to lose.

value V'(x)

Figure 1. The diagram of the value function.

Traditional economics uses the straight line in Figure 1 when calculating the value
function of a participant V’(x), i.e., participant value is linearly related to the amount of
gain/loss. In contrast, behavioral economics states that the value function of participants is
nonlinear, and [23] gives the value function as shown in Formula (2):

x® x>0
Vi(x) = {—A(—x)T ¥ <0 @

where x represents the decision maker’s gain/loss. When x is greater than 0, the decision
maker is in a gain state. On the contrary, the decision maker is in a loss state. The parameters
@ and T determine the concavity of the value function, and the parameter A determines the
slope of the value function, which reflects the decision maker’s sensitivity to losses.

In this paper, the reward for the participants to complete the task is fixed, and the
cost of completing the task is uncertain. Furthermore, because net benefit = reward — cost,
the participant’s net benefit is risky. According to Formulas (1) and (2), since the risk is
reflected in the change of net benefit, the risk preference factor is related to the change of
net benefit.

Risk preference reversal theory has been applied in many fields. For example, [44]
found that agents’ risk preferences directly affect the optimal incentives and risk sharing
between principals and agents. Ji used the risk preference reversal theory to design incen-
tives to regulate workers’ safety behavior [45]. Enguix designed a rational compensation
policy based on the degree of risk preferences of banking managers [46].

The WSRPR proposed in this paper is similar to the above incentive mechanisms.
We can analyze participants’ decision-making more accurately by classifying participants
according to their risk preferences. The WSRPR can thus improve the task completion rate.

3. System Model
3.1. Physical Model

Figure 2 shows the physical model of IMBE. The circular area in the figure shows the
area for the crowdsensing task. There are multiple task areas in the figure, and the quality
of task completion in each area is related to the number of participants who complete
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the task in that area. The more participants, the higher the quality of task completion in
that area. The IMBE mainly acts on the interaction between participants and the platform.
The platform encourages participants to participate in tasks through the IMBE to improve
the quality of task completion. The main interaction is divided into six steps, which are
described as follows:

— Teana's Family Hut

@ participant (@ platform task area O low quality
O high qualityQ quality standard (1) publish tasks (2) bid task

(3 select participants @ carry outtask & submit data
® pay reward

Figure 2. Physical model.

Step 1. Platform publishes tasks: The platform publishes the task set PT; = {T1, T2, T - . . Tin }
of jth round, where m represents that there are m tasks in this round. Step 2. Participant
bids: Participant N; bid for tasks in the jth round according to their conditions, such as cost,

willingness to participate, task value, etc. Let bf as the bid price of participant N;. At the
same time, the platform includes all bidding participants into the candidate set RU;.

Step 3. Platform selects the winners: The platform selects the winners of the jth round
from the set RU; according to certain rules and includes the final selected participants into
the winner set WU;.

Step 4. Participants complete the task: Participants in WU; complete the sensing tasks
assigned by the platform.

Step 5. Participants submit data: Participants submit the collected data to the platform
after completing the tasks Tj, of the jth round.

Step 6. The platform pays reward: The platform rewards all participants who have
completed the tasks according to certain rules.

In the six steps of the above interaction, we assume that the platform’s server is safe
and reliable. The storage of participants’ information and data transmission are safe, and
there will be no leakage of participants’ privacy.

Next, we will define some key parameters that appear in the paper.

Definition 1 (External reference reward OR;). The reward’s reference value is provided by the
platform for new participants. The external reference reward is the reward that a new participant
Nj expects to receive when participating in the task of the jth round (i.e., the first round thatN;
participate in the task).

Definition 2 (External reference factor oz];). The impact of the external reference reward on the
decision of new participants.
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Definition 3 (Internal reference reward I R];). The reward standard is set by the platform for
old participants (not first-time participants who participate in task) who are to participate in the
next round of tasks.

Definition 4 (Internal reference factor (p’l) The impact of the internal reference reward on the
bid prices of old participants.

Some additional parameters and related descriptions covered in this paper are given
in Table 1.

Table 1. Parameter table.

Parameter Definition Parameter Definition Parameter Definition
NU; Set of new participants IR{: Internal reference reward score{: Reward reference value
ou; Set of old participants 4;{ Internal reference factor 9{ Risk preference factor
OR; External reference reward b{: Participant bid price Vl] Participant value
P Total platform’s budget Pij Reward to participants PU Platform’s utility
: . . Concavity parameter of
Ci. Participant cost :3]1 Expected rate of reward @ the value function
”‘é External reference factors Apl.j Expected reward z;i Task value
RU; Candidate set WU; Winner set

3.2. Logic Model of IMBE

Figure 3 shows the logic model of IMBE. IMBE mainly acts on steps 2, 3, and 5, which
are the most critical steps in the physical model in Section 3.1.

IMBE

New Partldmaﬂl 2. Calculate the expected reward

N, € NU

1.Determine whether to participate
in the task for the first time

External reference reward PDRD
OR

i

according to OR;

T j
AP} = (1+ a7)b] 3 Decide whether to participate 4. Determing the candidate |
in the task set of participants
AP! —cl > glcd RU;

2. Calculate the expected reward
according to IR}

/" Increase task

old parfici;nant AR =(ltg) )b .
I . completion rate |
Internal reference reward i
!R{ Change the preference
p J— " N
Improve platform’s TR |
9. Pay the reward e I (o taexz0 : WSRPR
- utility 71 | g2 —sex=0 | |

I

7. Determine the winning set of 6. Determine the value of 5. Determine the type of

8. Complete the tasks

I-— participants i participants preference towards risk

w, L vi ; oV

i V'

Figure 3. Logic model of IMBE.

This section proposes the incentive mechanism called IMBE based on reference depen-
dence and risk preference, which works mainly in the phases of participant selection of
tasks, platform selection of participants, and platform payment of rewards.

First, the PDRD acts. In step 1, the platform classifies participants into new and
old participants based on whether N; has participated in the tasks before. In step 2, the
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platform calculates the expected reward of participants using external reference reward

OR; and internal reference reward [ Rg. In step 3, the platform determines whether the
participant can participate in the task based on the expected reward and decides which
participants will be placed into the candidate set RU; based on the expected reward of the
participant. In the PDRD, participants will lower their bids to be able to join the candidate
set, which will increase the platform’s utility.

Then, the WSRPR follows. In step 5, the platform determines the participant’s risk

preference Bf and the value function Vl.] of the participant in step 6 based on the type of
the participant. After ranking participants’ value functions in step 7, the platform selects
participants with the larger value function into the winning set WU;. In this process,
participants will change their risk preferences to be selected into the winning set, increasing
the final task completion rate. Finally, in step 8, the participants complete the tasks, and in
step 9, the platform pays PZ.] to participants.

To sum up, in the PDRD, the platform will select more potential participants according
to the indicator of expected reward, which is designed according to the reference depen-
dence theory. Then, the platform puts these participants into the candidate set. These
participants were more likely to participate in the task even when faced with low pay. In
the WSRPR, the platform will select more potential participants according to the indicator
of the value function, which is designed according to the risk preference theory. Then, the
platform puts them into the winner set. These participants were more likely to participate
in tasks even when faced with risky situations. Therefore, the platform can incentivize these
participants to complete tasks with less reward, which will increase the platform’s utility.

4. The Incentive Mechanism Based on Behavioral Economics
4.1. The Detail of PDRD

Participants will choose whether to participate in the task according to their expected
rewards. As seen in Section 2.2, reference points can make participants overestimate their
actual benefits, motivating them to lower their bids per round and increase the platform’s
utility. This section describes the effect of reference points on new and old participants,
external reference rewards and internal reference rewards separately. In particular, the
platform classifies participants who have never participated in a task as new participants
and puts them into the new participant set NUj;, and classifies participants who have
participated in the task as old participants and puts them into the old participants set OU,;.

4.1.1. Setting of External Reference Reward

According to the reference dependence theory in Section 2.2, participants” expected
rewards are not constant and can be changed by external factors. The expectations for
rewards of new and old participants are different and need to be discussed separately. This
section first discusses the setting of external reference rewards that affect new participants.

The platform gives an external reference reward to all new participants. As seen from
Section 2.2, the external reference points of participants are generated based on the stimulus
of external reference information. New participants who have never participated in a task
before have no reference standard for the reward. Thus, they need to rely on the platform
to generate a reference value. The reference value is based on the market price and the
platform’s budget. The range of external reference values has an impact on the evaluation
of decision makers, so we set the range of external reference rewards for new participants
in the jth round of tasks as shown in Formula (3):

: P
]
Cl <OR; < = 3)

where the parameter P represents the total budget of the platform and the parameter u
represents the number of participants involved in the sensing task.
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C{ represents the cost of participating in the task of jth round. Since it is necessary to
ensure that the expected return of participants is positive, the external reference reward OR;

given by the platform to new participants must be greater than the cost C{ of participants.
At the same time, to keep the reward within the budget of the platform, the external
reference reward OR; must be smaller than the average budget of the platform for each

participant, that is, PB = P/u.
The range of the external reference rewards OR; for participants was discussed above.

Next, we set an external reference factor zx? to measure the impact of ORj on a new partici-
pant’s decision. The external reference factor zxé should be related to Xf , Where Xf is the

difference between the external reference reward OR; and the bid price b}. The larger X{ ,
the larger the expected reward of the participant, the larger the external reference factor.

Therefore, this paper defines the external reference factor ocf as shown in Formula (4):
o = f(X)) 4)

As the growth of zxf has an upper limit, and the growth rate of 04 decreases over time,

so we define the function f (Xf ) as shown in Formula (5):

‘ in(1+ X))
£(x) = In(1+X/) +1 ©

Bringing f ( X{ ) into Formula (4), we can obtain the final expression of the reference factor:

b In(1+OR; —b}) ©
" In(1+OR;—b})+1

As a result, D(; can be used to quantify the influence of external reference rewards on
participants’ decisions, which supports the later discussion of participants’ decisions.

4.1.2. Setting of Internal Reference Reward

The previous section discussed the external reference rewards set for new participants,
and this section discusses the internal reference rewards for old participants. For old
participants who have participated in the task before, the external reference rewards have
less impact on them. The expected rewards for participating in the task are related to the
experience of previously completed tasks. Therefore, this section describes the setting of
internal reference rewards for old participants.

For an old participant Nj, they will form their expectations of reward. Accordingly,
the platform sets the internal reference reward for old participants to discuss the decision-
making of old participants.

For each old participant Nj, the platform defines the internal reference reward I Rg as

shown below: ‘ o
IR] = (1+ ¢})b] @)

where the parameter bg represents the bid of the old participant N; in the jth round, and (pé
represents the internal reference factor. The next step is to discuss the setting of the internal
reference factor.

As seen from Formula (7), the internal reference reward of the old participant N; in

the jth round of the task is adjusted by the bid price bf-‘ . The internal reference factor (pﬂ is
used to reflect the degree of adjustment of the internal reference reward.
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When the internal reference reward I R{}l of the participant N; in the (j — 1)th round

is less than the mean reward PB, the internal reference factor go{ has a positive incentive
effect on the participant Nj, and vice versa. At the same time, there are certain upper and
lower bounds for the change of internal reference factor ¢/, and the change rate gradually

tends to 0. Thus, we set the definition of the internal reference factor (pg as follows:
In(1+7) [ —
J(j) = PO IR; ~ <PB

PiV)=9N i)

In(1+/)+1

L ®)
IRI™" > PB

4.1.3. Participant’s Decision-Making

This section discusses participants’ decision-making based on the reference depen-
dence discussed above. We will describe the incentive effect of the internal and external
reference rewards on the decision-making of new and old participants.

The conditions for a participant to participate in the task can be represented by the
following Formula (9):

i _cls gicl
Pl —cl > glc! ©)
where Pl.j represents the actual reward of the participant in the jth round, C{ represents the

cost of the participant N;, and ﬁ{ represents the expected reward rate of the participant
N;. The cost of the participant to complete the task includes definite costs and uncertain
costs. The definite costs include energy consumption for positioning and transmitting data,
which can be calculated and provided by the platform [47,48]. The uncertain costs include
the cost required for the participant to reach the task location and the time cost, etc., which
need to be evaluated by the participant [49,50]. Participants decide to participate in the
task only when the real reward exceeds the expected reward.

Next, we introduce the concept of expected reward to analyze the participant’s deci-
sions. We define the expected reward APi] as the expected reward of participant N; in the
jth round.

Since the expected rewards of new and old participants have different reference points,
they need to be discussed separately.

The expected rewards of new participants are discussed first. For new participants,
the conditions for their participation in a new round of tasks are as follows:

/ _cl s gicl
AP - C; > BiG (10)
The expression of the expected reward APij is given by the following Formula (11):
AP = (1+a])] (11)

After substituting Formula (11) into Formula (10), the new condition can be obtained
as follows: o A o
(1+a])0] ] > pic] (12)

By comparing Formula (12) with Formula (9), we can find that (1 + 0({ ) b{ = Plj . Since

oc{ € (0,1), the bids b; of the new participant under the external reference reward must be

smaller than the reward received by the participant N; without the mechanism, i.e., b{: < Pl.j .
In other words, the PDRD can motivate new participants to reduce their bids, which is
beneficial to improving the platform’s utility.

For old participants, the expected reward APl.j is given by the following Formula (13):

AP = (1+¢])¥] (13)
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After substituting Formula (13) into the decision condition of Formula (10), the new
decision condition can be obtained as the following Formula (14):

(1+¢})bl - ¢/ > Bic] (14)

Similarly, we find that under the PDRD, the old participants will also reduce their
bids, improving the platform’s utility.

The above section discusses the effect of reference rewards on the decision of new and
old participants. Then, we can judge whether the participant can join the candidate set
of a participant.

4.1.4. Setting of the Reference Reward
Finally, to facilitate the discussion of new and old participants, we set the reward
reference value scoref for evaluating the reward assigned to participants in the jth round.

The formula of the reward reference value score{ is defined as follows:

(15)

scorel — (1+tx)b ~-Cl N;eNU
T (+ b cf N; € OU

Substituting the formulas of the external reference factor and internal reference fac-
tors into Formula (15), the complete formula of scoreg can be obtained as the following

Formula (16):
_In(1+OR;=b}) N
scorel — (1 + 1n(1+OR —b})+1 )b G NieNU (16)
! n(1+f) i
( +ln (1+7) +1) i N; € ou

The definition of scoreg facilitates the design of the following payment mechanism.

4.2. The Detail of WSRPR

The variable risk preference theory in behavioral economics points out that partici-
pants’ variable preference for risk affects their decisions. Based on the theory, we designed
the winner selection mechanism WSRPR.

4.2.1. Setting of Risk Preference

According to the risk preference theory, participants are divided into risk aversion, risk
neutrality, and risk lover according to the types of risk preference. Risk preference factors
are designed to measure participants” degree of risk preference. This part first introduces
the risk preference factor.

It can be seen from Section 2.3 that when facing uncertainty, participants will make
decisions according to their risk preference. Participants with different risk preferences
have different preferences for different tasks. Therefore, we designed the risk preference
factor of participants according to the value function discussed in Section 2.3, which can be
used to evaluate the type and degree of risk preference of participants. We define the risk

preference factor (9? of participant N; in the jth round as Formula (17):

j_
o) = ——L (17)

where (V.j )" is the second derivative of the value function of participant N; in the jth round.

(V] )’ is the first derivative of the value function. The setting of the value function will be
introduced in Section 4.2.2.
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Next, we discuss the range of risk preference factors of participants with different risk
preference types according to the risk preference theory.
For participants who are risk lovers, the value function is a convex function [23], i.e.,

(V1] )” > 0. In addition, the value increases gradually with the increase of income, i.e.,
(Vi] )’ > 0. According to the definition of the risk preference factor, the risk preference factor
of participants who are risk lovers is 05 < 0. Similarly, for risk averse participants, the risk
preference factor is 6{ > 0, while for risk neutral participants, the risk preference factor is
0l =o0.

This section discusses the range of risk preference factors of different types of partici-
pants. Next, we can discuss the value functions of different types of participants.

4.2.2. Participant’s Value Function

In this section, we will discuss the setting of the value function of different types of
participants and the relevant properties of the value function.

The value function Vi] in behavioral economics reflects the participants” evaluation of
the value of completing the task. This paper sets Vi] as the basis for selecting participants.

Participants with higher value functions will be preferentially selected. We define V/(x) as

Formula (18):
ioon x@ x>0
Vi) = {—/\(—x)T x <0 (19

where the parameters @ € (0,1), 7 € (0,1) and A > 1. x represents the expected benefit
of participant N;. In Formula (18), for the participants who participate in the task, the
reward is a gain, and for the participants who do not participate in the task, this part of the
reward that is not received is a loss. To further refine the value function, we need to discuss
whether the participants will participate in the task.

Formula (14) represents the condition for the old participant to decide to participate in
the task. We substitute the expression of the internal reference factor into Formula (14) to
obtain the condition for the participant to decide to participate in the task as the following
Formula (19):

n(1+)+1] (8] +1)c]
b > .
i 2In(1+j)+1

Substituting Formulas (8) and (19) into Formula (18), we can obtain the value function
as follows:

(19)

((1 + M)b{)w yi > e+ (Bl+1)C]

Vl](x) _ In(1+j)+1 i = 21‘n(1+j)1+‘1 j (20)
1n(1+j) j T j [ln(1+])+1] (ﬁﬁ»l)c[
_/\(<1 - 71n(1+j)+1)bi) b; < (1) +1

In(1+j)+1](pl+1)C]
z1n(1+]()+1 ) , the platform

will meet the requirement of the participants who show risk aversion, i.e., x > 0, when
i [In(+p)+1)(pl+1)C

v < ( )

i 2In(1+j)+1

are risk lovers, i.e., x < 0. Therefore, the platform will prioritise the participants with risk

aversion as the winners.

It can be seen from Formula (20) that when b{: >

, the platform will not meet the requirement of the participant who

4.2.3. Risk Preference Reversal

It can be seen from the previous section that participants who are risk lovers will
feel loss when they are unable to get the reward, and then, they may change their risk
preference. This section discusses the change in participants’ risk preference based on the
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risk preference reversal theory in behavioral economics. We use the following Formula (21)
to express this change: ‘

foT A0 x>0

0 = { ERVE el

0 A0 x<0

when the risk preference factor Gf increases, the risk aversion degree of participants gradu-
ally increases. When it decreases, the risk lover degree of participants gradually increases.
Changes in participants’ risk preference are mainly divided into (1) participants changed
from risk aversion to risk lover or (2) participants changed from risk lover to risk aversion.
Next, the two types of situations are described respectively:

(1) Participants change from risk aversion to risk lover. In this case, the platform
continues to meet the participants’ internal reference reward until the participants” internal
reference reward exceeds the average reward. As the platform has always met the par-
ticipants’ requirements for reward in the first few rounds, the degree of participants’ risk
aversion gradually increases. When the internal reference reward of the participants is
greater than the budget ceiling of the platform, the participants generate a negative value
function, and the type of risk preference of the participants will change from risk aversion
to risk lover. At this time, the platform will not select this participant.

(2) Participants change from risk lover to risk aversion. When the participant is a risk
lover, the value generated by the participant is negative. We can know from Formula (20)
that the negative participant value generated by the loss of the participants under the
same reward is greater than the positive participant value generated by the reward, which
indicates that the participants attach great importance to the loss. To avoid the loss of
the participants, the platform will reduce the participants’ internal reference reward until
the reference reward is less than the platform budget, and the platform will reconsider
selecting the participants. When participants re-enter the alternative set, they will produce
positive value.

After discussing participants’ change of risk preference, we next discuss how the
platform selects participants in the alternative set to generate the winning participant set.

4.2.4. Winner Selection Algorithm Based on Risk Preference Reversal

In this section, we will select appropriate participants from the platform task can-
didate set and put them into the winner set to prepare for completing the platform task
according to the behavior decision-making methods of different participants discussed
earlier. Algorithm 1 shows the process of finding the winner set WU;.

Algorithm 1. Winner Selection Algorithm Based on Risk Preference Reversal.

input: candidate set: RU]-, mean reward: PB
output: winner set: WU;

1: For j = 0 = jmax

2: For N; € RU;

. Jrvy — In(1+/) \1/\%.
30 Ve = ((1+ i)
4: End For
5: Fork=0— W,

6: Max(Vj) N
7. 1fb) > DB

8: Ni — WU]/

9: End If

10: End For

11: End For

In Algorithm 1, lines 2—4 traverse the RU; for each round and calculate the participant’s

value Vij . Then, lines 5-9 sort these participants’ values from high to low according to the
number of participants required for the platform in the jth round. The participants whose
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value is ranked in the top W;, and whose bid price is less than the reward in the traditional
mechanism are put into the winner set in turn. By repeating this process j4x times, the set
of all winner participants in the j;;,x rounds of the platform can be obtained.

After the platform selects the winning participants, the participants will complete the
corresponding tasks published by the platform.

4.2.5. Platform’s Utility

The platform’s utility can be used to measure the benefits ability of the platform, i.e.,
the difference between the total value brought to the platform by each round of participants
after completing the task and the remuneration paid to the participants. The higher the
utility of the platform, the more the platform can recruit more participants to complete the
task, which will improve the task completion rate. We define the platform’s utility PU as
the following Formula (22):

PU=Y5 Y (vl - ) 22)

where vfj represents the value of the task completed by participant N; in the jth round task,

and Pl.] represents the reward paid by platform to participant N; after completing the jth
round task.

Based on Formula (22), we discuss the relationship between the platform’s utility of
the DSTA [51] and the PDRD in this paper.

Note that the platform’s utility under PDRD is PU, and its expression is: PU =

Z;;l Y (v{ - Pij ). Note the'lt the plgtform’s utility under the DSTA is PU’, and its expres-
sion is PU’ = Z;-;l Y, (@) = (P])). In the PDRD, the decisiop—maki@g cor}di.tion for
new participants to participate in a new round of tasks is (1 + txf)bf - Cf > ﬁng . In the
PDRD, the decision-making condition for old participants to participate in a new round of
tasks is (1 + qof)bf - Cf > ,B]l Cf. For the participants in the DSTA, their decision conditions
for participating in a new round of tasks are: (b))’ — (Cl)’ > (B)(C})’. Take the new
participant N; as an example. At this time, we assume that when N; makes participant
decisions according to two different mechanisms and algorithms under the same initial

conditions, the costs C{ and (C{ )’ of the j round task of the participant N; under the two
mechanisms and algorithms are the same, the expected returns [35 and ( ,Bi)’ are the same.

Based on this, we observe the left-hand side (bf)’ and (1+ tx?)bﬁ of the two inequalities,
and we can conclude that the following equation holds when all the above parameters are
equal: (1+a))b) = (b))'. Since the external reference factor «/ satisfies a} € (0,1) for the
participant N;, under the two algorithms, the participant’s quotation bg satisfies bf < (bf)’ .
It can be found that the PDRD reduces the bid of the participants. The remuneration given
to the participant by the PDRD is less than or equal to the participant’s quotation. In
contrast, the remuneration given by the platform to the participant in the DSTA is the
participant’s quotation. Therefore, we can conclude that the reward paid by the platform to
the participants under the PDRD is less than that paid by the platform to the participants

under the DSTA. According to Formula (26), when the task value vg is equal, the less the
reward to the participants, the greater the platform’s utility. At the same time, the actual
reward of the participants of the PDRD is always less than the actual reward under the
DSTA. Therefore, we can obtain that the platform’s utility under the PDRD is greater than
that under the DSTA algorithm, i.e.,, PU > PU’.

It can be seen from the above that under the IMBE, the platform can obtain higher
benefits, which also shows that it can recruit more participants to complete tasks, thereby
improving the final task completion rate.
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5. Simulations and Evaluations

The IMBE is simulated and compared with the DSTA (Duration-Sensitive Task Alloca-
tion) [51] in the section. The DSTA mechanism aims to maximize the number of completed
tasks under certain constraints and transform the optimization problem into a constrained
submodular optimization problem. The DSTA mechanism proposed an efficient greedy
heuristic algorithm based on the utility function to solve the optimization problem. Exper-
iments show that compared with the latest mechanisms [52-54], DSTA can improve the
number of tasks completed. Therefore, we choose the DSTA as the comparison mechanism.

5.1. Simulation Settings

Table 2 shows the initial settings for the simulation experiments. In the simulation, we
set up a 25 km x 25 km area for the experiment. The distribution of tasks conforms to a
uniform distribution [55,56], and the distribution of participants conforms to a clustered
distribution [57]. The initial settings of the parameters @ and 7 in the value function are
the theoretical values in behavioral economics [23]. We use the JAVA language to simulate,
and take the average value by simulating 100 times as the result of the simulation.

Table 2. Experimental parameter settings.

Parameter Value
‘wu,-‘ 20
‘Tj 50
Kmax 20

@ 0.88

T 0.88

A 2.25
v, 30

5.2. Discussion on the Effect of the IMBE

Figure 4 shows the reference value of the participant’s reward under the PDRD. The
reference value of the reward directly affects the reward the participant can get. In the
experiment, we first determined the maximum reference value of the participant’s reward
and then traversed the reference value of each participant’s reward. At the same time, the
ratio of the reward reference value of these participants to the maximum reward reference
value is within the range of (0,1). In Figure 4, the reward reference value of participant 11
among participants in the current round is the largest. In addition, the reward reference
value of participant 7 and participant 19 is 0, indicating that these two participants did not
participate in the platform task.

Next, Figure 5 shows the value of participants under the WSRPR mechanism. The
participant value reflects the possibility of the participant participating in the task. It is also
an important reference indicator for the platform to determine the winning participants.
The experiment collected the participant value of 20 participants. As seen from the figure,
most participant values are mainly concentrated between (6,8). Participant 17 has the
lowest value, and the value is 4. According to the theory of risk preference reversal, the
participant may be a risk lover. The platform will not select this participant to enter the
winning set. Participants 11 and 12 have the largest participant value, both exceeding
10. They may be risk aversive, and the platform will prioritize them into the winning
participant set.



Electronics 2022, 11, 2609

16 of 20

yhil v T v T v T v T T T
1.04 [ -
- m— Score ry
0.9+ ) 5
4 1 \
0.84 " 1 \ ] -
o 1 am n WA
R e e e R e S
\/ \ A L] ! u
? 0.6 [ 1 Lom 1 i
2 1 v ! L
S 051 l ; TR
g ]
S 0.4 by Bt fu]
& 034 fool] o]
$ 034 L -
0.2+ ol s ne—
j ¥l Vi
0.14 U v B
- |
0.0 a L
/01 T T T T T T
0 3 6 9 12 15 18 21
Participant's ID
Figure 4. Reward reference value.
T b T - T X T T
114 =
[--= - Participant's value| =
10 S g
94 :’ i =1
- » -
& "
84 . [ =)
o I I I
© . . Lt h \
> N S bl e jra—
L L 4
v L3 \
54 L] o i 2
]
54 =
44 -
T T T . T T
0 5 10 15 20

Participant's ID

Figure 5. Participant value.

Figure 6 shows the analysis of participant value under the WSRPR. The Y-axis is the
factor @ of the value function, and the x-axis is the rounds. It can be found that the round
has a smaller impact on the participant value, while the impact factor @ has a greater
effect on the value function. It can be found that the value function of participants mainly
depends on their preference for reward. In addition, in the whole process of completing the
task, the value of participants will not fluctuate greatly. It will be relatively stable, which is

conducive to the platform’s incentives for participants.

Figure 6. Participant value analysis.
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5.3. Comparison with DSTA

In this section, we will compare the results of the IMBE and the DSTA.

Figure 7 shows the rewards paid by the platform for each completed task. The number
of tasks in the current round is 50, and the rewards that need to be paid to participants
range from 0 to 10. It can be seen from the figure that the platform will pay more in the
DSTA than in the PDRD. For example, for the participants, the reward for task 23 under
the PDRD is 4.8, and the reward for task 23 under the DSTA is 7.9. This further proves
that under the PDRD, the platform can motivate participants to complete tasks with less
reward, which improves the platform’s utility.
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Figure 7. Comparison of reward.

Figure 8a shows the platform’s utility under the two mechanisms. In addition, the
experiment collected 20 rounds of the platform’s utility of PDRD and DSTA, in which the
value of each platform task is 30 per round. It can be seen from the figure that the platform’s
utility of PDRD is higher than that of DSTA, which indicates that PDRD can effectively
improve the platform’s utility.

950

900 4

850

800

Platform's utility

750

700

30

T ¥ T ¥ T T T T T T T T
- = —-PDRD " - = -WSRPR
- ¢ -DSTA K— 25 ' - ¢ -DSTA
l‘ [ B r\ n M !
| \ 1
'.?\ P e " '
n I:I“ ,’ I’\“ ' h\ 220 ,:‘ A PR
L W = I ' o
a NETRE VK B S i““ A E Fa ¢
/ LA A AN \ 4 2 154 LR L N e . i
¥ T T T S B = B i iy
! ) o 9 |‘, f g LRSI ¥ Vo
;e o oy \ 2 Py v 2 Yy om
A i VN S XA ) ¥
e \(. Tl i1 'Y » . 1‘;“10- frormeefionts virrg p’\\‘ ‘.: \”/ 4
/ i é ! | / Vi
=g e v 4 l“ b\' e iy ““ ] ‘\ /’t “n* i
! .i. 4 i 5 ® e | A 4
/ i V! & il s
! o Y] AT
. 1 _ 0- ¢
T T T T T T T T T T
0 5 10 15 20 0 5 10 15 20
Round Participant's ID
(a) (b)

Figure 8. (a) Comparison of platform’s utility, (b) comparison of participant utility.

Finally, Figure 8b compares participants” utility. It can be seen from the figure that
under the WSRPR, the utility of all 20 participants is greater than that of the participants
under the DSTA. At the same time, it can be found that compared with the DSTA, the
WSRPR has a similar trend in the participant’s utility, which is the impact of the reward
reference value on the participants. It can be seen from the figure that the total participants’
utility under the WSRPR is greater than that under the DSTA.
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6. Conclusions

This paper proposes an IMBE based on behavioral economics to solve the low plat-
form’s utility resulting in a low task completion rate. The IMBE includes the PDRD and
WSRPR. PDRD uses external and internal reference rewards, respectively, to form a ref-
erence point for new and old participants and motivate participants to lower their bids.
Participants’ lower bids increase the utility of the platform. Thus, under the same budget
limit, more participants can be motivated to participate in the task, and the final task com-
pletion rate can be improved. In the WSRPR, according to the risk preference of different
participants, we design a value function based on risk preference reversal to evaluate the
participants” potential for participating in the task. The platform can choose those more
potential participants under the condition of paying the same reward, which can improve
the participants’ utility and increase the task completion rate. The simulation results show
that, through this mechanism, participants reduce the bid price, guarantee the platform’s
utility, increase the participants’ utility, and improve the overall task completion rate. At
the same time, the effects of different parameters in the mechanism are discussed. Next, we
will further apply our incentive mechanism to real crowdsensing applications. We hope to
optimize the parameter settings in the incentive mechanism through the feedback of the
incentive mechanism in the real environment to achieve better incentive effect.
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