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Abstract: The development of cyber-assured systems is a challenging task, particularly due to the
cost and complexities associated with the modern hybrid networks architectures, as well as the recent
advancements in cloud computing. For this reason, the early detection of vulnerabilities and threat
strategies are vital for minimising the risks for enterprise networks configured with a variety of node
types, which are called hybrid networks. Existing vulnerability assessment techniques are unable to
exhaustively analyse all vulnerabilities in modern dynamic IT networks, which utilise a wide range
of IoT and industrial control devices (ICS). This could lead to having a less optimal risk evaluation. In
this paper, we present a novel framework to analyse the mitigation strategies for a variety of nodes,
including traditional IT systems and their dependability on IoT devices, as well as industrial control
systems. The framework adopts avoid, reduce, and manage as its core principles in characterising
mitigation strategies. Our results confirmed the effectiveness of our mitigation strategy framework,
which took node types, their criticality, and the network topology into account. Our results showed
that our proposed framework was highly effective at reducing the risks in dynamic and resource
constraint environments, in contrast to the existing techniques in the literature.

Keywords: IoT; ICS; hybrid networks; CVSS; CVSSIoT-ICS; sensitivity analysis; mitigation; attack tree

1. Introduction

The outbreak of COVID-19 has transformed working environments [1]. The lockdown
restrictions have pushed organisations to digitise their interactions with their workforces
and further facilitate remote working. As this outbreak has spread so rapidly, organisations
have been forced to hurriedly buy cloud-based solutions for remote connectivity rather than
building solutions for their specific needs [2]. These cloud-based solutions have helped
organisations to keep operating to achieve their organisational goals. However, at the
same time, these solutions have also exposed organisations’ core networks to the Internet.
Additionally, organisations are outsourcing the operational controls of their processes by
relying on third parties to maintain the infrastructure in the cloud. In other words, with such
quick transformations, an additional risk of cyber intrusion is being introduced. Existing IT
security policies may not suit well due to the rapidly changing workflow of information.
Sensitive data may also exist in the cloud and previous security risk assessments may be
outdated, which can attract cyber adversaries to steal organisations’ secrets [3], reduce their
competitive edge, and put their reputation and goals at risk.

Cloud solutions are built using traditional IT data centres and servers. Their digital
security policies and IT strategies are mainly designed to secure computer and database
servers [4], while today’s modern enterprise digital networks are fitted with IoT and
industrial control systems (ICS), along with traditional IT devices. The IT devices are
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usually embedded in protected core networks and interact with client machines using
proxy devices. The IT nodes are rich in processing power and memory capacities. These
nodes are capable of performing various functions and can be reprogrammed as per
changing requirements. IoT devices are usually in the outer layers of the network and are
designed for dedicated functions with limited processing power and memory capabilities.
Similarly, ICS nodes are considered the most sensitive nodes for an organisation. These
nodes are most restricted and well protected. Due to the sensitive nature of ICS nodes,
isolated networks and well-protected digital terminals are used to interact with these
nodes to avoid any production impacts. The ICS nodes are considered complex to patch
or reprogram [5]. For these reasons, the digital strategies developed for IT nodes may not
work well for IoT and ICS nodes. The dependencies between the various node types are
the key factor for protecting the critical infrastructure. A partial node failure may appear
harmless, but eventually, it can cascade to multiple critical nodes and even to the connected
cloud. With the rapid shift towards cloud-based solutions, the existing threat-modelling
techniques and mitigation strategies, which were mainly developed for on-premises nodes
and infrastructure, are likely to be ineffectual for IoT and ICS nodes. These strategies may
not provide the best protection for cyber intrusion [6].

As discussed above, the mitigation strategies for managing risks should reflect the
dynamic characteristics of diverse nodes, their location, distinct functions and interde-
pendencies. In our previous work [7], we presented attack tree-based modelling for the
vulnerability assessment of various node types. As attack tree graph models are considered
the best for representing the node interdependences [8], assessment has not only high-
lighted the critical nodes of a hybrid network but has also evaluated the path dependencies
based on node vulnerability weights. In this work, building on attack tree modelling, we
recommend methods to evaluate the proposed mitigation strategies. This evaluation fac-
tored in the nodes’ distinct characteristics and their locality and criticality, along with their
operational control restrictions, such as resource, financial and performance limitations.
The overall effectiveness of the mitigation strategy was also accessed by calculating the gain
in the chain of critical nodes and their neighbouring nodes with cascading improvements.

The remainder of this paper is as follows: first, we analyse and compare the existing
literature and highlight the possible gaps in Section 2. Section 3 defines our methodology
to address these gaps and to develop mitigation strategies. The results from various case
studies are analysed in Section 4 and then conclusions are presented.

2. Related Works

Cyber threats and their mitigation strategies have been a focal research point in
recent cyber security research. Due to the economic and financial impacts linked to cyber
disruptions, governments and organisations are heavily investing in the cyber security
space. The security policies and threat mitigation strategies for traditional computer
networks and data centres are well established [9]. The typical threat mitigation cycle
involves identifying the possible assets, protecting the assets, detecting and responding to
the attacks, and the possible recovery of the services or data [10].

The USA National Security Agency (NSA) and European Union have also published
mitigation guidelines to protect digital solutions [11,12]. These guidelines have been regu-
larly updated and suggest common practices, such as secure coding; patching applications;
hardening networks with firewalls; detecting intrusions; analysing email contents; URL
filtering; Internet control; server hardening; keeping antivirus software up to date; con-
trolling removable storage media, such as USB drives; education; encryption; multifactor
authentication; controlling privileged access; network segmenting; incident management;
backups; and disaster recovery plans. Although the above strategies are essential, they
mainly address the cybersecurity of IT-related nodes in modern networks. Due to the
distinct nature and limited capabilities of IoT and ICS nodes, the existing IT base mitigation
strategies and guidelines should be extended to cover IoT and ICS devices.
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In recent years, several cloud-based cyber security solutions have been proposed
for hybrid networks. In 2018, Vinit et al., conducted a detailed study on information
processing in cloud computing [13]. This study revealed that though moving services to
cloud infrastructure is fast and scalable, organisations lose their control of the infrastructure
and data. The authors suggested the use of a dedicated network and a geo-restriction to
secure their services in the cloud space. Noraden et al. [14] presented a novel approach to
mitigate the vulnerability of enterprise nodes by controlling network traffic to that node.
Their model recommends the best mitigation strategy from a set of policies based on a
predefined budget and return on investment (ROI) values. In this model, the global risk
to the enterprise network is measured and a cost-effective mitigation plan is suggested
that may address the host vulnerability by adjusting the network parameters instead of
patching the host.

In 2018, Vincenzo et al. [15] published a cyber-threat-modelling technique for detecting
threat propagation. In this approach, the possible proliferation of attack is predicted based
on Kendall’s birth–death–immigration (BDI) mathematical model. Ashutosh in 2019 [16]
defined a cyber-attack detection algorithm, where each node monitors the performance
parameters of its neighbouring nodes. When an event occurs at a node and crosses the
defined threshold, then alerts are raised, and predefined mitigation strategies are adopted
to isolate the affected node. The compromised node is then isolated to stop the propagation
of the attack.

In 2019, Svilicic et al. [17] designed a framework to mitigate the security risks for
a ship’s digital networks, including the ICS controllers. In this framework, first, a com-
prehensive study is conducted to determine the vulnerabilities, and then safeguards are
put in place for all digital devices. Penetration testing is conducted and a safety score is
assigned to the ship’s digital network. Abhik presented the assessment criteria for secure
and trustworthy IoT devices [18]. In 2019, Arunabha published a cyber risk assessment and
mitigation model based on the probability of the occurrence of an attack on a computer
network, and mitigation strategies were proposed for these types of attacks by matching
the dynamics characteristics from the database at the run time and calculating the possible
financial loss based on historical data [19].

In 2019, Hunor et al. [20] suggested a comprehensive solution for both IT and ICS
nodes of a power network. This solution uses the run-time reconfigurable network switches
to monitor the traffic, detects the ambiguities, and dynamically changes the configuration
of all connected switches to limit the impact. They analysed this new model with a real-life
case study to evaluate its performance.

In 2020, Poudel et al. [21] recommended an attack detection and mitigation framework
for ICS controllers of a microgrid. Their scheme detects the voltage variances based on
historical data and auto-adjusts the voltage of connected nodes to mitigate any malicious
activity. Based on a similar technique of measuring the voltage variances, Ciaran et al. [22]
proposed a tool to predict future attacks on a node by comparing its performance statistics.
In this model, the selected node uses deep reinforcement learning and its parameters are
stored. This is then used to compare with the runtime performance. The anomalies are
treated as an attack or failure.

Zhou et al. [23] published a threat mitigation technique based on a multi-agent system.
In this framework, the diagnostic agents are installed at multiple nodes of cyber-physical
systems to detect an attack and generate coordinated responses by adjusting the node
parameters at runtime. Similarly, in 2021, Kholidy et al. [24] proposed an automated
response for an attack on cyber-physical systems relying on the criticality of a node. This
framework is built on a hierarchical risk correlation tree model with capabilities to measure
the financial risk of an attack. In this model, the voltage variation of an attack is monitored,
and then mitigation strategies are suggested based on a comparison with stored behaviours.
The financial impact is also forecasted based on historical data for that node.
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2.1. Gap Statements

After analysing the recent works, it is obvious that the security and mitigation mod-
elling for IT nodes has matured and is well established. The focus in the IT nodes space
is to auto-detect and mitigate the unknown threats and vulnerabilities. Traditional IT
networks are evolving to hybrid networks as IoT and ICS nodes are increasingly being
integrated. However, the IT security solutions developed for IT nodes cannot be applied
due to the limited capabilities and heterogeneous nature of these nodes. Although Vinit’s
proposal [13] of using dedicated networks and geolocation to ensure security and reliability
may address specific issues, overall, this may not resolve the variety of vulnerabilities,
resourcing, and performance-related issues, especially for IoT and ICS nodes, since the
majority of IoT devices are portable and hard to bind with dedicated networks.

Likewise, Noraden’s model [14] of controlling network traffic to vulnerable nodes does
address resourcing and cost constraints but may not address the actual node vulnerability
based on its criticality. Limiting the traffic to central noes may result in decreasing the
system performance. Vincenzo’s [15] and Ashutosh’s [16] frameworks are performance
friendly but these may not detect the hidden vulnerability as these models are based on a
reactive approach rather than a proactive approach; where early detection of vulnerabilities
is essential for securing the system. Likewise, in [20–22], IoT- and ICS-related threat
detection and mitigation solutions were proposed to address specific network topologies.
These solutions may not be extended to all types of nodes in hybrid networks. Along with
rapid transformation, the enterprise part of the hybrid network is moving into the cloud
space where IT admin has limited administration capabilities. Due to rapid transformation
and heterogeneous nodes, organisations are looking for a smarter way to address the risks
and threats with smarter mitigation strategies. Some recent works [14,17,23] presented
models to analyse the operational cost of applying mitigation. However, their work is
limited to the IoT and cyber-physical systems only. Instead of looking at the segments of
the network, all nodes of a network should be secured as suggested by government studies
and guidelines [10–12] because attackers may make their way from weak nodes to the
critical node if only one segment is protected. This needs to be addressed in the context of
moving the location of IT-based nodes into cloud space. Along with securing the networks,
organisations are looking for a smarter way to gain a better return on investment (ROI) on
cyber mitigation policies.

2.2. Contribution

To address this gap, this study made the following contributions:

• Classification and analysis of common mitigation techniques for heterogeneous nodes
for multiple network topologies, including cloud base nodes.

• Development of attack tree-based modelling for the analysis to proactively inspect the
impact on all nodes of a hybrid system.

• Recommendation of efficient mitigation methods based on the node type by incorpo-
rating their distinct nature, severity assessment, operational control over the nodes,
and considering the resources and cost limitation in a wider context.

• Sensitivity analysis for the accurate selection of mitigation strategies to predict the
performance and financial impact.

3. Vulnerability Mitigation Framework for Hybrid Networks

Attack trees are structural diagrams that are used to represent the interdependencies
between the connected nodes of a system. In cyber security space, attack trees are used
to represent all paths that an attacker may use to target a particular node. This helps to
identify the weak and critical nodes and all possible path combinations. Due to its strong
dependency on nodes and paths, any misinterpretation of the nodes’ connectivity paths
may result in weakness in designing the mitigation strategies for the defence of a target
node [25].
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An attack tree model includes a target node, intermediate nodes, and leaf nodes. The
leaf nodes are the entry points in a system. Intermediate nodes are all the possible nodes
starting from leaf nodes that an attacker can use to reach a target node. The success of
mitigation strategies is demonstrated by stopping an attack as close as possible to the leaf
nodes. The cost to provide defence for a target node depends on the number of paths
available to reach the target node, as well as the relationship between a child to its parent
node. This relationship can be one of the two types: “AND” and “OR.” In an “AND” type
relationship, the attackers have to attack all child nodes to reach the parent node, but in
an “OR” relation, it only requires compromising a single child node. Similarly, to provide
defence in an “OR” relationship, all children nodes need to be protected and the cost would
be the sum of providing protection to all children nodes. However, in an “AND” type
relation, the propagation of an attack can be prevented just by protecting a single node;
therefore, the cost would be to defend a single node.

Although there are several types of mitigation strategies depending on the node type,
vulnerability, and the criticality of a node, when accessed based on the protection level,
strategies can be broadly grouped into the following three categories [26–29].

3.1. Avoid

In the avoid-type mitigation strategies, the protection of a vulnerable node is provided
by patching the node’s weakness permanently, i.e., upgrading the operating system and
using encryption and secure protocols. These types of strategies are commonly used
for IT-based nodes in a hybrid network. For these types of nodes, redundant systems
and equivalent sandbox environments are available. Patches are typically evaluated in
non-production environments to assess for possible impacts before applying them in the
production system.

3.2. Reduce

In the reduce-type mitigation strategies, the protection to a vulnerable node is provided
by stopping the attack at the leaf nodes and, thereby, preventing it from propagating further
in the tree. Examples include privileges restriction, blocking the IP at the network to only
allow legitimate traffic to the vulnerable node. The reduce-type strategies are considered
safe for IoT nodes because of the limited processing power and remote location. Due to
heterogeneous technologies and varieties of operating systems, the patches are not released
for IoT nodes as quickly as compared to the IT devices, leaving the reduce strategy a
viable option.

3.3. Manage

In the manage-type mitigation strategies, the protection of a vulnerable node is pro-
vided by accepting its risk and applying an acceptable workaround to the node, i.e., con-
figuring the access control to the vulnerable nodes or accepting the risk on non-encrypted
traffic to the node, allowing only valid locations to communicate with the node. These
types of strategies are considered safe when it comes to providing temporary protection for
industrial control systems, where nodes are designed to perform dedicated functionality.
Unnecessary patches are usually avoided on these nodes to prevent any unnecessary inter-
ruption in a production line. ICS nodes are also built using heterogeneous technologies
and with a variety of operating systems; hence, the fixes are not released in time [30]. These
nodes usually do not have direct network connectivity and are secured in demilitarised
zones (DMZ).

In our study, we selected a realistic hybrid network with real-world vulnerabilities
assigned to its nodes. To provide defence, we implemented the avoid-, reduce-, and
manage-type mitigation strategies for these vulnerabilities. These strategies were evaluated
based on the financial cost (FC) and performance cost (PC) for its implementation to our
hybrid network. We analysed the effectiveness of each mitigation strategy on each type
of node in our hybrid network. Figure 1 illustrates this concept using two nodes and
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the associated costs. These mitigation strategies are defined by the system admins based
on the node criticality, location, function, historical data, and many other local factors.
Figure 1 represents the intended mitigation strategies to highlight the cost and performance
constraints. It is assumed that system admins have three mitigation strategies, where for
mitigation strategy 1, the financial cost must not exceed 60% of the allocated budget and
performance should not reduce by more than 25% during mitigation implementation on
nodes A and B. Similarly, mitigation strategies 2 and 3 were assumed on behalf of the
system admin. Mitigation strategy 1 was mapped to avoid-type strategies, mitigation
strategy 2 was linked with reduce-type strategies, and mitigation strategy 3 was associated
with manage-type strategies.
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The FC and PC depend on the relationship between the parent and child nodes. There
is either AND or OR relation between the child and its parent node. In an AND-type
relationship of child nodes with the parent, the financial cost of mitigation of a vulnerability
would be equal to the FC factor of the child node with the lowest value. The same would
be the case for the PC factor, as per Figure 2.

FC(P) = FC(Ci) (1)

PC(P) = PC(Ci)

where FC represents the financial cost and PC represents the performance cost. The parent
node is denoted by P and the child nodes i (i = 1, 2, . . . , n) are denoted by Ci.

An attacker has multiple ways to be successful in an OR node. In an OR-type relation-
ship, the FC of mitigating a vulnerability would be equal to the costs for all children nodes
and the same is true for the PC.

FC(P) =
n

∑
i

FC(Ci) (2)

PC(P) =
n

∑
i

PC(Ci) (3)
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For this study, we only considered the OR-type relationship for all calculations for the
following reasons:

1. This will consider the factors for all children nodes rather than one node;
2. It is more inclusive and covers all scenarios.

This work is a continuation of our previous work, where we published vulnerability
modelling for networks containing IT, IoT, and industrial control system nodes, which
are called hybrid networks [7]. Each node is assigned a real-world vulnerability from the
national vulnerability database (NVD) [31]. The link probability for the path joining two
nodes is calculated using the fitness factor method [32]. The overall system vulnerability
score is determined by averaging all the link probabilities of joining nodes. Using the
vulnerability security analyser tool (VSA) [33], critical nodes and paths are determined.
In this study, to assess the best mitigation strategy, the hybrid network is analysed under
the avoid-, reduce-, and manage-type mitigation strategies, starting from critical nodes, as
shown in the sequence flow chart in Figure 3.

The mitigation strategy assessment sequence has the following steps:

1. First, the overall system score is determined using the VSA tool, which also reveals
the critical nodes of the system.

2. If the system vulnerability score is under the defined threshold, then the system is
declared safe.

3. Otherwise, a mitigation strategy is selected from the avoid, reduce, or manage types.
4. The selected mitigation strategy is applied to the critical nodes.

(a) If the revealed critical nodes are the same as the central nodes, then the selected
mitigation strategy is only applied once; otherwise, an alternative mitigation
strategy is selected and executed.
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(b) The improvement in system vulnerability score is assessed in each iteration
and compared with the defined threshold using the VSA tool. This assessment
also reveals the subsequent critical nodes to be mitigated for the next loop.

(c) The processing for the selected mitigation strategy is repeated till the system
reaches its saturation. This is when the critical nodes become the central node.
At this stage, applying the same mitigation strategy may not further reduce
the system score.

(d) At this stage, another strategy is adopted, and above steps are repeated.

5. This process is repeated till the system meets the selected threshold value.
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In this study, we addressed the node vulnerabilities using the following mitiga-
tion strategies:

• For the “avoid”-type mitigation strategy, the vulnerable node is patched.
• For the “reduce”-type mitigation strategy, the unwanted network traffic is blocked to

the vulnerable node.
• For the “manage”-type mitigation strategy, the access controls (e.g., multifactor au-

thentication) are enforced on the affected node.

4. Sensitivity Analysis

Sensitivity modelling is a way to determine an unknown variable based on given
input values. This is determined using various what-if assumptions on input data to
simulate the outcome. We used this model to analyse the selected mitigation strategies to
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predict the performance and financial impact. The mitigation strategy impact is analysed
based on vulnerability scores and the criticality of the nodes. In this sensitivity study, we
selected a hybrid network with multiple critical nodes. These nodes were evaluated using
all three types of mitigation strategies (avoid, reduce, manage). The overall impact of
mitigation strategies was calculated by taking the average of the improved VSA score of all
connected nodes.

Sis =
∑n

i=1 Xi

n
(4)

where

Sis → System impact score ;
Xi→ Path vulnurabilty score of the two conecting nodes, 1 ≤ X ≤ 10 , as per the CVSSIoT-ICS
framework [7];
n→ Total number of nodes .

The system sensitivity analysis was conducted using a selected mitigation strategy. To
measure the impact, the system impact score was recalculated after applying the mitigation
strategy. The improvement was calculated as below:

Sg =
Sis − Sism

Sis
× 100% (5)

where

Sg → System impact score gain rate ;
Sis → System impact score ;
Sism → System impact score after mitigation .

The system impact score gain rate (Sg) was used to drive the gain for all possible impact
scores for a given mitigation strategy. The same mitigation strategies can be repeated to
meet the specified threshold:

Sisml = Sg −
(

Sis ×
(

Sg

100

))
(6)

where Sisml → system impact score after mitigation of l iterations , where l > 0 .
To gain the required level of confidence, the same or a combination of mitigation

strategies are repeated. These iterations are denoted by l, and Sisml presents the system
impact score for the lth iteration. To calculate the efforts required to achieve the system
trust level, the following equation was used:

Fl =
Sis − Sisml
R× n× T

(7)

where

Fl → Mitigation cost for the lth iteration ;
R→ Resoursing efforts (%) required to apply Sisml on asingle node ;
T → Time efforts (%) required to apply the Sisml on asingle node .

Let us assume a system consisting of ten nodes with an initial system impact score (Sis)
of 3, where three nodes have been identified as critical nodes and have been patched. After
the patching, the link probability score has reduced for these critical nods from 3 to 2.5.
Now, using Equation (5), the system impact score gain rate (Sg) is calculated. For simplicity,
we have assumed that 8% of the resourcing efforts are required to apply the mitigation
strategy on a single node. We have also assumed the time factor as being constant and
equal to 1 in this study. Therefore, R = 8% for a single node (n = 1) and T = 1 in Equation (7)
will reveal the Fl factor.

High Fl values mean higher mitigation strategy costs. By using Equation (7), the
resourcing cost of all possible Sis values of the system can be computed and the resources
can be directed efficiently to where it is more cost-friendly for a given mitigation strategy.
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4.1. Case Study 1

To access and analyse the mitigation strategies, we implemented this proposed frame-
work on a realistic supply chain system with a variety of nodes, as shown in Figure 4.
It had traditional computer nodes, such as inventory management, database, operating
systems, identity management systems, file transfer, and payment systems. These systems
were combined in a system layer (SL). The internet-enabled devices, such as temperature
sensors, gadgets, surveillance systems, and GPS nodes, were presented in the interaction
layer (IL). The industrial control nodes, such as robotic arms and controllers, were part of
the controller layer (CL).
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To analyse our supply chain system with the above mitigation strategies, we assumed
the financial performance and resourcing cost for each of these mitigation strategies. In
an actual setup, the system administrator can assign values that are most aligned with the
organisation’s IT policy and budget.
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# Strategy 1 used “avoid”-type policies.
# Strategy 2 used “reduce”-type policies.
# Strategy 3 used “manage”-type policies.

It is logical that system administrators will set goals based on the enterprise policies,
financial considerations, and IT performance statistics to adopt a single strategy or com-
bination of strategies to mitigate risk. These goals are likely to vary across organisations
and will be defined by the system admins. In this case study, we assumed the goals for
mitigation strategy as “no more than 30% of financial cost and not compromising the
performance of the system by more than 10%.” The resourcing cost was kept constant at
this stage for simplicity.

To implement these concepts to our selected supply chain model, first, we accessed
and assigned each node with a real-world vulnerability from the NVD database, where
its vulnerability score was calculated using the environmental metrics of the CVSSIoT-ICS
framework and used as the node vulnerability [33]. The use of environmental metrics
allowed the system admins to factor in the local dynamics in their calculations. The
link probability between connected nodes was derived using the fitness model of graph
theory [32]. This was then passed as a path probability between two nodes. Our selected
mitigation strategies were evaluated based on these path probabilities, as per Figure 3.

In the next set of calculations, this model was extended to the whole tree to execute
the above strategies. We used our previous work to successfully determine the critical
nodes and the easiest path of this hybrid network [7]. Then, the three mitigation strategies
discussed earlier were employed for this hybrid network as in Figure 5.

First, critical nodes of the tree were patched using the avoid-type strategies. For
this sensitivity analysis, we assumed that a constant 15% of resources were allocated to
patch a single critical node. The resource allocation values depend on the system admin’s
environmental experience and may change. Therefore, after applying the patch, the first
iteration revealed an Sis value of 3.12, as per Equation (6). The same calculations were
repeated for the “reduce” and “manage” types of strategies, revealing the Sis values shown
in Table 1.

In the next step of the calculation, we considered the cascading impact by transferring
the reduced risk to all nodes for each strategy to achieve a specific threshold of the system
impact score (Sis) by repeating the mitigation strategy. These iterations are denoted as l in
Equation (6) (Sisml) and presented in Figure 6. The VSA tool evaluated TC and net nodes as
critical nodes. After the first execution of the mitigation strategy, the critical node shifted
to a net node only. The second execution of the same mitigation strategy revealed the
four critical nodes. These four critical nodes remained unchanged for the third and fourth
iterations of the same strategy.

Depending on the complexity of the tree, it was noted that after a few iterations, the
impact trends became linear, where the cost continued to rise with the same proportion,
and the critical nodes were shifted to central nodes.

When the “avoid” type of mitigation strategies was applied, the overall impact score
of the system was reduced significantly, hence improving the performance. Figure 7 is
a graphical representation of the results produced in this case study, where the average
gain in system scores is listed on the Y-axis and the mitigation strategies are on the X-
axis. “Iteration 1” was the first execution of avoid-type mitigation strategies; similarly,
the second iteration of the same strategy was applied on the results of the first iteration,
with a cascading impact. The third iteration was executed on top of the second iteration’s
results. The same was the case for the “reduce”- and “manage”-type mitigation strategies
and their iterations.
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Table 1. Mitigation methods and their impact scores for case study 1.

Method Sis

Avoid (patch) 3.12
Reduce (network control) 5.12

Manage (workaround) 5.96
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As per Figure 7, for the “avoid”-type mitigation strategy, iterations 1 and 2 produced
more average gains by reducing the system score Sis, but it was the third iteration that not
only reduced the vulnerability score significantly but it was also the most cost-effective
with performance gains closer to 10 since, at this point, the critical nodes became the
central nodes.

The same system was applied with the “reduce”-type of mitigation strategies with
multiple iterations, where our strategy was to reconfigure the network nodes connected
to critical nodes to stop the spread of the vulnerability. The first iteration of reconfiguring
the network nodes reduced the system impact score. As the network node was one of
the most central nodes in this topology, the second iteration of reconfiguring the next set
of connecting devices was the least effective due to the number of neighbouring nodes
required to be reconfigured. The reduce-type of mitigation strategies showed best results
in its third iteration when the network nodes become the central nodes.

To continue our analysis for the “manage” type of mitigation strategies, where a
vulnerability is avoided by a workable workaround on the node, i.e., implementation of
multifactor authentication (MFA) to access the node. In manage-type mitigation strategies,
the overall vulnerability of the system was not reduced much after many iterations (itera-
tions 1, 2, and 3). The real benefits and cost return for this type of mitigation were in its first
iteration. The repetitions (iterations 2 and 3) of this strategy hardly reduced the Sis score
and, therefore, it was not a resource-friendly option.

4.2. Case Study 2

To confirm our findings from case study 1, we repeated the same process for another
set of topologies consisting of IoT, ICS, and system devices as shown in Figure 8. In this
topology, the system devices were remote in the cloud and connected to IoT and ICS
systems with dedicated networks. The ICS and IoT devices were connected and controlled
from cloud-based edge devices. This form of topology is getting popular with recent
advancements in cloud computing.

To analyse this hybrid network, the same set of mitigation strategies (avoid, reduce,
and manage) were applied. Like case study 1, the assumed goal of the system admins for
this case study was also to adopt a single strategy or combination of strategies to mitigate a
threat with “not more than 50% financial cost and not compromising the performance by
more than 30%.” The resourcing cost was kept constant at this stage, like in case study 1.
The assumed financial and performance values were different from the previous case study
to assess the proposed framework for a variety of goals.

We adopted the same methodology as in case study 1, where the vulnerabilities
were assigned from the NVD database. The node vulnerabilities were calculated using
the environmental metric of the CVSSIoT-ICS framework and the link probability between
connected nodes was evaluated. The critical nodes were discovered using the VSA tool
and their vulnerabilities were mitigated using each mitigation strategy separately. These
steps were repeated to determine the cascading impact of each mitigation strategy.

Figure 9 is a graphical representation of the results produced by case study 2, where
the average gain in the system score is listed on the Y-axis on and mitigation strategies are
on the X-axis. “Iteration 1” is the first execution of the selected mitigation strategies. In the
same sequence, the second and third iterations were executed on top of the results produced
by the first and second loops, respectively. The same was the case for the “reduce”- and
“manage”-type mitigation strategies and their iterations.

In case study 2, the network topology was decentralised and mostly consisted of
cloud-based devices with limited control and permissions for the organisation’s admins. As
per Figure 9 for the “avoid”-type mitigating policies, where we patched the critical network
nodes, the first and second iterations started to reduce the system score and show some
performance gain, but it was the third iteration that not only reduced the score significantly
but also was the most effective, as at this phase, the central nodes were the same as the
critical nodes.
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When the same system was applied with the “reduce” type of mitigation policies,
where on premises network devices were reconfigured to reduce the spread of the vulnera-
bility. It showed the best results in its first iteration when the critical network nodes were
already central nodes. As the network nodes are central and have connections to several
other nodes, the reconfiguration of all connected nodes in the second iteration and further
extending to the third iteration were less cost-effective as compared with the first iteration.
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Like in case study 1, regarding the manage-type mitigation strategies, where access to
critical nodes was restricted using MFA, the overall vulnerability of the system was not
reduced significantly after many iterations. The real benefits and cost return for this type of
mitigation were in its first iteration. The further execution of the manage-type strategy in
connected nodes did not help in reducing the system score.

This framework was based on a graph-based attack tree model and has been broadly
applied for cyber security modelling, but it also inherits the scalability challenges for
complex and dynamic topologies [34].

To address these challenges, it is recommended to subdivide the complex topologies
into subsystems, like in case study 1, where the nodes in the system layer of Figure 4 were
computed separately and their combined impact is denoted in Figure 5 with a node called
SL. The subsystem combined impact score (Sim) was computed and used as a combined
node vulnerability to assess its impact on other nodes. These techniques of dividing the
complex systems into subsystems and using the combined impact helped in scaling the
dynamic and dense topologies. Along with that, it is also recommended to use a single
vulnerability at a time for a given node to access its impact for the target node using the
VSA tool.

5. Discussion

These results revealed that the “avoid” strategy was the most effective strategy when
high-risk vulnerabilities were involved, and network nodes were not the critical nodes.
Though these strategies were considered costly, they significantly reduced the system
vulnerability score and improved the confidence level. The combined effect of all the above
policies is represented in Figure 10. In this figure, the Y-axis represents the performance
gain, strategy iterations are listed on X-axis, and executed strategy types are on the Z-axis.
As denoted in Figure 10, The “avoid”-type mitigation strategy was the most effective
and cost-friendly when the central nodes became the critical nodes, as presented by it-
eration 3. However, further repartition of the “avoid”-type mitigation strategies did not
produce much impact. As “avoid”-type mitigation strategies require a significant amount
of resources, these are recommended for the typical IT nodes, as they have a longer life
cycle and are located closer to the IT admin with required permissions. The IT system
vulnerabilities and their impacts are well documented and evaluated in non-production
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environments before making their way to production systems. For example, USBs are
scanned and accessed for risk before providing read or write access.
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Figure 10. Combined analysis of the mitigation strategies of case studies 1 and 2.

The “reduce”-type mitigation strategies are effective for short-term measures to avoid
the spread of any vulnerability in the system, especially when network nodes are critical
nodes. These types of strategies are good for cloud-based topologies and portable devices,
such as IoT, where the system admins have limited control over the nodes but can configure
their firewalls to avoid the propagation of any attack. As the network nodes are central
nodes in a cloud-based topology, further iterations of such mitigation require a significant
amount of resources, as presented in Figure 10 (drop for iteration 2, 3, and 4 for the reduce-
type strategy). This figure reveals that at this stage, the avoid-type strategies are more
effective, as denoted by the second and third iterations in this figure. The “reduce”-type
mitigation strategies should be adopted where IT admins have less control over critical
nodes, nodes are remote or have less computation power, and nodes have a reduced life
cycle to deploy the expensive patching, i.e., the IoT nodes. The reduce-type strategies
should be adopted to stop the spread of vulnerabilities such as read-only access to USB
ports for sensors.

The “manage” type of mitigation strategies provided effective results in its first it-
eration. Though this did not reduce the impact score, it provided an initial safeguard
without impacting the production lines and was the most effective in its first iteration, as
shown in Figure 10. A further iteration of the “manage”-type strategies did not reduce
the vulnerability but incurred significant costs, as indicated by iterations 2, 3, and 4 in
Figure 10. This was because neighbouring nodes were treated with this strategy without
any significant reduction in vulnerabilities due to the increased efforts. As “manage”-type
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strategies do not reduce the “impact score” (Sis), these are recommended for isolated and
less-centralised nodes or closed networks, such as ICS, which have dedicated network
zones and the most restrictive entry points. As in ICS, any patching (avoid) or configuration
changes (reduce) are considered risky for the production line. For example, USB or any
other connectivity to the nodes is not provided.

It is also clear from the study that patching the central node that has high vulnerability
can reduce the impact score more quickly as compared with critical nodes having the
least central location in the network. After a few iterations, half the critical nodes shifted
to central nodes. The cost of patching the central nodes was much lower with a high
performance gain as compared with other critical nodes. The most effective and cost-
saving mitigation strategy was the one that addressed the risk at critical nodes along with
central nodes.

6. Conclusions

Achieving the balance between improving the security and reducing the risk depends
on the node type, the vulnerabilities inherited by these nodes, and developing the appro-
priate countermeasures to mitigate their risks. To address these issues, we developed an
attack-tree-based methodology that could analyse the security of complex systems and can
set priorities for system administrators according to the system criticality, possible impact
of the vulnerabilities, and operational control available to promptly execute the mitigation
strategies. This framework presented a viable method for system admins to protect their
networks within resource and cost constraints. This research also made significant strides
by using a CVSS-based method within the attack and protection tree security analysis.
Rule sets were developed and assessed in a variety of applications. Future work includes
the application of the attack and protection tree methodology in a variety of real-world
security situations.
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