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Abstract: Because of the lack of upstream grid support and low inertia, independent microgrids are
very susceptible to load variations and uncertainty in the generation of renewable energy sources.
Disruption of microgrid frequency stability causes severe damage to various system equipment and
frequency-sensitive loads. By taking into account the effects of electric vehicles (EVs), this paper
introduces an innovative control strategy with a master-slave configuration for frequency control
of interconnected microgrids. In the proposed configuration, an integer-order controller serves as
the master, while a merely fractional-order integrator acts as the slave controller. The master and
slave controllers are concurrently optimized by the JAYA intelligent algorithm to achieve robust
effectiveness. Additionally, nonlinearities in the system are implemented, such as diesel generator
operating limits, signal controllers, and sending/receiving time delays. To assess the effectiveness of
the proposed control strategy in a two-area microgrid, six basic scenarios are investigated: sudden
load changes, perturbations at the inputs of renewable energy-based units, parametric uncertainties,
time-delay effects as a nonlinear factor, complicated working conditions, and EVs impacts. Moreover,
the controller’s performance on a simple closed-loop system has been carried out in order to confirm
the viability of its practical implementation, and a comparison of experimental and simulation
findings has also been provided. Studies demonstrate the proposed controller’s robustness as well
as its fast-response capability. Besides, this controller features a simple structure that allows extra
design flexibility.

Keywords: electric-vehicles; fractional-order controller; interconnected microgrids; load-frequency
control; master-slave controller; rapid-control prototyping

1. Introduction
1.1. Background and Motivation

Fossil fuels are non-renewable energy sources that are unevenly distributed through-
out the earth. Non-renewability raises concerns about availability for present and future
generations, and their uneven distribution poses challenges to energy security. More-
over, the instability of markets and prices of this type of energy is another issue related
to fossil fuels, which has adverse economic effects. On the other hand, environmental
issues, greenhouse gas emissions, and consequently air pollution and global warming are
unavoidable disadvantages in exploiting these depleting resources [1]. These problems
have shifted attention to renewable energy sources (RESs) to be used to generate electrical
power. Two significant supremacies of RESs-based power plants are fuel cost elimination
and their environmentally-friendly features [2]. Despite the RESs-related technologies,

Electronics 2022, 11, 3440. https://doi.org/10.3390/ electronics11213440

https://www.mdpi.com/journal/electronics


https://doi.org/10.3390/electronics11213440
https://doi.org/10.3390/electronics11213440
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0002-8519-0856
https://orcid.org/0000-0001-9555-3828
https://orcid.org/0000-0002-3348-3796
https://orcid.org/0000-0001-9311-7598
https://orcid.org/0000-0003-3218-9218
https://orcid.org/0000-0002-4774-9524
https://doi.org/10.3390/electronics11213440
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics11213440?type=check_update&version=2

Electronics 2022, 11, 3440

2 of 25

such as solar and wind power plants, evolving year by year, the issues of intermittency
and inherent uncertainties of RESs have been a controversial and much-disputed subject
within the field of the Load-Frequency Control (LFC) task. Storage devices are one of
the well-known solutions to overcome the issues related to the widespread penetration of
RESs-based power generation plants and the mismatch between power generation and
consumption in the low-inertia off-grid microgrids (MGs). Storage devices can be used as
power reserve devices and eliminate power imbalances in MGs [3].

Using high-capacity centralized energy storage to deal with power curtailments, while
feasible, is costly. A better and more efficient way is to use Electric Vehicles (EVs) facilities.
The advantages of EVs compared to other transportation alternatives, particularly in the
environmental protection and transportation costs, have caused much attention to this
technology [4-6]. EVs are known as consumers when they are charging, whereas the
charged EVs can act as power producers in the system. Bidirectional power electronics as
EVs interfaces with the grid affords quick response and performance, presenting EVs as
fast and suitable alternatives for primary and secondary frequency control participation.
In addition, studies in [7] indicate that injected power from EVs’ battery decreased power
losses, so network’s bus voltage would be improved.

Basically, for the participation of plug-in EVs in frequency regulation and control,
a large number of EVs operate collectively according to the aggregator management pro-
cedures. The aggregators or aggregation agents are companies or computational entities
responsible for organizing small-scale distributed generation units or energy storages to
render services on a larger scale in line with predetermined purposes [5]. According to
statistics, personal cars are idle for around 95% of the day. So superseding personal vehicles
with EVs makes it possible to access an aggregation of EVs with the proper dimensions to
suppress the system’s frequency fluctuations [4].

MGs with the integration of EVs are in the scope of the smart grid [8]. The new
generation of power systems includes a wide range of different types of communication
systems. Accordingly, real-time control of an aggregation of EVs based on the processing
of data collected from communication systems will be possible. However, besides the
undeniable benefits of the communication systems’ influence on the structure of modern
power systems, issues such as time delays have been the point of intense debate within
the scientific community. Communication channels’ sudden congestion or crashed data
packets may be the sources of time delays [9].

Unlike grid-connected MGs, islanded MGs do not have the main grid’s support for
frequency or voltage stability. For solving the LFC problem, the primary approach is to
maintain the entire system’s operating frequency/scheduled tie power at nominal values
under normal operating conditions or small disturbances and generally balance the power
in the system. In the presence of diesel generators in the MGs, the economical and optimal
operation of the hybrid MGs is aimed at reliable service to consumers [4,10]. Therefore, it
is necessary to design robust controllers that, while responding quickly to perturbations,
can withstand various disturbances caused by different sources. The frailty of common
old controllers in the face of the new challenges of modern MGs highlights the need to
design controllers that perform competently in different operating conditions. Traditional
controllers, despite their undeniable capabilities, face profound challenges in the face of
vast modern systems with different equipment, uncertainties, nonlinearities, storages,
and demand-side management strategies, along with the high penetration of RESs. Hence,
extensive studies have been conducted to design optimal controllers for the MG LFC
task [11,12].

1.2. Literature Review

Due to their valuable technologies, smart networks are empowered to be utilized for
control purposes. LFC has always been a challenge in both conventional power systems
known as AGCs and current MGs [12,13]. In [14], the classical IO PID controller has been
studied as a secondary strategy in a single-area MG. The Fractional-Order (FO) types of
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the conventional controllers were also applied to the frequency control of the different
MGs [15]. In [16], solving the LFC problem of an MG using the FO-based PID controller
was reported, where the Krill Herd optimization algorithm was employed to obtain its
optimal gains. By modifying the configuration of the same IO classical controllers, modern
controllers with cascaded /multi-staged structures have been introduced in various studies.
The authors in [17] have raised the controller response speed, using the cascade control
structure and shifting the integral action to the second part of the controller. The idea
of using cascaded controllers with ESS support in power systems with different power
generation sources has also been investigated by Choudhary et al. [18].

Utilizing fuzzy supervisors is one of the well-known approaches to reaching adaptive
and robust controllers. Shayeghi et al. [19] designed a fuzzy P-PID controller for an islanded
MG considering nonlinear system elements and uncertainties based on a multi-objective
approach. Controllers with a cascade structure under the supervision of a fuzzy observer
were also used to perform the LFC task [12]. Also, a hybrid fuzzy FOPID controller was
suggested for frequency control of an MG including ESSs [20]. However, expert knowledge,
the fitness of membership functions, rules base, and defuzzification methods profoundly
affect the output quality of the fuzzy controllers and are among the main challenges
in utilizing these stalwart adaptive controllers. In order to successfully deal with the
AGC problem of IPS, a novel PIDN-FOPIDN controller was proposed as an expert control
technique [13]. For controller parameter optimization, the imperialist competitive method is
used, and its performance is robust, according to the research findings. In [21], it is decided
to use a unique optimum CF-FOIDF controller for 2-area thermal and hydrothermal power
systems, considering different limitations and the batteries of EVs. A combination model
of electric vehicle fleets is implemented in the control regions, and to verify the robustness
and superiority of the proposed control approach over currently used methods, several
simulations are carried out. The PDn-PI master-slave controller in a traditional two-area IPS
is investigated in [22], and the superiority of the suggested master-slave configuration over
the PI and PID controllers is studied. This study also emphasizes the necessity of selecting
a suitable optimization approach, and the Coyote optimization algorithm is employed
for this purpose. Considering the multistage and fuzzy controllers concept, Sharma et al.
have introduced a non-integer multi-stage fuzzy controller to deal with the frequency
anomalies of a hybrid power system [23]. Despite the acceptable performance of this
controller compared to the IO or non-fuzzy forms, the optimality of the rule base and
membership functions of this controller is discussible.

A considerable amount of literature has been published on employing master-slave
controllers for power systems control. Most of these studies focused on applying the
master-slave controllers in the traditional power systems” AGC [24,25]. However, they have
not been appropriately addressed in the MGs LEC issue. An IO master-slave controller
known as cascade PI-PD was introduced by considering various storage devices along with
EVs [26]. Oshnoei et al. [27] applied a controller with three degrees of freedom (3DOF)
as a master controller and a FOPID as the slave controller to control the frequency of
the single-area MG. In this study, the battery is used as an energy storage system, and a
new mechanism is applied to deal with the system’s low inertia. It should be noted
that although increasing the number of handles in the controller structure increases the
designers’ discretion, increasing the number of decision variables leads to quandaries in
attaining optimal values invariably.

1.3. Contributions

In general, master-slave control configurations allow engineers to improve present
control performance by adding or modifying one of the ICLs or OCLs if possible. It also
facilitates the possibility of contemporizing control strategies in the future if necessary.

The contribution of this paper lies in introducing a new combined master-slave con-
troller for the interconnected MGs LFC solving, with EVs partnership in the secondary
stage. The controller’s gains and parameters must be optimally adjusted to deal with vari-
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ous operating conditions such as RESs intermittency, demand-side disturbances, the effects
of nonlinear factors, or possible uncertainties in the system parameters. Here, the optimal
parameters of master and slave controllers are concurrently determined by JAYA intelligent
optimization algorithm [28] for granting the interplays between controllers’ responses in
the ICL and the OCL to increase control strategy efforts. Hence, the master and slave
controllers will be in the best settlement. It is possible to optimize the slave controller
according to the master’s settings. However, the simultaneous adjustment of master and
slave controllers makes it easier to reach a better compromise. The proposed controller
consists of an 1O controller, i.e., a proportional-double-derivative with filter (PDDN) as a
master part and a simple FO integrator (I') in the ICL as a slave controller.

Although FO controllers make more freedom for controller designers, they increase
decision variables and make it more challenging to solve complex control problems such as
LFCs problem. In addition, the IO approximations of the FO control operators are generally
used during modeling, and the best approximation is always in dispute [29]. This paper
sheds new light on the master-slave controlling idea by uniting IO and FO control operators
easily and practically. In terms of problem dimensions, the proposed structure has only
one more decision variable than a conventional and popular controller such as PID. Also,
the parallel configuration of the traditional controllers has been renewed in the form of
nested control loops. This facilitates the challenge of the direct effects of control operators
on each other in parallel structures in the design of controllers.

To validate the proposed control strategy, an interconnected two-area system is simu-
lated in the MATLAB/Simulink environment. The two areas are heterogeneous, and each
area contains RESs-based units and lumped EVs. Also, nonlinear factors have been incor-
porated into the system design to bring the simulation closer to reality. The performance
of the suggested PDDN-I* master-slave controller in various working conditions such as
sudden load changes, uncertainty in system parameters, and output power of the RESs-
based units, and the impacts of nonlinear factors are compared with two other classic
controllers, i.e., PID and PIDA, and their dynamic behaviors are evaluated. The substantial
superiority of the PDDN-I* controller in the face of various disturbances and conditions
indicates the efficiency of this controller. Also, its functional and straightforward design,
along with its potency and robustness in complex working conditions, makes this controller
an attractive choice for performing the LFC task. So, the following is a summary of this
paper’s contributions:

¢ By combining integer and fractional order control operators as master and slave
controllers, a novel control approach is introduced which is PDDN-I*. The master
controller is an IO controller, and the slave is a simple FO integrator.

¢ Master and slave controllers are tuned concurrently using the JAYA optimization
method to obtain optimal control strategy performance.

¢ In a master-slave control mechanism, the impacts of electric vehicles on the LFC
process are evaluated. The quality and speed of the controllers” performance shows
the degree of reliance on EVs’ capacities to establish system stability.

e Commonly-used controllers, i.e., PID and PIDA controllers, are also tuned to compare
the proposed master-slave control framework under different operating scenarios.
The superiority of the proposed PDDN-I* controller is highlighted by performing
comparisons in different working conditions.

¢ In order to verify the feasibility of the practical implementation of the controller,
its performance on a sample system has been performed and the comparison of
experimental and simulation results has also been presented.

1.4. Paper Organization

This paper is divided into six sections, the rest of which is as follows: in Section 2,
the system under study is described. The power generation units and how EVs contribute
to the interconnected MG system are scrutinized in this section. In Section 3, first, a brief
intro to FO controllers concept and master-slave controlling is presented. Afterward,
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the proposed controller synthesis is explained. The optimization intention and the LFC
problem-solving method are discussed in Section 4. Eventually, after examining the pro-
posed controlling method in different conditions, i.e., disturbances in the demand side,
system parametric uncertainties, perturbations in RESs-based power units, and the RCP
tests in Section 5, the conclusions are reviewed in Section 6.

2. System Modeling

In this section, the modeling of the system under study is expressed. Linear models
are used in most frequency-domain studies. Here, to bring the responses closer to reality,
some nonlinear elements are also applied in the MG modeling. The validity of the models
used in this paper has been confirmed in past related studies through real-time tests [4,30].
The general scheme of the non-identical two-zone system under study is depicted in
Figure 1. diesel engine generator (DEG) has been used in both areas. Area 1 is equipped
with a wind turbine generator (WTG), and part of its power is utilized to provide hydrogen
for the fuel cell (FC). In area 2, photovoltaic (PV) cells have also been employed to generate
power. EV sets are also present in both areas. The features/capacities of available EVs
are also different. Details of the study system model are available in [3,4], though a brief
explanation is provided.

Transformator

APey AC[:E/ Lumped EVs
fe—>
DC
Bidirectional inverter N
L
. y -

APy

Loadl

Lumped EVs

_—
AD d—L Transformator | APg, Aj@
O AL

- APy

AER ~

PV Cell APy,

Bidirectional inverter

Load2

Figure 1. General scheme of the system under study.

2.1. MG Power System Model

The first-order transfer function of the MG power system in area j, considering its
components, will be the same as (1).

1

MG = M5+ Dy M
Accordingly, for frequency changes/deviations (Af), it could be written as below:
Afi = ! AP, ;i )
f] N M] s+ Dj e
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So, for net generated power AP,; in area 1 (j = 1) and area 2 (j = 2), we have:

APgl = APpgg + Ky, APwrg + (1 - Kn)APpC + APEV1 = APrq (3a)

Apgz = APpgg + APpy * APEVQ = APp» (3b)

2.2. EVs Modeling

One approach to modeling EVs in the MG LFC task is based on their state of charge
(SOCs). Accordingly, it is assumed that EVs whose SOC reaches the threshold of 90% of
their total capacity will not charge anymore in response to the LFC signal. On the other
hand, where the SOC reaches a lower bound of 80%, it will not be expedient to discharge
EVs for frequency regulation in the LFC issue. Thus, the number of EVs available for
establishing the system’s frequency stability will vary based on their SOC or deriving
patterns in varying states. The lumped model of EVs illustrated in Figure 2 is used in this
study [31].

Eirc @

Econtrot-in @ %

S
yA—
(175 bR

N, |
o
plug-out X 1/s ! I
[ Now J
Total Enerqy Model

Figure 2. Block diagram of the lumped EVs model.

In this figure, the input is the LFC signal and the output is the charge or discharge
power of an aggregation of EVs. Also, Ny is the number of initial available EVs whose
SOC is assumed 85%. According to [31], the quantity of initial charging of the augmented
equipment of EVs is considered to be 85% since the performance of EVs is transient.
Additionally, as EVs are centralized, the average maximum and minimum charge of the
vehicles that may participate in the LFC tasks are taken into account as the starting value at
the time of disruptions. The EVs’ rate of entering the controlling state and the rate of their
plug-out is indicated with Reopro1—in and Rpjyg—out, respectively.

There two primary operational constraints which have to be counted. The first con-
straint is the inverter capacity which is indicated as -y in the Figure 2. This constraint
highlights that the rate of charging/discharging has prescribed limit. The other constraint
is the EVs’ total battery capacity limitations. If Nt is the number of vehicles available
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with Cyyy, battery capacity, then the second constraint, called the EV MWh (or kWh) limit,
would be as follows [32]: ‘
Etons < Econtrol < Elont

control = control
; N, C 80
min_ Neontrot Cown 80
control — 1000 X 100 (4)
max  _ Neontrol Cewn &
control 1000 100

3. Controller Synthesis
3.1. The FO Calculus and Transfer Functions

In the frequency domain, there are three basic control actions affecting system behav-
iors: Proportional, derivative, and integral. The effects of these actions are summarized as
follows [33]:

*  Proportional action: Increasing response speed, decreasing steady-state error, and rela-
tive stability;

*  Derivative action: Increasing relative stability and sensitivity to noise;

e Integral action: Eliminating steady-state error and decreasing relative stability.

Therefore, any action, along with positive effects, may have negative consequences.
The positive impacts of the derivative action are relative speed and stability improvement,
and the adverse effects are increased sensitivity to high-frequency noises. Likewise, for the
integrator, its positive effects, eliminating the steady-state error, can be discerned by the
infinite gain at zero frequency and its adverse impacts by the introduced 77/2phase lag.
Based on this, it can be said that by generalizing the control actions in s", 1/s", n € R,
form, the best compromise can be reached between their positive and negative effects.
Finally, using FO control actions, more robust and more flexible controllers can be achieved
by coupling their features [33,34].

When it comes to FO controllers, we are talking about dealing with differential equa-
tions by fractional calculus. Simply, fractional calculus is the generalization of ordinary
calculus to a more comprehensive range. More details about calculations in the field of FO
are available in Ref. [35,36]. The implementation and simulation of transfer functions that
include s with a FO is done with the help of appropriate approximations of the IO ones.
Although the best approximation would consist of an infinite number of zeros and poles, it
is achievable to perform an approximation with a limited number of zeros and poles [35].

3.2. Master-Slave Control Strategy

As shown in Figure 3, there are two control loops in master-slave control mechanism:
inner and outer loops. In this control structure, the output of the ICL is the input of the
OCL. In the OCL, a reference signal R(s) is considered that the output of the OCL must
attain. The controller Cy (s) in the OCL is called the master controller and is responsible
for controlling the final output Y (s) quality. The master controller will be subjected to the
sudden/step load perturbation (SLP) as input signal. If U (s) is the OCL input, it could be
said that:

Y(s) = Gi(s)Ui(s) +d(s) . ®)

where Gj (s) is the outer process. ICL includes G,(s) as supply/process and Cy(s) as slave
controller. This control loop is responsible for mitigating the effects of possible internal loop
perturbations on the outer process. ICL’s output signal y(s) where U,(s) is input signal
will expressed as (6).

y(s) = Ga(s)Uz(s). (6)

The main merit of employing master-slave controllers in the LFC of the interconnected MGs
is that in addition to the area control error signal (AACE;)), they also use area frequency
deviations (Af;) as input signal. In general, these controllers will perform more reliable
against disturbances if properly designed. Because the fast dynamics of the internal
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process follow the rapid response of the inner loop controller. So the effects of the internal
aberrations on the final output will be diminished [37].

Master Slave d(s)
Controller Controller R
- o R R o R "
Inner Loop
Outer Loop

Figure 3. General scheme of the master-slave controlling.

3.3. Proposed PDDN-I" Controller

Finding a compromise between controller components” actions is the main challenge
of using the parallel structure controllers. For example, in the PID controller, which is
broadly used in different applications, this challenge manifests itself in transient states,
where a slower response is the cost of reducing the overshoot.

Master-slave controllers improve the system'’s control performance and minimize the
controllers’ components adverse interactions against each other to achieve the deisred
system level. In the proposed PDDN-I* control structure, a proportional-double-derivative
with filter works as master strategy and a simple FO integrator (I'), services as slave
controller. So, the FO and IO controller’s advantages are combined with the master-slave
mechanism, minimizing their interactions. In addition, the system response speed improves
by transferring the integral action to the ICL. The transfer functions of the proposed master
and slave controllers are given in (7) and (8), respectively.

C1(S) ZKP-FKDS(S_FZVSI\]) (7)
Cals) = < ®)

Finally, the proposed master-slave controller configuration for LFC task of MG is shown
in Figure 4. According to this figure, if the output of the master controller is Y(s) and the
frequency fluctuations of jth area are equal to AF(s), then the final output control signal for
jth control area U;(s) is described as follows:
K
—AFE; 2L
IRSCIE ©)

In (9), the ACE; is the j-th area’s control error signal which is defined as the instanta-
neous difference between a net actual and scheduled power interchange with all adjacent
interconnected MGs.

Ns
_l’_

UJ(S) = {ACE]‘(S) (Kp + KDDS(N

Master Controller

Frequency
Proportional Deviation Slave Controller
gain Af(s) Control
> Signal
- Uj(s,
Integral gain

Derivative
gain

Figure 4. The proposed master-slave controller block diagram.
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Finally, in a master-slave control structure, the total closed-loop transfer function for
system performance is defined according to the (10) [38]:

Y(s) = G1(s)Ga(s) (KP + KDS<£ZS\I)K1/SA) R(s)
14 Ga(s)K /s + Gy (s)Ga(s) (Kp +Kps (Sﬁg,)Kl/sA)

(10)
G1(s)

1
1+ Gz(S)K[/S)‘ + G (S)Gz(s) (Kp + KDS(Sﬁi\])KI/S/\)

+ d(s)

4. Problem Definition and Solving Method
4.1. Objective Function

Without proper parameters adjustment of the controller, we can not hope for its
adequate performance. The suitable functioning of a controller is deeply dependent on its
parameter adjustment according to the system under control. Defining an appropriate cost
function plays an essential role in guiding optimization algorithms toward the designer’s
goals. Establishing system stability and clearing steady-state errors in the shortest time
and with the most accuracy is the main issue in solving the LFC problem. Frequency
fluctuations due to imbalances in power generation and consumption, and consequently
out-of-plan changes in power flow between areas in interconnected systems, can cause
severe damage to various equipment in the network. Therefore, defining the appropriate
objective function and solving the problem with the suited method is necessary to achieve
optimal performance.

Among the various Objective Cost (OC) employed for LFC design in MGs, the Integral
of Time-weighted Absolute Error (ITAE) has attracted much attention. Due to the time
coefficient in its formula, this OC boosts the impacts of long-term errors. Although this OC
decreases the error value between 0 and 1 second, if used as an OC for controller design,
increases control response speed compared to other OCs that do not have time weights.
The OC for the proposed master-slove controller design is as below:

Esim
oc= /0 {wf(Af])z + wptie<APtie,j—q)2}dt (11)

where, wy and wp,, indicates amount of frequency and tie-power deviations participation
in the OC’s value. Also, APy, ;,; refers to the tie-line power fluctuations between jth and
qth control areas. Although wy and wy,;, could be units, keeping in mind that fast-response
EVs appliances are included in the MGs, fast generation-consumption equilibrium could
be reached. So in this work, the focus is kept on frequency durability. Accordingly, wy is
considered to be 1 while wy,, is 0.8.

4.2. Optimization Method

Most intelligent optimization algorithms, in addition to the usual control parameters
such as the number of population members, elite size, number of iterations, etc., include
some specific parameters. These algorithm-specific parameters earnestly affect its execution
and performance. In some cases, determining the optimal values of these parameters be-
comes a challenge to solve the optimization problem. In the PSO, for example, parameters
such as individual and collective learning rates and inertia coefficient are influential values.
In the famous genetic algorithm (GA), the parameters of mutation and crossover probabili-
ties and the parent-choosing method influence the algorithm’s performance. Furthermore,
designing and optimizing the controller to accomplish the LFC task is a challenging prob-
lem. As a result, the problem-solving algorithm should not exacerbate the difficulties of
problem-solving. The JAYA algorithm is preferable in this regard since the population
size is the only configuration parameter. This intelligent algorithm is designed in such a
way that no special parameters are required [28]. In this algorithm, if the problem to be
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optimized is a function such as f (x) and has D decision variable (j=1,2,...,D),and also
the number of problem-solving agents in the algorithm (population size) is equal to P
(k = 1,2,...,P), the jth variable for kth solving-agent in the ith iteration is calculated
as follows:

ki = Xjji T 71 (Xj,best,i - ‘Xj,k,i ) — i (Xj,worst,i = X i ) , (12)
where the worst population member worst is obtained the worst value of f(x) (i.e., f(X)worst),
while the best value of f(x) (i.e., f(x)pes) is achieved by the best solving-agent best. Also,
r1 and r; are two positive random coefficient which are smaller than 1. Considering the
proposed controller, we have X = [ Kp Kpp Ki A N } The scope of determin-
ing the parameters of the controller to solve the optimization problem is expressed as
follows, where the superscripts max and min show the upper and lower limits of the
parameters, respectively.

Ky < Kp < Ky

Kp < Kpp < K

K < Kp < K (13)

AMin < ) < \max

N™Min < N < N™max

The block diagram of the system under study and controller design process is illus-
trated in the Figure 5.

@

~| Optimal Values: Kpy, Kpps, N1, Kig, A1 U ‘ } Optimal Values: Kpy, Kppg, N2, Kiz, A2 H —

il
Minimizing the objective function using optimization algorithm>i = 7”“
/ |

i

i

i

i

n
14T;s

b ln i : APL,) /LAPLZ\ i O el ;
| M 1s i — — s 3 14T, !

Frequency Frequency |
Deviation 1 A f1 A fé Deviation 2

s Governer with GDB

|
T
y |
3 |
- |
|
i
STurbine Model with GRC'\,_Y 1 1 ' S Turbine Model with GRC S Governer with GDB |
A

f ) ! Z [

K » 2Hs +D 2Hs + D Lumped EVs Model S controller 2
FC <

1 +T S APy
APne Kae e K, K
le 1-k, |« n| o 2% AD
1+TAES - K 27T l+TPVS -
@ - ) WTG APwrs U 12 )
APuing 14+Ty6S ! s
] Tie-Line Power Change
Areal Area 2

Figure 5. Block diagram of the system under study and the controller design process.

5. Numerical Study

In this section, the proposed controller performance is compared in six different
scenarios with the PID the PIDA controllers according to Table 1. The PIDA controller, like
the PID controller, has a parallel structure, except that it also has an acceleration operator
(second derivative) in its structure [39]. The transfer function of this controller is given in
(14), while an alternative representation could be as (15).

B K; | Kygs K,s? _
Geoa(s) =Ko+ T+ o Y raere T/ (14)

K,s® + Kys? + Kps + K;
s3 + as? + Bs

The interconnected MG model is implemented in the MATLAB/Simulink environment.

The parameters of the model, given in Appendix A, are taken from references [3,4]. Usually,

higher-order integer approximations with a negative real part and a restricted frequency
range as [wy, wy], known as the Oustaloup approach, are used to represent the FO operators.

(15)

Gpipa(s) =
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The FOMCON toolbox for implementation of the FO controllers with w, = 1072 Hz and
wy, = 10% Hz has been employed in the simulations, where the approximation order is
equal to five [40].

When performing the LFC task, regulating the output power of units whose input fuel
may be adjusted is considered. Because of the aim to maximize the use of available RESs
capacity and the low levels of their power at the MG level, the focus in modifying controller
performance is typically on striking the balance of generation and consumption of power
via units with adjustable input. Furthermore, RESs are a resource with uncertain input.
So, wind and solar units do not participate in the LFC task [12]. Therefore, by regulating
the fuel consumption of DEGs, the generation-consumption balance and consequently the
system’s stability is established. The optimal parameters of the controllers considering 5%
and 3% load perturbations are obtained for areas 1 and 2, respectively. Also, in sending the
control signal from the master controller to the slave controller, a delay of 20 ms (one cycle at
a frequency of 50 Hz) is considered. For the PID and the PIDA controllers, this nonlinearity
is applied in the controller output signal. For this purpose, the JAYA optimization algorithm
introduced in Section 4 has been employed, where the population size has been equal to
30 over 100 iterations. Also, to show the supremacy of the JAYA algorithm for solving
this optimization problem, the PSO algorithm is used to find the best solution, where
its parameters are given in the Appendix B. The optimization algorithms are repeated
five times to design each controller. From the second repetition onward, the optimal
response of the previous execution of each algorithm is assigned to one of the population
members as a potential optimal solution. In this way, the exploration of the algorithms
is dramatically increased, and the chance of the algorithm being stuck in local optima
decreases. Figure 6 shows the convergence curves of the best (fifth and last) execution of
the algorithms. Also, the summary of the results of the algorithms is presented in Table 2.
According to Table 3 and Figure 6, it can be seen that for all three controllers, after five
times of stage-by-stage execution, the results of the JAYA algorithm are better than PSO.
Therefore, the continuation of studies and comparisons has been done with the optimal
values obtained from the implementation of the JAYA algorithm. The optimal parameters
of the proposed Master-slave controllers using the JAYA algorithm are presented in Table 3.

To evaluate the suggested controller efficiency, the load demand perturbations are
studied in the first case. In the latter case, perturbations in the production of renewable
energy sources are investigated. In the third case, the uncertainty in the system parameters
is studied, and in the fourth case, The effect of time delay on the performance of controllers
has been investigated as one of the important nonlinear factors. The EVs are ready to
support the control mechanism in cases I-V. It is also assumed in Case VI that no vehicle is
available to engage in the LFC at the moment of the disruption. The system conditions in
each scenario are demonstrated in Table 1. Moreover, for more detailed comparison, the in-
tegral of absolute error (IAE) and the integral of time-weighted square error (ITSE) indices,
as given in (16), (17) respectively, along with each case’s OC value, are designated in Table 4.

Esim
TAE = [(1af|+ AP )at (16)

tsim
ITSE:/ t(Af?+ AR, )t (17)
0

tie
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Table 1. Assumptions of system operating conditions in each scenario.

Evaluation Conditions

Cases
EVs Load Changes M and D Changes T [ms] APy, and APpy
Design v 4 X 20 ms X
Casel v X 20 ms X
Casell vV v X 20 ms v
Caselll v v X 20 ms v
CaselV v e v 60 ms X
CaseV Vv v v 20 ms X
Case VI X v v 40 ms v
Table 2. OC values after five-time algorithm execution.
Algorithm Index PDDN-1* PID PIDA
Best 0.008079 0.020552 0.009950
JAYA Worst 0.016775 0.039585 0.091644
Mean 0.009985 0.034585 0.015949
Best 0.009990 0.026790 0.010590
PSO Worst 0.230817 0.510817 0.329790
Mean 0.017908 0.179790 0.067908
0.20 0.50
PIDA PIDA
- — =PID - - -PDD
0.16 e PrOpOSE 0.40 e PrOpOSEA

OC value
OC value

o
o
o

o
[
o

-~ -
-~

S - o

o
I=}
s}

0 2 - 75 100
Iteration
() (b)
Figure 6. The best convergence curves in the five-time running of the optimization algorithms,
(a) JAYA, (b) PSO.

Iteration

Table 3. Optimal parameters of the controllers.

Controller Control Area Parameters
PIDN Areal K, =1.2099, K; = 0.8225, K; = 0.4883, N = 485.001
Area 2 K, = 0.1453, K; = 1.9375, K; = 0.6910, N = 457.1979
PIDA Area l K, =0.5141, K; = 0.7391, K, = 1.4663, K; = 0.9527, 0 = 1.3287, p = 1.0163
Area 2 K, =0.5307, Kz = 0.6295, K, = 0.4936, K; = 1.7120, & = 0.4976, = 1.5191
PDDN.I* Areal K, =0.3358, Kpp = 0.9672, K; = 0.5283, A = 1.0180, N = 203.6647,

Area 2 K, =1.6884, Kpp = 0.7661, K; = 0.3024, A = 1.0018, N = 56.1265
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Table 4. Performance indexes of controllers in different cases.
Indexes
Cases Controller
IAE ITSE OocC
PID 1.6882 1.0778 55.9232
Casel PIDA 0.9419 0.3030 19.9681
PDDN-T* 0.7708 0.2580 15.2861
PID 3.1361 2.5425 109.5704
Case II PIDA 5.6585 7.1840 229.5071
PDDN-T* 2.7840 2.5402 104.6916
PID 1.0202 0.1531 12.3856
Case III PIDA 0.4561 0.0205 2.3427
PDDN-T* 0.3920 0.0165 1.4971
PID 4.1843 4.7589 107.5937
Case IV PIDA 1.7884 0.5403 25.3235
PDDN-T* 1.0524 0.1792 10.4981
PID 22.9511 189.9002 1618.5702
Case V PIDA 9.5728 33.1450 579.6402
PDDN-T* 3.9377 4.5510 175.0161
PID 4.1843 422 .5592 3036.1002
Case VI PIDA 22.0120 132.9727 1731.7251
PDDN-T* 3.4430 2.4325 178.4224

5.1. Case I: Load Disturbances

In this scenario, disturbances in load demand are applied to investigate the system’s
behavior. The disturbances are assumed to be like what is depicted in Figure 7. The dynamic
response, including frequency fluctuations in areas 1 and 2 (A f; and Af,) and tie-line power
fluctuations (APj,), are displayed in Figure 8a—c. Smooth dynamic response and more
minor frequency fluctuations are achieved using the proposed PDDN-I* controller than
the other ones. The robust performance of the PDDN-I* controller makes the influences
of disturbances in one area less pronounced in the other area compared to the other two
controllers. Also, after t = 30 s with the occurrence of load changes in area 2, the PID
controller is unable to maintain system stability and massive undershoot also occurred
after this perturbation in tie-line power for systems which are controlled by PID and
PIDA controllers.

It will be difficult for aggregators to guarantee the rapid entry/exit of different
amounts of EVs into the network, because the availability of an adequate number of
controllable vehicles at any given time is a coincidence. So, despite the need for fast
system frequency recovery, EVs” high speeds enter/exit are not exacted in frequency con-
trol. The key to EVs participating in the LFC is to provide regular and cognitive signals.
Figure 8d,e show the output power of EVs (APgy) in control areas 1 and 2. The robust
performance of the proposed controller results in a stable waveform of APry. In area 2,
EVs have less participation capacity (due to the constraints assumed during the design for
the inverter output), so according to Figure 8f, fewer injected power deviations (IPDs) of
the EVs in this area using The PDDN-I* controller indicates greater reliance on controller
capabilities and less on the limited capacity of EVs. According to Table 4, with the help of
the proposed master-slave PDDN-I* controller, the IAE index is improved by about 2 and
2.5 times compared to the PID and PIDA controllers, respectively. Also, the ITSE and OC
indices are about 2.5 times and 10% lower than the PIDN and 3.2 times and 32% lower than
the FOPID controllers, respectively. For a better representation, these comparisons are also
shown in Figure 9. Therefore, the results indicate the superiority of the proposed PDDN-I*
controller over the other two controllers.
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Figure 7. Applied load disturbances in case 1 Solid: Areal, dashed: Area?2.
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Figure 8. Dynamic response of the system in case 1: (a) frequency deviations of area 1, (b) frequency
deviations of area 2, (c) tie-line power fluctuations, and (d) IPD of the EVs. (e) area 2 EVs ouput, and
(f) IPD of the EVs. Solid: Proposed controller, dashed: PID controller, and dotted PIDA.
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Figure 9. Performance indexes improvements using proposed PDDN-I* compared to two other con-
trollers.

5.2. Case II: Renewable Energy Sources Perturbations

The changing nature of weather conditions and the dependence of RESs production,
is caused uncertainties in the output power of these environmentally friendly units. The ef-
fective performance of controllers for maintaining system stability should be reduced these
concerns. In this scenario, changes in the output power of PV and WTG units are consid-
ered, as shown in Figure 10 during a 100 s time period, where 15% load disturbances is
also applied at t = 0 in area 1. Various situations of RESs output power have been applied.
In addition to the dynamic response of the system which is shown in Figure 11, the ISE and
ITSE indices along with the OC values related to this case for numerical comparisons are
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recorded in Table 4. In this case, according to the values of evaluation indicators presented
in Table 4 and their comparison which are illustrated in Figure 9, as well as changes in
Af1, Afy, and APy, shown in Figure 11, the proposed controller has achieved better efforts.
This supremacy is especially evident in the overshoots and undershoots are caused by
changes in RESs production. Also, the abnormal dynamic response of the system where
the PIDA controller is used is evident especially in Figure 11b,c. Again in this scenario,
the better performance of the proposed control strategy in each area causes the regions to
be independent in frequency regulation, and as a result, tie power changes as well as the
sum of EVs IPDs fluctuate less than the other two controllers which is clear in Figure 11cf.

0.21
=
g
>
& 01
|
0 L L L 4
0 25 50 75 100
Time (sec)
(a
0.081
=
g
$ 0.04r
o
<
0 : : :
0 25 50 75 100
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(b)

Figure 10. RESs output power deviations in case 2 (a) PV and (b) WTG.
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Figure 11. Dynamic response of the system in Case 2: (a) frequency deviations of area 1, (b) frequency
deviations of area 2, (c) tie-line power fluctuations, (d) area 1 EVs ouput, (e) area 2 EVs ouput, and
(f) IPD of the EVs. Solid: Proposed controller, dashed: PID controller, and dotted PIDA.

5.3. Case III: Parametric Uncertainties

Any model’s usefulness depends in part on the correctness and reliability of its output.
Generally, all considered models are imperfect reflections of reality, and well-defined
input data are rarely available, so all output values are subject to imprecision. One of the
potential sources of uncertainties in model output results from uncertain estimations of
different model parameter values. This case has been examined with the assumption of



Electronics 2022, 11, 3440

16 of 25

a 40% increasing in inertia (M (s)) and a concomitant decreasing of 40% in the damping
co-factor (D (p.u./ Hz)) for controllers performance evaluation in the exhibition of notable
uncertainties in the system modeling. In such a situation, the load perturbations is applied
in both areas without retuning the controllers. Step load changes as 0.03 pu and 0.07 pu
are imposed in area 1 and area 2 at ¢t = 0, respectively. The dynamic response of the
system in this situation is shown in Figure 12. The output power status of EVs in both
areas along with their total IPDs are also presented in this figure. The values of evaluation
performance indicators and the improvement percentage applying the proposed control
strategy are shown in Table 4 and Figure 9, respectively. It is observed that the proposed
PDDN-I" controller is significantly robust against the basic parameters of the system
changing. Numerically, the ITSE index has been averagely improved about 48% and 54%
compared to the FOPID and PID controllers using the proposed control mechanism. Also,
the improvements for ISE and OC indexes, are about 39% and 28% compared FOPID,
and compared to PID controller are 21% and 50%, respectively.

0.02 0.02

N 0.02

Af

-0.03
-0.02

-0.06

-0.02
0 10 20 30 0 10 20 30 0 10 20 30
Time (sec) Time (sec) Time (sec)

@ (b) ©

-0.04

EVs total IPDs [pu]

0 10 20 30 0 10 20 30 PID PIDA PDDN-
Time (sec) Time (sec)

(@ © ®

Figure 12. Dynamic response of the system and IPDs of the EVs in Case 3: (a) frequency deviations
of area 1, (b) frequency deviations of area 2, (c) tie-line power fluctuations, (d) area 1 EVs ouput,
(e) area 2 EVs ouput, and (f) IPD of the EVs. Solid: Proposed controller, dashed: PID controller,
and dotted PIDA.

5.4. Case IV: Time-Delay Effects

One of the most important nonlinear factors affecting the performance of the control
mechanisms is time delays. Undesired congestion on communication lines or blocked data
is a factor in causing time delays. In this case, the time delay in sending-receiving the
control signal between the master and slave controllers has been tripled from the amount
of 20 ms considered during the design process and assumed to be 60 ms. Also, the time
delay in the sending/receiving control signal of the other two controllers has been tripled.
Here, a 10% increase in power demand has been applied at { = 0 s in area 2 and then,
att = 25s, a 6% step load increase is imposed in area 1. Figure 13 shows the system’s
dynamic response in this situation including frequency and tie-line power oscillations.
The evaluation indices presented in Table 4 related to this scenario show that if the value of
the nonlinear time delay factor increases, the IAE index where the proposed master-slave
controller is used is 74% better than the PID controller and 41% better than the PIDA
controller. This comparison is 96% and 66% for the ITSE index, respectively. In this scenario,
the OC value used by the PID and the PIDA controllers are respectively about 10 times
and 2.5 times higher than the condition where the PDDN-I controller controls the system.
Comparisons of these indicators in this case along with other cases are shown in Figure 9.
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Figure 13. Dynamic response of the system in Case 4. (a) frequency deviations of area 1, (b) frequency
deviations of area 2, (c) tie-line power fluctuations. Solid: PDDN-I*, dotted: PIDA, and dashed:
PID controller.

5.5. Case V: Complicated Operating Condition

There is no assurance of an independent occurrence of the cases examined so far
in practical terms. The event of a bunch of different disturbances simultaneously may
challenge control systems. In this scenario, as the last test of the controllers’” performance,
we examine a combination of different disturbances. Over a period of 120s, att = 0s
there is first a 6% step-like increase in power demand in area 1 and then at t = 40 s a 12%
increase in in area 2. The status of changes in the output power of WTG and PV units is as
shown in Figure 14.

Dynamic response of the system in this case is illustrated in Figure 15. In this scenario,
the total IPD of the EVs in the area 1 using PID controller is 2.13 pu and using PIDA is
2.17 pu, while the value of this index is 1.14 pu where the PDDN-I* controller is used for
LFC of the system. Also, in area 2, the value of total IPD where the PID or PIDA is used is
more than two times bigger than when the suggested master-slave controller is applied.
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Figure 14. Applied RES’s perturbations to the system in Case V: (a) Load perturbations, (b) PV unit
fluctuations, and (c¢) WTG unit fluctuations.
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Figure 15. Dynamic response of the system in Case 5: (a) frequency deviations of area 1, (b) frequency
deviations of area 2, (c) tie-line power fluctuations. Solid: PDDN-I*, dotted: PIDA, and dashed:
PID controller.
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5.6. Case VI: Availability of EVs

According to findings of the study in the preceding scenarios, as well as
Figures 8f, 11f and 12f, it is obvious that the suggested master-slave control technique
performs well enough to rely less on the capabilities of EVs. As a result, if EVs are not
accessible at the time of the fault, the PDDN-I* controller is expected to operate better
than the conventional controllers. While taking into consideration the uncertainty in the
system’s parameters, as well as the time delay of 40 ms in the control signal, perturbations
in the area power demand and output power of RESs are considered in this scenario as
shown in Figure 16. The uncertainty in inertia (M) and damping co-factor (D) parameters
in both areas is considered, where inertia parameters M are decreased by 25% in both areas
and damping factors D are increased by 25% from the nominal value. Figure 17 depicts the
dynamic reaction of the system to this circumstance, and Table 4 displays the time-domain
system assessment indicators. Figure 9 also shows a comparison of the values of evaluation
indicators utilizing the suggested control strategy to existing control approaches to better
illustrate controller performance.
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Figure 16. Applied disturbances in (a) PV unit, (b) WTG unit, and (c) power demand, in Case 6.
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Figure 17. Dynamic response of the system in Case 6. (a) frequency deviations of area 1, (b) frequency
deviations of area 2, (c) tie-line power fluctuations. Solid: PDDN-I*, dotted: PIDA, and dashed:
PID controller.

5.7. Controller Laboratory Examination—The RCP Experiments

Implementing control strategies without detailed analysis and assurance of their
validity in different practical aspects may result in exorbitant costs. Laboratory-scale
investigations are the next step following mathematical modeling and computer simulation
analyses. Various lab-based experiments like HIL, PIL, MIL, and RCP studies must be
properly undertaken, and the suggested control method must pass them successfully.

Given the introduction of a novel control approach, a first-order closed-loop system
is employed to evaluate the suggested controller’s real-time performance. The RCP tests
were also carried out on a practical RC circuit, with the Arduino-Mega2560 control board
serving as the interface, to investigate the feasibility of employing the proposed control
strategy in practice. Simulink/MATLAB is used to implement the suggested controller
model. The optimization algorithm utilized in this study (JAYA) determines the optimal
controller coefficients for the closed-loop system, with the ITAE index standing as the
objective function. The controller model is then implemented in the MATLAB Simulink
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environment and interfaced with the plant using the Arduino control board. The plant is
built with a 10 kQ) resistor and a 330 pF electrolytic capacitor. As a result, the intended
system’s time constant is 3.3 s.

The desired circuit output (reference voltage) is set at 4 V. To guarantee that the capaci-
tor is empty at the start of the test, the reference voltage is zero for up to 20 s. Att=20s,
the reference voltage is applied as a step with a magnitude of 4. The experiment was
performed with the PI, PID, and PDDN-I* controllers. The controllers’ optimal parameters
are reported in Table 5. Also, the dynamic behavior of the closed-loop system with various
controllers resulting from the simulation in the Simulink/MATLAB environment is shown
in Figure 18. The configuration of the system studied for the RCP test is shown in Figure 19.
Figure 20 shows the circuit’s output voltage as viewed on the oscilloscope. This signal
does not have an overshoot when using the suggested PDDN-I* controller. This figure also
includes the output of the closed-loop system, where the typical controllers in the industry,
particularly PID and P, are utilized. Also, for a better comparison, the data extracted from
the RCP experiment has been plotted using MATLAB, which is shown in the Figure 20d.
The acceptable agreement of the laboratory test results with the simulation results shows
the operability of the introduced controller.

Table 5. Controller optimal parameters for RCP test on first-order system.

Parameters
Controller
PI 2 3.9 - - -
PID 5 5 0.0010 0.018 -
PDDN-I* 1.3 1.12 0.9007 0.001 0.9899

Output voltage (V)
N
T

50
Time (s)

Figure 18. Dynamic behavior of the closed-loop test system with different controllers. Solid: Proposed
controller, dashed: PID controller, and dashed&dotted: PI Controller.

S ﬂ e Proposed controller N
s s implimented in the

Arduino Mega2560 simulink/MATLAB

Real-time interface

Figure 19. System configuration for RCP test.
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Figure 20. Output voltage waveform (capacitor voltage) in closed-loop system with different
controllers. (a) PDDN-I%, (b) PI, (c) PID, and (d) All-in-one plot using extracted real-time data
in MATLAB.

6. Conclusions and Discussion

This paper introduced a novel master-slave PDDN-I* controller to frequency control of
an interconnected MG. The proposed controller consists of an IO controller (PDDN) in the
OCL as the master controller. In the ICL, there is only a simple FO integrator (I') as the slave
controller. For improving the system control efforts, its parameters are optimized using the
JAYA algorithm. Various studies, including sudden load changes in the both areas, output
deviations of the RESs-based units, and uncertainties in the system’s basic parameters,
are investigated. Studies have been performed with and without the participation of
EVs. In each case, the system’s dynamics behavior by applying the proposed controller, is
compared with the PIDN and PIDA controllers. Studies of the system behavior in different
conditions and evaluation of performance indicators as well as the quality of the Af; and
APy;, waveforms indicate the complete dominance of the proposed PDDN- I* controller
over the other two controllers. Optimal use of EVs capacities in the MG due to the high-
quality of the proposed controller in error-clearing without having to make sudden changes
in the entry/exit of different amounts of EVs in the LFC process, is the main advantage of
the proposed controller. After testing the performance of the controllers in the presence
of EVs and demonstrating the superior efficiency of the suggested controller, the system
was evaluated in the lack of EVs. Under these conditions, the PDDN- I* master-slave
controller is performed a robust performance. In the absence of EVs, the IAE, ITSE, and OC
indices are 90%, 98%, and 94% better than the PID controller, as well as 84%, 98%, and 98%
better than the PIDA controller. Also, the verification of the real-time performance of the
proposed controller has been done on a first-order closed-loop system, and the good match
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between the simulation results and the RCP test is a confirmation of the possibility of real
implementation of the controller.

In short, the simplistic and operational structure, independence and high capabilities
of the controller in error correction, meliorating various time-domain indicators, great
capabilities in the face of parametric uncertainties in the presence of nonlinear factors, are
of the proposed PDDN-I* controller’s important advantages. Thus, this control mechanism
can be useful for a realistic multi-are MG frequency control.
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Nomenclature

Abbreviations

ACE Area control error

AGC Load frequency controlss

ESS Energy storage system

EV Electric vehicle

FO Fractional order

GDB Governor dead-band

GRC Generation rate constraint

HIL Hardware in the loop

TAE Integral of absolute error

ICL Inner control loop

10 Integer order

IPD Injected power deviation

IPS Inter connected power system

ITAE Integral of time-weighted absolute error
ITSE Integral of time-weighted square error
LFC Load frequency controls

MG Microgrid

MIL Model in the loop

OoC Objective cost

OCL Outer control loop

PDDN Proportional-double-derivative with filter
PEV Plug-in electric vehicle

PI Proportional-integral

PID Proportional-integral-derivative
PIDA Proportional-integral-derivative-acceleration controller
PIL Processor in the loop

PSO Particle swarm optimization

RCP Rapid control prototyping

RES Renewable energy source

SLP Step load perturbation

SOC State of charge
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Parameters & Variables

Afj Frequency fluctuations of the j-th area
APref,j Changes in the reference power of the unit
r'(.) Euler’s gamma function

D Fractional operator

AE Quantities related to aqua electrolyzer

D Damping factor

DEG Quantities related to diesel engine generators
FC Quantities related to the fuel cell

Iter Optimization algorithm number of iterations
K Gains

k Number of iterated differentiations
Kp,K;,Kp Proportional, integral, and derivative gains
M Inertia factor

Npop PSO algorithm number of population

PV Quantities related to phtovoltaic cells

T Time constants

wy, Wy Self and global learning coefficients of the PSO Algorithm
WTG Quantities related to wind turbine Generator

Appendix A. Model Parameters

Ry =2, Ry =2, Ty =03, T} =03, Kgg = 0.002, Tog = 0.5, Tpy = 1.8, Kpy =1,
Twre = 2, Kwrg = 1, a1p = —1, By = 05627, B, = 0.5394, M; = 0.2, My = 0.2,
D; =0.012, D, = 0.012, T = 0.02, 41 = 0.025, uy = 0.016.

Appendix B. PSO Algorithm Parameters
wy = 1.8, wp =2, Npop = 20, Iter = 100.
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