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Abstract: A new technique for fiber faults events detection and monitoring in optical communication
network systems is proposed. The fiber performance monitoring tool is a new proposed technique
designed to detect, locate, and estimate the fiber faults without interrupting the data flow with
efficient costs and to improve the availability and reliability of optical networks as it detects fiber
faults remotely in real time. Instead of the traditional old method, the new proposed FPMT uses
an optical time domain reflectometer to detect multiple types of fiber failures, e.g., fiber breaks,
fiber end face contamination, fiber end face burning, large insertion losses on the connector and
interconnection, or mismatches between two different types of fiber cables. The proposed technique
methodology to detect the fiber failures depends on analyzing the feedback of the reflected signal
and the pattern shape of the reflected signal over network fiber lines, supports a higher range of
distance testing and performance monitoring, and can be performed inside an optical network in real
time and remotely by integrating with an OSC board. The proposed technique detects fiber faults
with an average accuracy of measurement up to 99.8%, the maximum distance to detect fiber line
faults is up to 150 km, and it can improve the system power budget with a minimal insertion loss of
0.4 dB. The superiority of the suggested technique over real networks was verified with success by
the Huawei labs’ infrastructure nodes in the simulation experiment results.

Keywords: real time remote fiber faults; dense wavelength-division multiplexing; optical time
domain reflectometer; optical performance monitoring; optical fiber

1. Introduction

Data transmission lines via optical fiber cables are considered one of the most impor-
tant methods used at the present time as they support the transmission of a large amount
of data rates up to many terabytes per second over a long distance [1,2]. For this reason,
it is necessary to find an easy and fast way to monitor performance and identify errors
that occur in fiber cables without service interruption. In the dense wavelength division
multiplexing system (DWDM), there are many fiber problems which effect the normal
operation of the network (e.g., fiber breaks, fiber burning, curling, large bending, high
attenuation, bit errors, dispersion, four wave mixing, absorption, splice attenuation, op-
tical abnormality, fiber end face burning, etc.) [3,4]. In terms of the optical performance
monitoring, the current solutions used to monitor and detect fiber line faults include the
use of an optical time domain reflectometer (OTDR) [5,6]. This traditional OTDR method
interrupts data traffic flow during the detection period and extends the time it takes for the
network system to be restored and it is not financially viable due to the high maintenance
and the operation expenses of an OTDR; including them in the system will significantly
boost the system’s cost [7,8]. The traditional method depends on offline detection mecha-
nisms and an expert team is required on-site [9]. So, there is a great need for a fast online
solution to check and monitor the fiber line faults remotely without interrupting the traffic
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flow with efficient costs to allow the optical transmission network to be optimized and to
reduce downtime [6–12]. In this paper, a new proposed technique for online remote fiber
line performance is presented. The proposed technique is named as a fiber performance
monitoring tool (FPMT). It is designed to remotely detect, locate, and estimate fiber line
impairments with efficient costs, without interrupting data flow and with no need for an
expert team on-site. The proposed technique was applied, and it detected multiple types of
fiber faults such as fiber breaks, fiber end face contamination, fiber end face burning, and
large insertion losses on the connector and the reflection peak due to interconnection or
mismatches between two different types of fiber cables.

1.1. Related Research and Literature Review

Returning to previous research, we found that the process of fiber line performance
monitoring (FLPM) (optical performance monitoring (OPM)) can be divided into two
categories: offline performance monitoring and real time performance monitoring (RTPM)
(online performance monitoring).

Vivak et al. [11] presented an algorithm that uses the total loss measured by OTDR
to predict the actual position of the defect instead of measurement of the pulse fraction of
a probe made of silica fiber that is scattered back by Rayleigh scattering. Due to the very
low levels of backscatter in a single mode fiber (SMF) at long wavelengths, very sensitive
optical detection is required to obtain an adequate performance.

The traditional method, OTDR, is the most common method used in the optical
network and for the localization of the OTDR failure in the optical network and is performed
manually which requires more effort and time [12,13].

A. Bakar et al. [8] explained a new online technique called the fiber break monitoring
system (FBMS) which was built to detect fiber cuts (break) online and fast with low costs
and an acceptable location measurement accuracy.

In the studies in [14–17], the authors proposed a real time fault detection by monitoring
the main signal parameters as optical signal-to-noise ratio (OSNR), chromatic dispersion
(CD), mode coupling (MC), polarization mode dispersion (PMD), modulation formats (MF),
and forward error correction (FEC) codes, then predicting the failures by any changes in
measurements of the signal parameter values.

M. Amirabadi et al. [18] also proposed online performance monitoring by monitoring
the physical layers in optical networks to analyze the data and the status of the layers, then
provide the feedback to the controller to predict the failures.

The real time performance monitoring based on Fourier transform spectrum analysis
(FTSA) was studied in [19]. This technique was designed for OSNR online monitoring.

Against that background, the framework suggested by the authors is based on a new
technique for real time performance monitoring that detects, locates, and estimates all
hard failures (HF) (fiber breaks, fiber end face contamination, fiber end face burning, large
insertion loss on the connector, etc.) through the optical network.

The other studies used real time performance monitoring based on soft failure (SF)
measurements (OSNR, MC, CD and etc.) to predict failures and alarms. Other studies used
real time performance monitoring based on hard failure (HF) measurements such as fiber
breaks only [8,20].

1.2. Aim of the Paper

In this paper, a new proposed technique for online remote fiber line performance
monitoring is presented to overcome the drawbacks of the traditional OTDR method and
the limitations of new real-time technologies. The implemented technique methodology
detects the fiber faults over fiber lines remotely and in real time based on an analysis of
the feedback of the reflected signals and the shape (pattern) of the reflected signal for each
fault. The reflected signals have specific criteria, and are selected by implementing the
FPMT technique before transmission, and are called reflected test signals.
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The proposed technique can be applied to detect, locate, and estimate all optical hard
failures (HF) (fiber breaks, fiber end face contamination, fiber end face burning, large
insertion loss on the connector, the reflection peak due to interconnection or mismatch
between two different types of fiber cables, etc.) through a passive optical network (PON)
and a single mode fiber (SMF). The proposed technique is defined by low costs, detects
online and remotely without interrupting the data traffic flow, improves the system power
budget with a low insertion loss, detects the fiber line over a long distance, detects fiber
fault localization with a high accuracy of measurement, and detects multiple types of HF
fiber faults.

1.3. Paper Organization

The remainder of this paper is structured in the following manner. In Section 2,
the characteristics and parameters of the optical network system in which the FPMT
technology applied are introduced. In Section 3, the working principle and signal flow
over the proposed FPMT technique and the parameters of the proposed technique and the
test signal generated are presented. Section 4 is dedicated to an illustration of the ways of
transmitting a test signal on a fiber line and the parameters that affect it at the maximum
distance of the test signal transmitted by using the OSC board to detect fiber line failures.
The final results and discussion of several evaluation techniques are applied in Section 5.
Finally, the final recommendations and remarks are provided in Section 6.

2. FPMT Technique

To apply the FPMT for monitoring and analyzing the fiber path and collecting the
information by using ultra-high speed data transmission optical system, a DWDM system
is implemented with high-capacity wavelength division multiplexed transmission (WDM)
technologies [1,2]. Figure 1 shows the ultra-high speed data transmission optical system
structure with the implementation of an 80-channel DWDM system able to transmit and
receive up to terabytes per second over single mode optical fiber pair cables.
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Figure 1. The ultra-high speed data transmission optical system structure by implementing an
80-channel DWDM system.

The implemented DWDM system consists of several main constituents. The optical
transponder unit (OTU) is used to receive the customer data and convert these data to
the DWDM frequency band (C-band) standardized by international telecommunication
union (ITU) and sends them to the unit of multiplexer units (MU). There are two types of
MUs used: the even and odd ones. Each multiplexer can send and receive up to 40 colored
channels, so we have 80-channels (40 even and 40 odd). The M40 is an example of the
multiplexer unit. D40 performs the inverse process by receiving the direction through
de-multiplexing the 40-channels and sends them separately to the OUTs. The interleaver
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board (ITL) is used to multiplex/combine the even and odd frequency channels in the
transmit side path and de-multiplex/distribute them in the receiving side. The electrical
variable optical attenuator (EVOA) is used to control the input power before reaching the
optical amplifier by adding an attenuation value based on the current situation and the
application scenario and its remote network management system (NMS) are controlled.
The optical amplifier (OA) is used to boost the signal power and allow it to travel over
a long distance. The Raman amplifier or erbium-doped fiber (EDFA) amplifier can be
used. The dispersion compensation module (DCM) is used to compensate the dispersion
of the signal to enhance the system quality and performance. The optical supervisory
channel board (OSC) is used to add/terminate the management signals, especially the
optical overhead bytes and information such as the optical channel (OCh), optical multiplex
section (OMS), and optical transmission section (OTS) overheads. The OSC board works
outside the C band and the OSC signals cannot be amplified; instead, it sends and receives
using sufficient power and a receiver sensitivity of 1491 nm and 1510 nm. The fiber interface
board (FIU) is used to combine/multiplex the traffic signal and OSC signal and couple them
in a single line fiber and de-multiplex them when received into two paths. It is suggested
that the FPMT is connected for monitoring and analyzing the fiber path and collecting the
information through a DWDM system shown in Figure 2.
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Figure 2. FPMT detection area over the implemented DWDM system.

The specifications for the implemented DWDM system for monitoring and analyzing
the fiber line are illustrated in Table 1.

Table 1. The specifications of the implemented DWDM system.

Parameter Specification

Cabinet name OSN
Model 9800

Type of Subrack universal platform
Number of wavelengths up to 80 channels

Data rate up to 100 Gbps/channel
Attenuator VOA adjust power remotely

Optical amplifier OBU in TX–OAU in Rx
OSC board ST1
Multiplexer 2 × M40

De-multiplexer 2 × D40
Transponder LDX

Dispersion module DCF
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3. Working Principle of the FPMT Technique

The FPMT detection circuit is implemented to generate the test signal and transmit
it with the traffic signal flow to detect any fiber faults through the fiber line online and
remotely. The FPMT circuit as shown in Figure 3 consists of several main constituents.
The random sequence bit generator (RSG) generates a predefined digital stream. The laser
diode (LD) receives a digital stream from RSG and transmits the FPMT test signals through
the same fiber line by using another frequency band to avoid any interference with the
traffic signal transmitting on the C band. The hybrid filter (HF) distinguishes between
the transmit and receive path signals that filter the receiving reflected signal. The photo
detector (PD) receives the filtered reflected signals and converts them to digital streams
then to the digital signal processing module to analyze.
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We can monitor and analyze signal feedback based on the power level, receiving time,
bit error, shape of the reflected signal, and all other signal parameters used in the detection,
and then we can define the fiber line status and characteristics.

The implemented FPMT technique parameters for monitoring and analyzing the fiber
line are illustrated in Table 2.

Table 2. The parameters of implemented FPMT technique.

Parameter Value

Transmit power −3 to −5 dBm
Receiver sensitivity −43 dBm

Insertion loss −0.4 dB
Time slot 32 Time slot/frame

Capacity of time slot 8 bit
Stream of bit 2 Mbps

Figure 4 clarifies the steps of the working principle and signal flow over the proposed
FPMT technique that can be summarized as follows: the DWDM system starts by sending
the traffic that is coming from the customer side (voice, video, data) over the C-band
wavelength (1525–1565 nm). The traffic will mix/multiplex with the test signal generated by
the FPMT system that is integrated with the OSC board and with the control/management
signal generated by the OSC board too. All these signals are on a different wavelength
range to avoid interference (the OSC signal wavelength is at 1510 nm), then are transmitted
over the line fiber and received on the other side. Any reflected signals caused by fiber cuts,
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fiber burns, fiber contamination, etc., are reflected back to the transmitter side and filtered
from the traffic signal by the FPMT technique and then analyzed to confirm the root cause.
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4. The Method to Transmit Test Signals

The test signals produced by implementing the FPMT technique can be transmitted
over the OSC signal in the optical DWDM network in three ways as follows.

The first way involves carrying the FPMT signal at a different wavelength range from
the OSC frame to ensure that there is no interference with the traffic signal wavelength
ranges of the C band from 1525 nm to 1565 nm and the OSC signal wavelength ranges of
1510 nm or 1490 nm. Then the FPMT signal is integrated with the OSC signal and the traffic
signal over the same line fiber.

The second way involves transmitting the FPMT signal at the same wavelength range
of OSC signal as 1490 nm or 1510 nm inside specific time slots in the OSC frame that is idle
and does not carry any data. This method will save the wavelength range and also utilize
the frequency usage.

The third way involves sending the test signals at any idle time slots of the OSC frame
and uses a different wavelength range of the OSC frame and wavelength ranges of C band to
avoid interference with control and traffic signals. This method can be considered a mixture
between the first method and second method and is safer for any type of interference. In
this research, we used the first way to obtain the fast and simple detection of the fiber line
and the test signal wavelength at 1480 nm was used to avoid any interference during the
applied FPMT-implemented circuit.
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4.1. The OSC Board before and after Integrating the Implemented FPMT Technique Detection Circuit

The OSC board block diagram before integrating the FPMT detection circuit to the
design is shown in Figure 5.
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The OSC frame is a 32-time slot in 125 microseconds with a 2 Mbps rate and the
wavelength window 1490 nm and 1510 nm is used [21–23]. The small form factor pluggable
(SFP) is the optical module used to convert the optical signals into the electrical signals
and vice versa. The TM and RM are the transmit management signal ports and receive
management signal ports, respectively [21,23].

The OSC board is an active element that has no insertion loss but when the optical su-
pervisory channel (OSC) is used the extra power of the fiber line units, which is considered
to be 1 dB (the insertion loss of the fiber interface boards (FIUs), at the two ends) should be
considered in the budget [22].

To achieve the transmission of the test signal generated from the FPMT technique over
the OSC signal on the same fiber line in the optical DWDM network, the implemented
FPMT detection circuit should be integrated with the OSC board, as shown in Figure 6.
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The OSC board specifications and parameters are shown in Table 3.

Table 3. The specifications and parameters of OSC board.

Parameter Specification/Value

Cabinet OSN 9800
OSC board ST 1
OSC frame 32 Time Slot
Wavelength 1490 nm or 1510 nm

Insertion loss −1.00 dB
Receiver sensitivity up to −48 dBm [21,22]

Maximum transmit power −7 dBm [21,22]
Maximum attenuation loss −34 dB derived in Section 4.2

4.2. Maximum Distance of the Test Signals Transmitted by the OSC Board

The multiple real optical transmission networks were tested and these networks were
monitored based on the performance results and the parameter design at Net-Star WDM
for Huawei and APT for Nokia.

We derived the equation with the mentioned loss types and parameters that affect an
optical signal crossing the network and the maximum distance to transmit the signal.

PRx = PTx + αFL (1)

αFL = αMax + EFMMax + αB (2)

where PRx represents the minimum received power sensitivity, PTx represents the transmit-
ted power, αFL represents the attenuation at the fiber line, αMax represents the maximum
attenuation-based distance, EFMMax represents the maximum effective system fade margin,
and αB represents the other basic attenuations over the fiber line.

The maximum effective system fade margin can be considered as −4 dB and the
maximum other basic attenuation over the fiber line as (bending, scattering, nonlinear
effects, others) can be considered as −3 dB.

The maximum transmitted output power from the OSC board is −7 dBm and the
minimum received power sensitivity at the OSC board is −48 dBm [21,22].

In this case we used the OSC board, and the results were as follows:
When substituted into Equation (1), the attenuation at the fiber line was −41 dB.
When substituted into Equation (2) the maximum attenuation loss-based distance was

−34 dB.
αMax = DMax × αp (3)

where DMax represents the maximum distance to transmit signals and αp represents the
fiber line attenuation coefficient.

The test signal over fiber lines was carried by a single mode fiber (SMF), G.652 or
G.655, as explained in Section 5.

The better wavelength performance during transmission at SMF G.652 or G.655 was
1550 nm, which gave the best attenuation coefficient at approximately −0.22 dB per kilome-
ter [24,25].

The maximum distance to transmit a test signal was obtained by using the OSC board
exposed to extra attenuation from the FPMT technique insertion loss and the FIU insertion
loss. Both were connected to the OSC board. Equation (4) shows all these attenuation
losses.

αMax = (DMax × αp) + αFIU + αFPMT (4)

where αFIU represents the FIU insertion loss at about −1 dB [22] and αFPMT represents the
FPMT technique insertion loss at about −0.4 dB.
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In this case we used the OSC board to transmit a test signal, substituted it into
Equation (4), and the result was as follows: the maximum distance to transmit a test signal
by using the OSC board for detecting fiber line failures was approximately 150 km.

From Equations (1)–(3), there were three important parameters that affected the max-
imum distance of the test signal transmitted by using the OSC board to detect fiber line
failures including the OSC board receiver sensitivity (minimum receive power), the OSC
board maximum transmit power, and the fiber attenuation coefficient.

Figure 7 shows the maximum distance to transmit the signal between two nodes and
the signal flows over the fiber line.
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5. Results and Discussion

The practical results collected by Huawei network cloud engine (NCE) server at the
optical transmission equipment were according to the reflected test signals analyzed [26,27].
The system was implemented through remote access Huawei labs infrastructure nodes. The
specification parameters of the test signals generated by the FPMT are shown in Table 4.

Table 4. The specifications of the test signals.

Parameter Specification

Applied by DWDM system
Generate by FPMT

Transmitted by OSC board
Shape Random Binary Bits

Pulse width 20,000 Nanoseconds
Signal rate 2 Mbps

Wavelength 1480 nm
Fiber attenuation per Km 0.22 to 0.35 dB

Fiber standard type G.652 or G.655
Maximum detected distance 150 Km

The specifications of the implemented system for monitoring and analyzing the fiber
line and collecting the information are shown in Tables 1 and 5.
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Table 5. The specifications of the implemented system for monitoring and analyzing the fiber line
and collecting the practical results.

Parameter Specification

Applied by Huawei Lab
Monitoring and analyzing fiber line data

collection by NCE server’s Huawei

Standard types of optical fiber used SMF G.652 or SMF G.655
Wavelength used at (G.652 or G.655) 1550 nm
Fiber attenuation coefficient per Km Approx. 0.22 dB

Actual fiber fault types created on the applied
DWDM system

(a) Fiber break
(b) Fiber end face contamination
(c) Fiber end face burning
(d) Large insertion loss on the connector
(e) Interconnection between two type fiber

cable G.652 and G.653

The system used the standard types of optical fibers specified by ITU [24,25]. The
practical results were applied to SMF whose fiber cable types were G.652 or G.655 with
specific specifications, as shown in Table 6.

Table 6. The specifications of single mode fiber standard types specified by ITU.

Type G.652 G.655

Definition
Standard SMF

Zero dispersion point is about
1310 nm [28]

Non-zero dispersion shifted
fiber [28].

Zero dispersion point is shifted
away from 1510 nm

Wavelength 1310 nm–1550 nm 1310 nm–1550 nm

Maximum attenuation
coefficient

Attenuation of 1310 nm ranges
from 0.3 to 0.4 dB/Km and the
attenuation of 1550 nm ranges

from 0.17 to 0.25 dB/Km

The attenuation of 1550 nm
ranges from 0.19 to 0.35 dB/Km

Application Used in SDH and DWDM Used in SDH and DWDM

5.1. Practical Results

The practical results detected five types of HF. These failures were already created on
the applied system to check the possibility of the test signals detecting fiber line faults. The
practical results after the proposed FPMT technique was applied were as follows.

(a1) Fiber breaks: It was already known that there was a fiber break created on the real
applied system at a distance 5.2 km and a review of the practical results using the FPMT
technique are shown in Figure 8. The reflection peak was about 5.22 km and the reflection
value was −5 dB which indicated a specific pattern expressing the fiber break failure. The
test was performed on the standard type of SMF-G.652.

(a2) Another case of a fiber break: It was already known that there was a fiber break
created on a real applied system at a distance of 9 Km and the practical results using
the FPMT technique are shown in Figure 9. The reflection peak was about 9 km and the
reflection value as −20 dB which indicated a specific pattern expressing the fiber break
failure. The test was performed on the standard type of G.655.
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Figure 9. Fiber break event (standard SMF G.655 at 1550 nm was used and FPMT test signal was
transmitted by the OSC board).

(b) Fiber end face contamination: It was already known that there was a fiber end face
contamination created on a real applied system at a distance of 2 Km and the practical
results using the FPMT technique are shown in Figure 10. The reflection peak was about
0.2 km and the reflection value was −7 dB which indicated a specific pattern expressing
the fiber end face contamination failure. The test was performed on the standard type of
SMF-G.652.
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Figure 10. Event is Fiber end face contamination (standard SMF G.652 at 1550 nm was used and
FPMT test signal was transmitted by the OSC board).

(c) Fiber end face burning: It was already known that there was a fiber end face
burning created on a real applied system at a distance of 0.5 Km and the practical results
using the FPMT technique are shown in Figure 11. The reflection peak was about 0.45 km
and the reflection value was −14 dB which indicated a specific pattern expressing the fiber
end face burning failure. The test was performed on the standard type of SMF-G.655.
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(d) Large insertion loss on the connector: It was already known that there was a large
insertion loss on the connector created on a real applied system at a distance of 1.2 Km and
the practical results using the FPMT technique are shown in Figure 12. The reflection peak
was about 1.2 km and the reflection value was −3 dB which indicated a specific pattern
expressing the large insertion loss on the connector failure. The test was performed on the
standard type of SMF-G.652.
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Figure 12. Event is fiber large insertion loss on the connector the (standard SMF G.652 at 1550 nm
was used and FPMT test signal was transmitted by the OSC board).

(e) Interconnection (mismatch) between fiber cables: It was already known that there
was a fiber cable mismatch created on a real applied system at a distance of 0.24 Km and
the practical results using the FPMT technique are shown in Figure 13. The reflection
peak was about 0.24 km and the reflection value was −2.4 dB which indicated a specific
pattern expressing the interconnection (mismatch) between fiber cables failure. The test
was performed on the standard type of SMF-G.652 and SMF-G.653.
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Figure 13. The fiber interconnection event between fiber cables G652 and G653 and the FPMT test
signals transmitted by the OSC board.

5.2. Failurs Detection

According to the practical results and feedback analysis of the reflected test signals,
we found that the applied FPMT detected (real-time and remote) fiber failures over the
fiber lines based on the pattern of the reflected test signal for each fault. The authors found
a specific failure pattern for each event by repeating the experiment and re-collecting the
practical results. Hence, it was noticed that each failure during fiber line detection had a
certain pattern. Figure 14 depicts all these patterns of the reflected test signal that were
observed during fiber line detection.

Electronics 2022, 11, x FOR PEER REVIEW 15 of 20 
 

 

 

Test signal transmitted by OSC board 
SMF Standard type is SMF-G.652 and SMF-G.653 
Wavelength used 1550 nm 

Failure detected by FPMT Interconnection between fiber cables with a specific pattern 
drawn 

FPMT fault location dis-
tance 

Approx. 0.24 Km  

Reflection value Approx. −2.4 dB 

 
Figure 13. The fiber interconnection event between fiber cables G652 and G653 and the FPMT test 
signals transmitted by the OSC board. 

5.2. Failurs Detection 
According to the practical results and feedback analysis of the reflected test signals, 

we found that the applied FPMT detected (real-time and remote) fiber failures over the 
fiber lines based on the pattern of the reflected test signal for each fault. The authors found 
a specific failure pattern for each event by repeating the experiment and re-collecting the 
practical results. Hence, it was noticed that each failure during fiber line detection had a 
certain pattern. Figure 14 depicts all these patterns of the reflected test signal that were 
observed during fiber line detection. 

 
Figure 14. Pattern of the reflected test signals during fiber line detection. 

  

Figure 14. Pattern of the reflected test signals during fiber line detection.



Electronics 2022, 11, 3627 15 of 18

5.3. Fault Location and Tolerance

The difference in the fault localization measured between the FPMT results compared
to the actual faulty localization was as follows: the tolerance at (event a1) was around
0.02 km which was the difference between both the practical measurement of proposed
FPMT and actual fault locations were 5.22 km and 5.20 km, respectively. The tolerance at
(event d) was around 0.01 km which was the difference between both practical measurement
of proposed FPMT and the actual fault locations were 1.21 km and 1.21 km, respectively.

The difference obtained in FPMT measurements and the actual results had a very
small tolerance at events (a1, d) and had no tolerance for other events. Figure 15 depicts
the distance of faults measured with the FPMT technique and the actual distance created
on the system at different fiber events.
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Figure 15. Real fault locations and fault locations detected by FPMT.

Deviation of distance fiber fault (km) = distance measured by FPMT technique—the
fault location created on system.

According to the practical results shown in Figure 16, the deviation to the real fiber
fault location using the FPMT technique was 10 to 20 m.
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5.4. Measurement Accuracy

The faults were localized by using the proposed FPMT technique with full accuracy of
the event (a2, b, c, e) up to 100% and with a high accuracy of the event (a1, d) between 99.6
and 99.2, respectively.

The measurement accuracy for each event is depicted in Figure 17 with an average
measurement accuracy of up to 99.8%.
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5.5. Technique Comparison

There are two methods to detect fiber line faults: the traditional method of OTDR or
the undeveloped online techniques briefly discussed in Section 1.1.

The practical results showed the flexibility and easiness of the FPMT technique to
detect failures remotely and in real time without interrupting the traffic flow. Therefore,
the FPMT technique is comparatively better than the OTDR method in terms of detecting
fiber failures remotely and in real time in a way that minimizes network downtime and
restores the system rapidly, unlike the costly OTDR technique which is manually operated
to detect fiber failures which leads to more effort and time.

Table 7 shows the proposed FPMT technique compared to the traditional OTDR
technique.

Table 7. Comparison between proposed FPMT technique and traditional OTDR technique.

FPMT Technique OTDR Technique

Data traffic flow Not interrupting data flow Interrupting data flow
Reliable detection Online Offline

Fiber failure access speed Remotely Manually
Operation and maintenance

expenses Low cost High cost, requires more time
and effort

The practical results also showed that the proposed FPMT techniques were distin-
guished from the online FBMS technique at the following measurements: both FPMT and
FBMS at the system had power budget insertion losses of 0.4 dB and 1.7 dB, respectively,
accuracies of fault localization measurement were 99.8% and 69.85%, respectively, tolerance
deviations of 0.02 km and 0.285 km, respectively, and maximum distances to detect fiber
line faults of 150 km and 4.49 km, respectively.

Table 8 shows the proposed FPMT technique compared to the FBMS online technique.
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Table 8. Comparison between the proposed FPMT technique and the FBMS online technique.

Type FPMT Technique FBMS Technique

Max. distance can be detected 150 Km 4.49 Km
Average of fiber fault location

measurement accuracy (%) 99.8% 96.85%

Deviation ±0.02 Km ±0.285 Km
Insertion loss 0.4 dB 1.7 dB

Types of fiber failure detected 5 different types fiber break only

6. Conclusions

This paper reviewed the new technique for monitoring fiber performance. The authors
proposed and evaluated a new FPMT technique that was designed to detect, locate, and
estimate optical hard failures through the passive optical network and single mode fibers.
This technique worked in real time remotely without interrupting the traffic flow and
with low effort and costs. The proposed FPMT technique featured an improved system
power budget with a minimal insertion loss of 0.4 dB, detected fiber faults with an average
accuracy of fault localization measurement up to 99.8% with a small deviation of 10–20 m,
and a maximum distance to detect fiber line faults of up to 150 km. FPMT detected
multiple types of fiber faults such as fiber breaks, fiber end face contamination, fiber end
face burning, and large insertion losses on the connector and interconnection between
two different fiber cables. The proposed technique demonstrated a better performance
in the following parameters: improving the system power budget with a low insertion
loss, supporting a higher range of distance testing and performance monitoring, a high
measurement accuracy, a small deviation value, and a multiple types of fiber faults detected.

Future Work

In future work, the FPMT technique should be reapplied to detect all optical network
failure patterns. A new alter-native board at the DWDM system could be integrated with
the FPMT technique to support a higher range of distance testing. The concept of this
method in future research could be used with the machine learning algorithm to predict
failure pattern shapes without the need for quantitative parameters.

Author Contributions: Conceptualization, methodology, A.A.I. and M.M.F.; investigation, resources,
data analysis, A.A.I.; data curation, A.A.H.; writing—original draft preparation, A.A.I. and M.M.F.;
results tabulate and graphic presentation, M.M.F., A.A.I. and A.A.H.; writing—review and editing,
A.A.I. and A.A.H.; visualization, A.A.I.; supervision, M.M.F. and A.A.H.; All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The study did not report any data.

Acknowledgments: The authors are grateful to Mohamed Saed at the Huawei Egypt research
department for providing technical support for this work.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Yu, J.; Zhou, X. Ultra-High-Capacity DWDM transmission system for 100G and beyond. IEEE Commun. Mag. 2010, 48, S56–S64.

[CrossRef]
2. Sano, A.; Kobayashi, T.; Yoshida, E.; Miyamoto, Y. Ultra-High Capacity Optical Transmission Technologies for 100 Tbit/s Optical

Transport Networks. IEICE Trans. Commun. 2011, E94-B, 400–408. [CrossRef]
3. Keiser, G. Fiber Optic Communications. In Chapter Optical Signal Attenuation and Dispersion; Springer: Singapore; pp. 93–145.

[CrossRef]

http://doi.org/10.1109/MCOM.2010.5434379
http://doi.org/10.1587/transcom.E94.B.400
http://doi.org/10.1007/978-981-33-4665-9


Electronics 2022, 11, 3627 18 of 18

4. Ahmed, M. Effect of fiber attenuation and dispersion on the transmission distance of 40-Gb/s optical fiber communication
systems using high-speed lasers. Phys. Wave Phenom. 2014, 22, 266–272. [CrossRef]

5. Abdelli, K.; Cho, J.Y.; Azendorf, F.; Griesser, H.; Tropschug, C.; Pachnicke, S. Machine-learning-based anomaly detection in optical
fiber monitoring. J. Opt. Commun. Netw. 2022, 14, 365–375. [CrossRef]

6. Champavère, A. New OTDR Measurement and Monitoring Techniques. In Proceedings of the Optical Fiber Communication
Conference, Online, 13 March 2014.

7. Schmuck, H.; Hehmann, J.; Straub, M.; Pfeiffer, T. Embedded OTDR techniques for cost-efficient fibre monitoring in optical access
networks. In Proceedings of the 2006 European Conference on Optical Communications, Cannes, France, 24–28 September 2006;
pp. 1–2. [CrossRef]

8. Bakar, A.A.A.; Jamaludin, M.Z.; Abdullah, F.; Yaacob, M.H.; Mahdi, M.A.; Abdullah, M.K. A New Technique of Real-Time
Monitoring of Fiber Optic Cable Networks Transmissio. Opt. Lasers Eng. 2007, 45, 126–130. [CrossRef]

9. Chen, H.; Leblanc, M.; Plomteux, O. Live-Fiber OTDR Testing Traffic and Measurement Impairments; EXFO Electro-Optical Engineer-
ing Inc.: Quebec City, QC, Canada, 2003; pp. 1–7.

10. Abdelli, K.; Grießer, H.; Ehrle, P.; Tropschug, C.; Pachnicke, S. Reflective fiber fault detection and characterization using long
short-term memory. J. Opt. Commun. Netw. 2021, 13, E32–E41. [CrossRef]

11. Kumar, V.; Rajouria, D. Fault Detection Technique by using OTDR: Limitations and drawbacks on practical approach of
measurement. Int. J. Emerg. Technol. Adv. Eng. 2012, 2, 283–287.

12. Usman, A.; Zulkifli, N.; Salim, M.R.; Khairi, K. Fault monitoring in passive optical network through the integration of machine
learning and fiber sensors. Int. J. Commun. Syst. 2022, 35. [CrossRef]

13. Premadi, A.; Ng, B.; Ab-Rahman, M.S.; Jumari, K. Real Time Optical Network Monitoring and Surveillance System. In Proceedings
of the International Conference on Computer Technology and Development, Kota Kinabalu, Malaysia, 13–15 November 2009;
pp. 311–314. [CrossRef]

14. Saif, W.S.; Ragheb, A.M.; Esmail, M.A.; Marey, M.; Alshebeili, S.A. Optical Performance Monitoring in Mode Division Multiplexed
Optical Networks. J. Light. Technol. 2021, 39, 491–504. [CrossRef]

15. Anderson, T.B.; Kowalczyk, A.; Clarke, K.; Dods, S.D.; Hewitt, D.; Li, J. Multi Impairment Monitoring for Optical Networks.
J. Light. Technol. 2009, 27, 3729–3736. [CrossRef]

16. Wang, D.; Jiang, H.; Liang, G.; Zhan, Q.; Mo, Y.; Sui, Q.; Li, Z. Optical Performance Monitoring of Multiple Parameters in Future
Optical Networks. J. Light. Technol. 2021, 39, 3792–3800. [CrossRef]

17. Zhu, X.; Liu, B.; Zhu, X.; Ren, J.; Ullah, R.; Mao, Y.; Wu, X.; Chen, S.; Li, M.; Bai, Y. Optical performance monitoring via domain
adversarial adaptation in few-mode fiber. Opt. Commun. 2022, 510, 127933. [CrossRef]

18. Amirabadi, M.A.; Nezamalhosseini, S.A.; Kahaei, M.H. Meta-Ensemble Learning for OPM in FMF Systems. Appl. Opt. 2022, 61,
6249–6256. [CrossRef] [PubMed]

19. Huang, Z.; Tian, Y.; Liu, Y.; Luo, H.; Long, X.; Yu, C. Optical performance monitoring using SOI-based spectral analysis. Opt.
Express 2022, 30, 6397–6412. [CrossRef]

20. Jiang, W.; Sui, J.; Ren, P. Virtual instrument based online monitoring, real-time detecting and automatic diagnosis management
system for multi-fiber lines. In Proceedings of the 3rd International Conference on Advanced Computer Control, Seoul, Korea,
27–29 September 2011; pp. 169–173. [CrossRef]

21. Li, X.; Zhang, Y.; Zhou, L.; Yuan, X.; Hou, L.; Zhang, M. The data processing of optical supervisory channel in DWDM system. In
Proceedings of the 2010 International Conference on Advanced Intelligence and Awarenss Internet (AIAI 2010), Beijing, China,
23–25 October 2010; pp. 81–84. [CrossRef]

22. Optical Supervisory Channels (OSCs). Available online: www.huawei.com (accessed on 5 July 2022).
23. Sarkar, C. Optical Supervisory Channel Implementation. Available online: https://www.ijser.org/researchpaper/Optical-

Supervisory-Channel-Implementation.pdf (accessed on 5 July 2022).
24. Joy, A.; Liji, G.; Neethu, T.; Maritess, J.; Sneha, N.; Iyer, S. Theoretical performance evaluation of linear impairments in optical

WDM networks with ITU-T defined fibers. In Proceedings of the International Conference on Wireless Communications, Signal
Processing and Networking (WiSPNET), Chennai, India, 23–25 March 2016; pp. 1035–1039. [CrossRef]

25. Dilendorfs, V.; Parfjonovs, M.; Alsevska, A.; Spolitis, S.; Bobrovs, V. Influence of dispersion slope compensation on 40 Gbit/s
WDM-PON transmission system performance with G.652 & G.655 optical fibers. In Proceedings of the 2017 Progress in
Electromagnetics Research Symposium, Fall (PIERS-FALL), Singapore, 19–22 November 2017; pp. 598–604. [CrossRef]

26. Kandishaya. Design and Implementation of a Multivendor Network Management System (NMS) User Interface with the Aid of
HUAWEI, ZTE and CISCO Network Elements. Master’s Thesis, University of Zimbabwe, Harare, Zimbabwe, 2020; Unpublished.

27. What Is Huawei NCE. Available online: www.huawei.com (accessed on 5 September 2021).
28. Anderson, D.R.; Johnson, L.; Bell, F.G. Chapter 14 Dispersion in optical fibers. In Troubleshooting Optical Fiber Networks, 2nd ed.;

Academic Press: Cambridge, MA, USA, 2004; pp. 359–378. [CrossRef]

http://doi.org/10.3103/S1541308X14040104
http://doi.org/10.1364/JOCN.451289
http://doi.org/10.1109/ecoc.2006.4800887
http://doi.org/10.1016/j.optlaseng.2006.03.009
http://doi.org/10.1364/JOCN.423625
http://doi.org/10.1002/dac.5134
http://doi.org/10.1109/icctd.2009.226
http://doi.org/10.1109/JLT.2020.3027725
http://doi.org/10.1109/JLT.2009.2025052
http://doi.org/10.1109/JLT.2020.3043012
http://doi.org/10.1016/j.optcom.2022.127933
http://doi.org/10.1364/AO.461473
http://www.ncbi.nlm.nih.gov/pubmed/36256239
http://doi.org/10.1364/OE.451269
http://doi.org/10.1109/icacc.2011.6016391
http://doi.org/10.1049/cp.2010.0725
www.huawei.com
https://www.ijser.org/researchpaper/Optical-Supervisory-Channel-Implementation.pdf
https://www.ijser.org/researchpaper/Optical-Supervisory-Channel-Implementation.pdf
http://doi.org/10.1109/wispnet.2016.7566294
http://doi.org/10.1109/PIERS-FALL.2017.8293207
www.huawei.com
http://doi.org/10.1016/b978-012058661-5/50034-3

	Introduction 
	Related Research and Literature Review 
	Aim of the Paper 
	Paper Organization 

	FPMT Technique 
	Working Principle of the FPMT Technique 
	The Method to Transmit Test Signals 
	The OSC Board before and after Integrating the Implemented FPMT Technique Detection Circuit 
	Maximum Distance of the Test Signals Transmitted by the OSC Board 

	Results and Discussion 
	Practical Results 
	Failurs Detection 
	Fault Location and Tolerance 
	Measurement Accuracy 
	Technique Comparison 

	Conclusions 
	References

