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Abstract: The method for ensuring availability in an existing cloud environment is primarily a
metric-based fault detection method. However, the existing fault detection method makes it difficult
to configure the environment as the cloud size increases and becomes more complex, and it is
necessary to accurately understand the metric in order to use the metric accurately. Furthermore,
additional changes are required whenever the monitoring environment changes. In order to solve
these problems, various fault detection and prediction methods based on machine learning have
recently been proposed. The machine learning-based fault detection and recovery model most
commonly proposed in the cloud environment is a supervised machine learning method that learns
data relating to fault situations and, based on this data, detects faults. However, there is a limit to
fault learning because it is difficult to obtain all of the fault situation data necessary to learn all of
the fault situations that occur in a large-scale cloud environment. In addition, it is difficult to detect
a fault when a fault that differs from the learned fault pattern occurs. Furthermore, it is necessary
to discuss the automatic recovery architecture leading to the fault recovery procedure based on the
fault detection results. Therefore, in this paper, we designed and implemented a whole system that
predicts faults by detecting fault situations using the anomaly detection method.

Keywords: cloud; availability; machine learning; fault detection; anomaly detection

1. Introduction

In the cloud environment, various frameworks for detection and recovery of faults
have been proposed, and most of the proposed architectures use a fault detection method
based on a defined metric [1–4]. The existing fault detection architecture, which uses a
metric based monitoring tool to utilize the defined metric has the following problems [5]:
First, as the cloud grows in size and complexity, it is difficult to configure a fault detection
environment. The cloud can take a variety of forms, including a VM-based cloud, a
container cloud, and a mixed cloud. In addition, as the number of containers or VMs
increases, the architecture becomes more complex and increases the target monitoring
space [6–9]. In the case of the fault detection method using metrics, as in the above
architecture, the administrator must individually set the threshold for each metric, and the
administrator is required to have a deep understanding of all metrics. However, as the type
of log data increases, the configuration becomes more and more complicated. In addition,
the administrator should consider that each metric value has various types of correlation to
prevent fault through an alarm at an accurate threshold value.

On the other hand, studies on cases of applying machine learning or deep learning to
fault management and prediction have continuously been studied [10–19]. In particular,
recently, various studies using anomaly detection methods have been conducted. In [15,16],
a method for detecting faults using anomaly detection in an SDN environment has been
proposed, and in [14,17–19], fault detection and prediction using anomaly detection based
on cloud log data was proposed. However, because [15,16] uses SVM (Support Vector
Machine), it has issues such as imbalance problems and a labeling problem. In [14,17],
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the PCA (Principal Component Analysis) technique is used, but it has a disadvantage
as it is difficult to identify the detailed cause of the faults due to the feature of PCA. In
addition, [18,19] used the Bi-LSTM technique, but this technique also has a disadvantage
as labeling is difficult.

In [13], a cloud environment was constructed, and a fault detection model and a fault
prediction model has been proposed by learning the fault situation for a specific resource
(CPU/Memory/Network). Although [13] proposed a fault detection and prediction model
for each resource using various machine learning techniques, supervised learning was
used. Supervised learning-based fault detection and prediction models may also have
problems with the accuracy of training data in addition to the above-mentioned labeling
problems. For example, the supervised learning-based fault detection and prediction
model has the disadvantage that it can detect and predict faults only for learned situations,
making it difficult to detect fault patterns in fault situations that have not occurred before.
Moreover, it is also impossible to create and learn all of the fault situations. In addition
to this, it is also necessary to design the entire framework that controls the fault detection
system and recovery system in order to start the recovery process automatically after fault
detection procedures.

In this work, we designed a model that predicts cloud faults using the Self-Supervised
model and developed the entire framework for fault recovery. The proposed framework is
composed of two parts: The first part is the fault detection and prediction function, which
consists of a monitoring data collection and processing unit and a fault notification unit.
The second part is the fault recovery function, which provides a function to manage the
recovery procedure by receiving fault data from the fault detection and prediction function.
The proposed framework was implemented with open source cloud platforms, such as
OpenStack and Kubernetes, to verify the function [20,21].

The contents of this paper are as follows. In Section 2, we analyze previous works
relating to machine learning-based fault management and recovery system frameworks
in the cloud environment, and in Section 3, we describe the proposed architecture and
machine learning theories we used in this paper. In Section 4, we verify the performance
through the actual implementation environment, based on the proposed architecture, and
we conclude in Section 5.

2. State of the Art: Machine Learning Based Fault Detection and Fault Prediction

In a cloud environment, cloud management functions such as MANO provide avail-
ability for the entire infrastructure and services [22]. In order to guarantee availability in a
cloud environment, information on the entire infrastructure and services, and a recovery
function based on the information, must be provided. Put simply, in the cloud environment,
a monitoring tool is used to detect faults, and a threshold value for each metric is set, and
the case of exceeding the threshold value is determined as a fault [10–13].

However, it is difficult to configure such static policy-based management functions as
the cloud size and its complexity increases. In addition, the understanding of individual
values for all metrics and accurate set values are required, and values must be changed
according to circumstances. To solve this problem, machine learning-based fault detection
models have recently been proposed.

In [13], the researchers designed and validated an architecture for machine learning-
based fault detection and prediction in a cloud environment: a cloud environment, con-
sisting of a center cloud and an edge cloud, was implemented using Kubernetes and
OpenStack, and then an architecture for a fault detection model and prediction was de-
signed and applied to the cloud and verified. In [13], various fault detection models and
deep learning models were used to verify the accuracy of the proposed architecture. To
implement fault situations, CPU, memory, and HDD failures were artificially generated to
generate data on failure conditions, and the accuracy of the proposed model was measured
based on the generated data.

However, the supervised learning-based method has the following limitations:
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Firstly, data generated in an actual fault situation is not used for model learning. In
the previous work, data was generated by artificially generating a fault in order to learn
the fault situation. As this data was used for fault detection and predictive learning, it
will be easy to detect faults because the pattern is almost the same as the learning data.
In other words, the data generated for fault learning and the data used to detect the fault
situation in the previous study are the same. However, in an environment where the cloud
is actually operated, various types of fault patterns can exist; therefore, it is difficult to
determine actual faults through learning using artificially generated data.

Secondly, the number of monitoring data resources used in the cloud environment
consist of thousands to tens of thousands of types. This is constantly changing each time
the cloud environment is operated, and the pattern of change is different for each resource.
As in previous studies, supervised machine learning methods require learning about a
specific resource, and this requires knowing which resource changes to apply in the event
of a fault. However, as the size of the cloud increases, it becomes difficult to ascertain the
changing nature of resources or the correlation between resources. In addition, in order to
analyze the fault of various resources, a detailed analysis of the data is required because
the labeling of the fault status for each resource is required.

Thirdly, it is difficult to accurately analyze the cause of a fault. In existing studies,
because only the data classified as a fault during learning is detected as a fault, analysis
is difficult when there are other causes, and it is difficult to determine various causes of a
fault when it occurs due to complex causes.

Fourthly, an interworking architecture is required alongside the cloud management
architecture. In order to prevent actual faults by using the results derived through fault
detection and fault prediction models, it is necessary to link with the recovery system.
However, previous works focus on fault detection techniques; therefore, to provide an
environment that guarantees actual system availability, a design and interworking pipeline
for an integrated architecture is required.

Therefore, in this paper, we designed a framework that can detect and predict faults
using unsupervised learning. In addition, a function to automatically perform fault recovery
based on the detection result was designed. The proposed architecture was implemented
by applying it to the actual cloud environment, and the proposed model and functions
were verified in the implementation environment.

3. Design and Implementation of Machine Learning-Based Fault Prediction System in
Cloud Infrastructure
3.1. Proposed Architecture

Cloud infrastructure has a complex architecture. With respect to the complex architec-
ture of the cloud infrastructure, the types of log data are also diverse, and the number of
log data also changes as the number of virtual machines increases or decreases. Moreover,
the average utilization rate of each resource varies according to the type of service and
resources. In the cloud environment, cloud availability has been traditionally guaranteed
through a monitoring system, but accurate fault detection is difficult due to the above-
mentioned structural characteristics. To overcome this, fault detection techniques using
supervised learning have been proposed, but the problem of labeling all data, securing
data for fault learning, and detecting the causes of complex faults still remain. To overcome
this, in this paper, we proposed a fault detection method using a self-supervised learning
method that does not require labeling.

The proposed architecture is shown in Figure 1 And, as shown, the proposed architec-
ture consists of two components: The first component is cloud infrastructure management,
and the second component is a machine learning-based fault prediction system. The man-
agement component consists of an orchestrator for the overall infrastructure management
and a fault management and recovery function. The orchestrator includes the ability to
manage the VM-based cloud infrastructure and container-based cloud infrastructure.
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Figure 1. Proposed Architecture for ML based Fault Prediction Model.

The fault management and recovery function provides a function to check and recover
from a fault, according to the fault management policy. The recovery function includes
functions such as VM restart, VM respawn, and switch over. The machine learning-
based fault prediction system consists of a receiving unit that receives monitoring data, a
data processing unit that processes it, and a fault prediction system that checks the fault
prediction value by inputting the processed data into a learned model. The data receiving
unit periodically receives the current state data from the monitoring tool of the cloud
infrastructure, and the received data is processed into a form suitable for the machine
learning model through the data processing unit.

Subsequently, the processed data determines whether a fault has occurred through a
machine learning model, and the fault information is delivered to the cloud management
function.

3.2. Self-Supervised Fault Prediction

Supervised learning could not show a better performance than the existing work
which used supervised method because it requires an abnormal sample for training. In
the case of semi-supervised learning, anomalous samples are not required, but labeling
is required. However, labeling is not suitable for data-heavy environments such as cloud
environments. Therefore, self-supervised learning, a model suitable for cloud environments
and that overcomes the above shortcomings, was selected as the model for this work.

The proposed architecture uses an Anomaly Detection method based on Long Short-
Term Memory models (LSTM) like a Figure 2 [23–26].

For anomaly detection, a data set of a normal environment is required, and in this
proposal, data is collected and learned in a cloud environment that operates normally for
normal state learning. After learning, we saved the model that is trained based on the
normal data, the average of the reconstruction error data of the normal data, the covariance,
and the scaler. Next, the data set required for fault detection was put into the model,
from which normal data was trained and the reconstruction error was calculated. The
calculated reconstruction error was entered into the Gaussian distribution, created from
the previously learned data, and the likelihood was calculated, and this value was defined
as an anomaly score.
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3.3. Data Pre-Processing

In order to use data for a machine learning model, data collection and processing
procedures are required. In the present work, the Prometheus monitoring tool was used
to check the current state of the cloud environment. Data were collected from each node,
VM, and other services, once per second, and the total number of features is approximately
4600. In this study, the following data pre-processing procedure was performed to learn
and predict a failure detection model. First, data was collected using PROMQL [27]. Then,
a format change was performed to adjust the format of the collected data. In Prometheus,
it is defined to use a Count value or a Gauge value according to the data type. Some
count values were changed to gauge values to ensure the accurate analysis of the collected
data. Finally, the data were changed to the “csv file” format and subsequently saved.
Interpolation and missing value processing were also performed on the missing data; the
Standard Scaler was used for data scaling before learning the data.

3.3.1. LSTM Based Anomaly Detection

In this study, we designed an architecture for anomaly detection with self-supervised
learning. The data do not require labeling after the pre-processing process, but the data set
we created and configured to determine whether fault detection is performed accurately.
The data set used in this study is shown in Table 1.

Table 1. Dataset for Fault prediction.

Data Type The Number of Features Description

Normal data for
training 1650 Containers which runs on

the VM

Recurrent Fault

Fault Dataset
(CPU) 1650 Increase CPU usage

Fault Dataset
(Memory) 1650 Increase memory usage

Fault Dataset
(Network) 1650 Increase network I/O usage

Accumulative Fault

Fault Dataset
(CPU) 1650 Increase CPU usage

Fault Dataset
(Memory) 1650 Increase memory usage

Fault Dataset
(Network) 1650 Increase network I/O usage
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The first data set is for learning the normal state. A cloud environment was constructed,
and the data were extracted from the actual operating cloud.

In order to create a fault situation, in this work, the amount of change in the Anomaly
Score, according to the change in resource usage, was measured by increasing three re-
sources. First, the CPU usage was arbitrarily increased by using the stress-tool to assume
the CPU fault environment. For the memory and network I/O, the resource usage was
increased using the same tool, and data sets with increased resource usage were stored as
individual data sets [28,29]. The fault data was composed of recurrent data and accumu-
lative data, and the data were separately generated for each. In the case of the recurrent
dataset, a fault was generated, periodically, for a specific period of time, and in the case of
the accumulative dataset, the data set was generated by continuously increasing the stress
by 20–30%. To produce a learning model, we entered normal data into the LSTM model
and trained it. The model produced at this time is used for subsequent data discrimination,
and the distribution of the trained model and the equation of reconstruction error from the
model is as follows [24].

Reconstruction Error e(i),e(i) =
∣∣∣X(i) − X′(i)

∣∣∣ (1)

X(i) is the value of the i-th timestamp of a specific feature, and X′(i) is the value of the
timestamp after predicting by putting data into the trained model.

The model used in this work predicts the value of the next timestamp through the
trained model and determines whether or not a fault has occurred in the current state,
based on the difference with the actual value. That is, after the model is trained, it is
possible to predict normal data, but it is difficult to predict abnormal data. At this time,
the difference between the predicted value and the actual value is called a Reconstruction
Error, and according to the difference, it is possible to determine whether the current state
is a normal state or not. After the model is trained, the average and covariance matrix of
the reconstruction errors obtained for each feature are stored, and the Anomaly Score can
be calculated as follows [24]. The Reconstruction Error for each feature can represent the
difference between the predicted value and the actual value as an absolute value. When
the predicted value is X′(i) and the actual value is X(i), the Reconstruction Error can be
calculated as e(i) =

∣∣∣x(i) − x′(i)
∣∣∣. The average of the reconstruction error for each feature

is represented by µ and calculated, such as in Equation (2), and the covariance matrix is
represented by ∑ and expressed through Equation (3). Based on this, the anomaly score
can be calculated according to Equation (4).

µ =
1
m ∑m

i=1 e(i) (m = The number of features) (2)

∑ =
1
m ∑m

i=1(e
(i) − µ) (e(i) − µ)

T
(3)

Anomaly Score = (e(i)−µ)T
∑−1

(e(i)−µ) (4)

when normal data comes into the trained model, the anomaly score is low because the
probability of accurately predicting the next data is high. On the other hand, when data
containing a fault comes in, because it is not training data, the prediction probability
decreases and the difference in the anomaly score increases. That is, if the anomaly score
for new data is low, it can be determined as normal, and if it is high, it can be determined
as abnormal.

3.3.2. Fault Recovery System Based on Machine Learning

Figure 3 is the architecture for fault recovery using machine learning-based fault
detection results. According to the fault detection results, appropriate fault recovery was
performed, and for this purpose, a workflow manager was designed that can perform



Electronics 2022, 11, 3765 7 of 17

fault recovery procedures using various infrastructures. The workflow manager provides
a function to perform a defined workflow according to the failure detection result and is
designed to use the management function of the infrastructure.
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In this work, we designed the workflow manager to start the fault recovery procedure
using the change amount and value of the anomaly Score. The workflow can be altered
according to user definition, and the procedure is as follows.

Following anomaly detection, we used the feature importance model to find of the
cause of the fault. By separately extracting only the abnormally detected part and applying
the feature importance algorithm, the cause of the fault was found efficiently. As shown in
Figure 4, the total time consists of data collection time, data processing time, prediction
processing time, feature importance processing time, and recovery time. The data collection
time is an interval at which is the data are collected by the actual monitoring tool and may
vary depending on the setting of the monitoring tool. The data processing time is the time
required to collect and process data. The prediction processing time is the time required for
the preprocessed data to calculate the anomaly score in the model. The feature importance
time is the time required to check which features have had a lot of influence in the dataset
when an anomaly score increases.
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4. System Validation
4.1. Implementation

For evaluation, a test bed was implemented, as shown in Table 2. A total of four servers
were used, and OpenStack and Kubernetes clusters were used as the cloud infrastructures.
For the machine learning environment, one machine learning server was individually
implemented, and the model was designed using Pytorch. Prometheus was used for cloud
monitoring and data collection [30,31].
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Table 2. Implementation specifications for container.

Entity Condition Version

Physical Server (4)

Controller Node (1)/Compute Node(2)
Intel(R) Xeon 2.4 GHz × 80 vCPU
RAM: 64 GB
Disk space: 2 TB
GPU Node (1)
Intel(R) Xeon 3.4 GHz × 12 vCPU
NVIDIA Tesla V100 32 G (4EA)

Cloud OS OpenStack stable Stein
Container OS Kubernetes 1.17.1

The collected data were stored in a control node installed with Prometheus, and a
GPU server was used for data preprocessing and the learning model.

4.2. Test Result

Each anomaly value was measured using the data set mentioned in Table 1, and the
results are as follows. In all of the graphs included in this chapter, the red line illustrates the
artificially generated resource usage, and the pattern or amount of change can be altered
depending on the data set. The blue line depicts the anomaly score.

In the case of recurrent CPU failure cases, as shown in Figure 5, it was observed
that the anomaly score increased at the same time as the fault occurred. However, it was
similarly observed that the anomaly score did not increase for temporary CPU changes.
In other words, it was confirmed that the anomaly score did not increase for regular CPU
change patterns through learning.
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Next is a graph of memory fault occurrence. As shown in Figure 6, the memory usage
was repeatedly increased to the maximum. In the case of a memory fault, it was confirmed
that the anomaly score increased at the same time as the fault occurred.
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Subsequently, an experiment was conducted on the network fault. Network faults
were created by increasing I/O, flooding UDP packets, and creating socket processes. Like
a Figure 7, in the case of network failure, it was confirmed that the anomaly score increased
when the fault occurred.
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Next is the experimental results for cases in which the fault situation gradually occurs.
We used same method that was used previously, and the results are as follows.

As shown in Figure 8, with the gradual increase in CPU usage, the anomaly score
gradually increased in line with this increase. It was confirmed that the anomaly score
also gradually increased between the timestamps 80 and 100, which is the time that the
change occurred.



Electronics 2022, 11, 3765 10 of 17

Electronics 2022, 11, x FOR PEER REVIEW 10 of 17 
 

 

 

Figure 7. Anomaly Score (Network Fault). 

Next is the experimental results for cases in which the fault situation gradually oc-

curs. We used same method that was used previously, and the results are as follows. 

As shown in Figure 8, with the gradual increase in CPU usage, the anomaly score 

gradually increased in line with this increase. It was confirmed that the anomaly score 

also gradually increased between the timestamps 80 and 100, which is the time that the 

change occurred. 

 

Figure 8. Anomaly Score (CPU Fault-Accumulative). 

As shown in Figures 9 and 10, it was confirmed that the same results as in the case of 

a CPU increase were produced, even when the memory and network faults were gradu-

ally made. 

Figure 8. Anomaly Score (CPU Fault-Accumulative).

As shown in Figures 9 and 10, it was confirmed that the same results as in the case of
a CPU increase were produced, even when the memory and network faults were gradu-
ally made.
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In order to check the accuracy of the model, a virtual noise was created, and the
detection results were plotted. As shown in Figure 11, virtual noise was synthesized in
only some sections of one data extracted from the cloud environment. It was inferred that
the actual anomaly score value increased for the section to which noise was applied.
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As shown in Table 3, over 95% of the precision, recall, and F1 score were verified. How-
ever, in the case of an Accumulative Fault, it was confirmed that the precision decreased
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in the section in which the resource usage increased and affected the overall performance.
In addition, the overall precision was higher than the recall. However, in the F1 score,
considering these two, it was confirmed that overall performance was measured similarly.
Next, the classification performance was measured using the ROC (Receiver Operating
Characteristic) curve.

Table 3. Precision, Recall, F1 Score of LSTM Model.

Recurrent Fault Accumulative Fault

Precision 96.1 95.6
Recall 95 95.6

F1 Score 95.5 95.6

The precision, recall, and F1 scores for the results are as follows [32,33].
Figure 12 shows the ROC values for the test sets of Recurrent Fault and Accumulative

Fault. As shown in Figure 12, it was confirmed that the overall data set was accurately
classified. With Table 3 and Figure 12, it was confirmed that the overall performance of the
proposed architecture was high.
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4.3. Testbed for ML Based Cloud Infrastructure Management

Based on the model described in the previous chapter, the entire architecture that can
perform the processes, from data collection to recovery, was implemented.

Figure 13 shows the architecture for measuring an anomaly score of the cloud using
the learned model and calling the recovery function based on the result value. The fault
prediction procedure in the proposed architecture is as follows. The data collected by the
monitoring tool is forwarded to the prediction model. Once these data are received, the
anomaly score is tested to confirm whether the value is higher than the specified threshold.
If the value is high, check the rate of change in the anomaly score. If the rate of change is
not higher than the reference value, a warning message is sent to the cloud system. On the
other hand, if the anomaly score change rate is more than the value administrator defined,
the fault label is added to the area where the anomaly score is high and transferred to
the feature importance analysis. The feature importance analysis forward the feature list
that has changed the most in the current state to the operator, and the operator checks the
current status of the cloud system with the feature lists. If there is an anomaly pattern in
the resource value and system, it is immediately transmitted to the recovery function of the
cloud system. If not, additional learning is performed, including previous data, to include
the abnormal operation in the normal data set.
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Figure 14 is an experiment that increases the anomaly score by adding virtual noise,
and tests whether the anomaly score increases. Following this test, for the purpose of cause
analysis, a label was added to the area (blue) where the anomaly score increased and was
transferred to the feature importance module.
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Figure 14. Feature Importance Test.

Figure 15 is the result of confirming which features have substantially changed through
the feature importance module. It was confirmed using the LGBM(Light Gradient Boosting
Machine)-based feature importance method, and as shown in Figure 15, it was confirmed
that the feature omitting virtual noise was ranked at the top [34]. After confirming the
actual feature change pattern through resource verification, if there is a problem, it is
forwarded to the cloud system. If not, it is retrained by adding the data to the existing
prediction model.
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Figure 16 is the architecture for fault information transmission. The information
includes the server addresses, feature importance results, and fault levels. After receiving
the information, the server’s workflow manager begins the recovery procedure, according
to the defined policy.
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Figure 16. Recovery action based on Anomaly Score.

Figure 17 is the result of fault recovery facilitated by fault information. In this exper-
iment, it is assumed that a fault has occurred as a result of one of the causes illustrated
in Figure 15, and a specific server respawn was set to be used as a recovery operation to
prevent faults.
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Figure 17. Recovery Result.

5. Conclusions

In this work, a machine learning-based cloud management system was proposed,
developed and implemented. In addition, an architecture that can be used to identify and
prevent faults in advance, by collecting data from the cloud infrastructure, was designed
and implemented using open source cloud technologies. In order to check the change of
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numerous data, a method of calculating the anomaly score of the data collected in the cloud,
using the self-supervised method, was utilized. Using the anomaly score, it was possible
to quickly check the change situation of thousands of feature data, and based on this, the
linkage structure with the failure recovery model was suggested. In addition, for the actual
cause analysis, cause analysis was performed by adding a label to the anomaly score. The
cause was analyzed using RFE, and the actual resource change pattern was confirmed
based on the analysis result. If it was determined that there was an abnormal situation, the
information was delivered to the recovery function. Through this, it was confirmed that
the disadvantages of supervised learning based anomaly score can be supplemented, and
fault can be prevented in advance. In a future study, we intend to conduct research on a
model that can find the exact cause, through linkage, of additional cause analysis methods.

Contributions in this paper are as follows.
We designed a monitoring system for fault detection in a cloud environment and

designed an architecture that links it to a deep learning-based fault detection architecture.
For monitoring, a monitoring tool called Prometheus was used, and data were collected
and learned. Subsequently, we designed an architecture that automatically labels the part
to determine the exact cause of the faults and an architecture that can check the actual cause
by using it. To identify the cause, the feature importance method was applied. Once a
fault is determined, the interlocking structure with the cloud is designed so that the related
restoration procedure can be automatically started. The entire designed architecture was
implemented using open source, such as openstack and Kubernetes, and verified from the
fault stage to the recovery stage.

6. Discussion

Cloud infrastructure has a complex architecture. With respect to this, the types of
log data are also diverse, and the number of log data also changes as the number of
virtual machines increases or decreases. Moreover, the average utilization rate of each
resource varies according to the type of service and resources. In the cloud environment,
cloud availability has been traditionally guaranteed through a monitoring system, but
accurate fault detection is difficult due to the above-mentioned structural characteristics.
To overcome this, fault detection techniques using supervised learning have been proposed,
but the problem of labeling all data, securing data for fault learning, and detecting the
causes of complex faults still remain. To overcome this, in this paper, we proposed a fault
detection method using a self-supervised learning method that does not require labeling.
In addition, for accurate fault detection, a cause analysis function that can find problems
using abnormal data was also added. Finally, based on the detection result, a recovery
function was also designed. All designed functions were integrated and implemented in
the cloud environment and verified.
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