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Abstract: The exploitation of internet networks through denial of services (DoS) attacks has experi-
enced a continuous surge over the past few years. Despite the development of advanced intrusion
detection and protection systems, network security remains a challenging problem and necessitates
the development of efficient and effective defense mechanisms to detect these threats. This research
proposes a machine learning-based framework to detect distributed DOS (DDoS)/DoS attacks. For
this purpose, a large dataset containing the network traffic of the application layer is utilized. A novel
multi-feature approach is proposed where the principal component analysis (PCA) features and sin-
gular value decomposition (SVD) features are combined to obtain higher performance. The validation
of the multi-feature approach is determined by extensive experiments using several machine learning
models. The performance of machine learning models is evaluated for each class of attack and results
are discussed regarding the accuracy, recall, and F1 score, etc., in the context of recent state-of-the-art
approaches. Experimental results confirm that using multi-feature increases the performance and RF
obtains a 100% accuracy.

Keywords: cyber threats; denial of service attack; feature engineering; machine learning; network security

1. Introduction

Denial of service (DoS) attacks have become one of the most obstinate issues for many
years regarding network security. Despite numerous detective and preventive schemes
being contrived, the threat of distributed DoS (DDoS)/DoS attacks are still persistent, and
their numbers increase every year [1]. DDoS attacks are real threats in the future, as they are
increasing day by day. According to the report by [2], in the third quarter of 2022, a DDoS
intelligence system detected 57,116 attacks. Most of the attacks were launched in the U.S.
In the second quarter of 2022, it was 45.95%, and this ratio is 39.60% for the third quarter
of 2022. Worldwide, this ratio has increased from 38.69% in Q3 2021 to 53.53% in Q3 2022.
According to [3], during the first six months of 2022, malicious DDoS attacks increased by
60% as compared to the same period in 2021. These statistics show the alarming satiation
for smart systems and show the need for improvements in the security systems for smart
devices. In recent years, several big IT companies faced DDoS, and one of the biggest
attacks was launched on AWS in February 2020 [4]. The attack was launched with huge
traffic of approximately 2.3 terabits per second (Tbps). Similarly, GitHub was also targeted
by the DDoS attack in 2018.

In today’s world, the internet plays a vital role in several aspects of human life, such as
education, transport, banking [5], hospitals, entertainment, personal use, administrations,
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trade, communication [6–8], e-commerce [9], environment [10], and many more [11,12]. It
has made human life easier by revolutionizing the world of communication and technology.
Along with the advancement of technology, many security-related risks also emerge and
rise. It is also the case with internet security where data damage, theft of resources,
breaching confidentiality, social harassment, and online frauds, etc., have substantially
increased [13–16].

Data availability is one of the significant challenges related to network security. DDoS
is one of the leading attacks that compromises the availability of a network. It accomplishes
it by redundantly requesting the targeted resources to strain services provided by the
system. In a DDoS attack, requests come from multiple systems to a single target, as shown
in Figure 1. Through DDoS attacks, malicious users can completely distort the availability
of systems/services to authentic users. Currently, DDoS attacks are continuously growing
and put network security at risk. Traditionally, DDoS attacks use a collection of compro-
mised systems known as botnets. The major objective of this attack is to demolish the
server resources such as memory, bandwidth, processor, etc., to put down the services for
legitimate users. A comprehensive review of recent DDoS attacks is provided in [17], while
many mitigation techniques are discussed in [18–20]. DoS attacks are classified concerning
several aspects. Based on network protocol, a DoS attack is further fragmented in the
transport layer and application layer of DoS attacks.

Attacker

Controller

Zombies

Zombies

Zombies

Zombies

Zombies
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Authentic User
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Victim Server
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Figure 1. Schematic diagram of a DDoS attack.

This study mainly focuses on application layer DoS/DDoS attacks. In network layer
DDoS attacks, attackers take advantage of partially opened connections by using transmis-
sion control protocol/user datagram protocol (TCP/UDP) protocols and send numerous
forged payloads normally using internet protocol (IP) spoofing. In contrast, attackers send
several requests to exhaust well-known applications such as hypertext transfer protocol
(HTTP), domain name system (DNS), etc., in the application layer DDoS attack. These
requests are indistinguishable from authorized user requests at the network level. These
attacks have a higher rate of bogus requests as compared to legitimate requests. These
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attacks are hard to detect because the connections are already established and requests
seem to originate from authorized users.

This study proposes a system to detect DDoS attacks using machine learning tech-
niques. It is very difficult to monitor network traffic manually to protect the system from
attackers, so a smart protection system to detect the attacks is needed. The proposed system
is significantly better than existing approaches, as it is a simple yet effective approach to
achieve better results. The contributions of this research are as follows:

• An efficient and effective DDoS/DoS attack detection framework is proposed, which
can perform early detection of several attacks, such as HTTP flood and stealth
DDoS/DoS attacks. For experiments, the ’Application layer DDoS attack dataset’ is used.
A higher attack detection performance is aimed at reduced computational complexity.

• A novel feature selection approach has been developed to select highly significant
features by incorporating selective features from principal component analysis (PCA)
and singular value decomposition (SVD) for this purpose.

• Experiments are performed with many machine learning models such as logistic
regression (LR), gradient boosting machine (GBM), random forest (RF), and extra tree
classifier (ETC). Performance appraisal with state-of-the-art approaches is carried out
in terms of accuracy, precision, recall, and F1 score.

This study is organized into five sections. Section 2 presents the related work. Section 3
explains the material and methods, including the dataset, machine learning methods, and
the proposed methodology. Results are discussed in Section 4, while Section 5 concludes
the study.

2. Related Work

Several network attack detection and protection techniques have been introduced in
recent years. An intrusion detection system (IDS) can be classified into signature-based,
anomaly-based, and hybrid structures [21]. The first type detects anomalies by comparing
the event with a built database containing signatures. The second approach observes
attacks using deviations between the existing database containing the normal state and
the current state. In all instances, an alert can be triggered if a matching similarity is
found or a deviation is detected. Signature-based IDS are known for a low ratio of false
alarms; however, it is very challenging to gather and keep possible variations of attacks [22].
However, the challenge is to write signatures for all possible attack variations. Anomaly-
based detection techniques also have the potential to identify other types of attacks, but it
requires more evaluation resources. Hybrid techniques try to achieve the benefits of both
approaches by combining them [23,24]. Flooding attack has drawn much attention and
has been highlighted in recent surveys on cloud computing, wireless network, big data,
etc. [25–27].

Recently, several classification approaches have been proposed for DDoS attacks.
On the protocol level, DDoS attacks can be classified into two categories, network-level
and application-level DDoS flooding attacks [28]. One of the major challenges in DDoS
attacks is early detection and impact mitigation. However, it requires several additional
features, which are not present in the current approaches [29]. The HTTP-based approach
is presented in [30] for the detection of HTTP flooding attacks through data sampling. The
study is based on the CUMSUM algorithm to identify the traffic as malicious or normal.
Traffic analysis is performed by using the number of requests made by the application
layer and the zero-sized number of packets. Results indicate that the approach achieves a
detection rate between 80% to 86% with a 20% sampling rate.

A detection system for DDoS attacks is presented in [31] that uses the D-FACE algo-
rithm. This mechanism uses generalized information distance (GID) matrices and general-
ized entropy (GE) for the detection of various DDoS attacks. The proposed method requires
the high involvement of internet service providers (ISP), which restricts its industrial use.
The Sky-Shield system has been developed in [32] to avoid DDoS attacks at the application
layer. For the detection of irregularities in traffic, it considers two hash sketches to find
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divergence. In the mitigation phase, blacklisting, whitelisting, and the user filtering process
are taken out for defensive mechanisms. The results are evaluated through customized
datasets. Sky-Shield mainly focuses on the detection of flooding attacks at the application
layer, especially HTTP protocol, so it is vulnerable to transport and network-level flooding
attacks. Another probable method for DDoS flooding attack detection is using a semi-
supervised based approach as in [33] to detect and protect from DDoS flooding attacks.
Two different clustering algorithms are used, while the final label is managed using voting.
The CICIDS 2017 data set is used for the evaluation process.

The study [34] deployed machine learning and deep learning models for DDoS attack
detection. Experiments are performed using different deep learning and machine learning
models such as gated recurrent unit, RF, and LR using CICDoS2017 and CICDDoS2019
datasets. Models achieved a 0.99 accuracy score on unseen test data and also perform
better in the simulation network. Another study [35] performed experiments for malicious
traffic detection using ensemble classifier extra boosting forest (EBF) with PCA feature
selection technique. The study conducted experiments on UNSW-NB15 and IoTID20
datasets individually, as well as both combined, and achieved 0.985 and 0.984 accuracy
scores, respectively. The authors investigated the performance of three supervised machine
learning algorithms including KNN, RF, and NB for the DDoS attack detection in [36]. NB
outperforms all used models with a significant 0.985 accuracy score.

Along the same lines, the study [37] proposed an approach to detect application-layer
DDoS attacks in real-time using machine learning techniques. They deployed state-of-the-
art multilayer perceptron (MLP) and RF with and without a big data approach. For both
approaches, RF achieved an accuracy score of 0.999, while MLP achieved 0.990 without
big data and 0.993 with the big data approach. The study [38] performed experiments
for DDoS attack prediction using supervised machine learning models. For this purpose,
the performance of several models is analyzed such as LR, Bayesian naive Bayes (BNB),
random tree (RT), KNN, and REPTree algorithm, etc. KNN performs significantly better
with a 0.998 accuracy score. Similarly, [39] investigated DDoS traffic attack detection using
a hybrid SVM-RF model. They found novel features from the dataset to train the proposed
model and achieved a 0.988 accuracy. An analytical summary of the discussed research
works is provided in Table 1. In the literature, high-accuracy results are reported from
studies that deploy complex deep learning models, and the computational cost is high.
Contrarily, if simple methods are used, their computational cost is low, but such approaches
show poor performance regarding attack detection accuracy. We aim to overcome this
limitation by developing an approach that is significant in terms of both accuracy and
computational cost.

Table 1. Summary of related work.

Ref Year Dataset Models Aim Limitations

[34] 2021 CICDoS2017 and
CICD115 DoS2019

GRU, LSTM, MLP, KNN,
RF

DDoS attack detection
from SDN-Based
Architecture.

The proposed system for
transport layer and
application have
different results for both,
as attack detection rate at
the application layer is
95%. Second, they used
complex GRU models,
which have high
computational costs.

[35] 2021 UNSW-NB15 and
IoTID20 RF, GBM, ETC

Malicious traffic
detection using ensemble
learning approach.

They built a stack of
models, which required a
high computational cost.
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Table 1. Cont.

Ref Year Dataset Models Aim Limitations

[36] 2020 Collect their dataset
using Wireshark KNN, RF, and NB

Detection of different
types of DDoS such as
ICMP flood, TCP flood,
UDP flood, etc.

Proposed approach used
simple models where
their computational cost
is lower, but their
accuracy is low as
compared to other
approaches.

[37] 2021
Application-Layer DDoS
Dataset available on
public platform Kaggle

RF and MLP
Real-Time DDoS attacks
detection in real-time big
data.

They work on both
efficiency and accuracy,
but they worked with
only two models, so we
could not have a lot of
results to obtain the
significance of the
approach.

[38] 2021 NB-ISCX, CTU-13, and
ISOT datasets REPTree a, J48, NB, LR

DDoS detection in SDN
using machine learning
and statistical methods.

This study worked with
simple models, which
make them efficient in
terms of computational
cost, but for this, they
compromise on accuracy.

[39] 2021 SVM and RF, Ensemble
SVM-RF

Collect their dataset for
SDN networks DDoS
with the help of RYU API

DDoS attack detection in
SDN networks using
ensemble learning.

The ensemble learning
approach requires higher
computational costs. The
SVC model itself in the
ensemble has a high
computational cost.

[40] 2022 RF, SVM, DT, MLP, GRU,
LSTM Bot-IoT Dataset

DDoS attack in IoT
device application layers
and transport layers.

In this study, they have
an imbalanced
distribution of targets in
binary classification.

[1] 2022 KNN, SVM, RF Open-source dataset
related to DDoS

Banking sector IoT
devices DDoS attack
detection.

Their proposed approach
needs an improvement
in accuracy.

3. Study Methodology

This section discusses the dataset, the proposed method, and techniques for DDoS
attack classification.

3.1. Dataset Description

This research used the application layer DoS dataset, which was acquired from Kaggle,
a familiar source for benchmark datasets [41]. The dataset contains 809,361 records, with
78 attributes about DoS attacks for the application layer. By performing network analysis,
the records are classified into three classes: ‘benign’, which is legitimate; ’DoS slowloris’,
which is a DoS attack; and ’DoS hulk’, which is a DDoS attack. Table 2 shows a few
attributes from the application layer DoS dataset.

Table 3 shows the ratio of each class instance, which shows that the ‘benign’ has the
highest number of records, i.e., 370,623, ‘DoS slowloris’ has 128,612 examples, and ‘DoS
hulk’ contains 310,126 records. It indicates that the dataset has disparity regarding the
number of samples for different classes. To solve this problem, we obtained 25,000 records
from each class to make the dataset balanced. Table 4 shows sample records from the
dataset.
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Table 2. Description of a few attributes of the dataset.

Variable Description

Destination Port Destination port Number

Flow Duration Duration of total flow

Total Forward Packet Total Number of forwarding packet

Total Backward Packet Total Number of Backward Packet

Length of forward Packet Total Length of forward Packet

Flow-IAT-Max Maximum Inter Arrival Time

Flow-IAT-Min Minimum Inter Arrival Time

Forward IAT-Total Total Inter Arrival Time

Flow-Packet-sec Number of packets per second

Flow-Byte-Sec Number of bytes per second

Table 3. Number of samples corresponding to each class.

Class Label Total Records Used for Experiments

BENIGN 310,126 25,000

DOS SLOWLORIS 128,612 25,000

DOS HULK 370,623 25,000

Table 4. Sample from Dataset.

Destination
Port

Flow
Duration

Total
Forward
Packet

Total
Backward
Packet

Length of
Forward
Packet

Flow-IAT-
Max

Forward
IAT-Total

Flow-
Packet-Sec Label

80 101,168,794 20 1 969 79,000,000.0 101,000,000.0 0.207574 DOS
HULK

60711 58 1 1 0 58.0 0.0 176,182.000 BENIGN

80 68,156,881 10 1 233 26,048,320.0 68,155,459.0 0.161392 DOS
SLOWLORIS

80 173,608 7 1 344 137,216.0 169,859.0 46.080826 DOS
HULK

443 11,932,077 12 16 5030 11,049,290.0 882,787.0 133,390.000 BENIGN

80 71,823,654 6 2 108 25,144,732 712,895 22.3285 DOS
SLOWLORIS

80 153,708 8 2 444 127,616.0 189,859.0 36.080826 DOS
HULK

53 744 2 2 88 200 48.0 204,389 BENIGN

53 31,146 4 2 148 30,200 30,204 127,126 BENIGN

80 61,923,754 7 1 2108 37,133,731 61,922,996 0.1291 DOS
SLOWLORIS

3.2. Feature Engineering Methods

Feature engineering is an important part of the machine learning domain that aims
to find the important features from the dataset to train the machine learning models [42].
The selection of important features can enhance the performance of machine learning
models [43]. This research uses feature selection and multi-features to boost the learning
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models’ performance. In feature selection, PCA and SVD are used to select the best feature
from the dataset individually.

3.2.1. Principle Component Analysis

The PCA is a feature selection technique commonly used to select important features
from the data. PCA is a very effective approach, easy to understand, and has no constraints
regarding parameter selection. The main idea of PCA is to recognize the correlation in the
data. It maps X-dimensional features with Y-dimensional features (y ≤ x) to maximize
certain variance. The new Y-dimensional features are orthogonal (uncorrelated) and ranked
to the explained variance [44,45]. PCA reduces the redundancy of data by constructing
new smaller features that have important information about the original data.

• Step 1: should be retained. Compute the simple mean of X-dimensional data features.

M =
1
n

n

∑
a=1

ki (1)

where ki is a data feature and n is the total number of variables.
• Step 2: Enumerate the covariance matrix using the mean value.

C =
1
n

n

∑
a=1

(ki −M)((ki −M)T) (2)

• Step 3: Evaluate the feature vector and values of the covariance matrix.

C = F. ∑ .FT (3)

∑ = diag((µ1, µ2, . . . , µn)µ1 ≥ µ2 ≥ . . . ≥ µn ≥ 0) (4)

where F is a feature matrix having feature vector values fi and ∑ arranged diagonal
matrix of n feature values in descending value, and µi is the corresponding feature
value of the covariance matrix.

• Step 4: Evaluate the cumulative variance contribution rate for first y-row elements by
using obtained feature values and feature vector

ξ =
∑Y

a=1 µa

∑n
r=1 µr

(5)

where ξ is the cumulative variance contribution rate of first y-row principle elements
and (ξ ≥ 0.9).

• Step 5: Perform dimension reduction based on obtained Y-row feature vector.

S = Fy.X (6)

Fy is the feature matrix and acquires first y-row feature values (y ≥ x), and S is
Y-dimensional data, which is obtained after mapping with x-dimensional original
data. The dimensional reduction is achieved by a linear transformation of data X to S.

3.2.2. Singular Value Decomposition

The SVD is a well-known feature selection technique that is used for dimension
reduction [46,47]. SVD decomposes a matrix and exposes numerous useful and interesting
properties of the original matrix [48]. The SVD of a matrix M is a decomposition of M into
three matrices M = U ∑ VT , where U and V are orthogonal matrices and have eigenvectors
columns of MT M and MMT , respectively. The matrix ∑ is a diagonal matrix of positive
singular entities of matrix M.
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3.2.3. Multi-Features

The multi-features approach considers selected features from both PCA and SVD to
make a more significant feature set. A total of 60 features are selected, the top 30 features
each from PCA and SVD, for this purpose. Multi-features are defined as

pca30 = PCA(Dataset) (7)

svd30 = SVD(Dataset) (8)

and
multi f eature60 = pca30

⋃
svd30 (9)

where multi f eature60 shows the multi-features obtained from PCA and SVD results.
The multi-features approach aims at improving the performance of machine learning

models by selecting only those features that highly contribute to the prediction. Selecting
features from two different approaches helps to optimize models’ performance and improve
the computational complexity as well.

3.3. Supervised Models

With the wide use of machine learning models, a large number of variations can be
found in the existing literature that can be used to obtain good performance for classification.
In addition, Sci-Kit [49] provides easy-to-use functions to implement such models. This
research uses several machine learning classifiers to classify malicious and normal traffic,
including RF, LR, GBM, and ETC. A brief description of the used models is provided here
for completeness.

3.3.1. Random Forest

RF is a tree-based supervised learning model commonly used for regression and
classification problems [50]. RF achieves better performance by using several decision trees.
It uses the bagging technique for the training process and reduces the variance of those
models that have high variance [51]. RF constitutes several bootstrap samples for each
weak learner, which are used for computing the fitting process. Bootstrapping is performed
by replacing several random samples from the training dataset. The RF model is very
effective for servers with higher traffic because it randomly selects the data tuples [52].
By considering packet length, inter-arrival time, and average bulk rate, which are used to
detect different types of network attacks such as DoS and DDoS, this reduces the impact
on network bandwidth [53]. In the case of a DDoS attack, the packet size is the same if
the total number of packets arrived is continuously increasing in a particular time with
a very high rate—then, the RF approach can identify a DDoS attack more accurately [54].
In a DDoS attack, the attackers send a larger number of data packets to victim networks,
whereas packets are increasing as compared to the normal cases. The RF algorithm can be
expressed through the following equations:

L = modeT1(x), T2(x), ..., Tn(x) (10)

L = mode{
y

∑
y=1

Ty(x)} (11)

where L is the final prediction and T1(x), T2(x), ..., Tn(x) are decision trees participating in
the prediction process.

This study implemented RF with several hyper-parameters. The ‘n_estimator’ has
a value of 300, which indicates 300 weak learners to predict the final results. Another
parameter is ‘max_’epth with a value of 100, which constrains the maximum depth of each
tree to 100. The third parameter is ‘random_states’, which is used with a value of 5, which
defines the randomness of samples during the training phase.
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3.3.2. Logistic Regression

LR is a statistical method commonly used to resolve classification problems [55]. To
select LR parameters, the maximum likelihood estimation (MLE) framework is used [56].
The MLE framework is the probabilistic framework that is commonly used to resolve
density estimation problems [57]. LR defines the relationship between the dependent and
independent variables of a dataset. The logistic function is used to estimate the probability
to find a correlation between dependent and one or more independent variables [58]. The
logistic (sigmoid) function is a mathematical function that takes real values and generates
an S-shaped logistic curve to map values between 0 and 1 [59]. The sigmoid function can
be expressed as

σ(z) =
1

1 + e−z (12)

where σ(z) is a probability estimate (output bounded 0 or 1), z is the algorithm prediction,
e.g., (mx + b), and e common log base is also called the Euler number.

The range of real numbers is +∞ to −∞, so the logistic function maps a curve that
either goes to +∞ or −∞. If it goes to negative infinity, then the value becomes 0 otherwise
1. This study uses the ‘liblinear’ approach in the experimental process because it gives
better outcomes on small datasets, whereas ‘saga’ and ‘sag’ perform well for big datasets.
The second parameter used is ‘multi_class’ with an ‘ovr’ value because it gives optimal
results for binary classification. The C is the third parameter that reduces the chance of
overfitting the model.

3.3.3. Gradient Boosting Machine

GBM proves to be an impressive approach for constructing predictive models. It is
a composite approach that makes a strong predictive model by combing several weak
learning models to reduce the mean square error (MSE) [60]. Bagging algorithms only deal
with high variance, whereas boosting algorithms consider variance and bias in both aspects
and are considered potent in dealing with variance and bias trade-offs [61]. The gradient
boosting algorithm recognizes the infirmities of weak learners by using a gradient in the
loss function. MSE is the average value of the difference between the predicted value and
actual targets from a set of considerations, such as the validation set. The loss function
shows how model coefficients are capable of fitting the underlying data. The gradient
boosting algorithm can be expressed as (13).

Loss = ∑(yi − yp
i )

2 (13)

where yi is the ith targeted value, yp
i is the ith predicted value, and f (yi, yp

i ) is the loss
function.

This study implements GBC with a ‘max_depth’ of 100 and a learning rate of 0.7, indi-
cating that the maximum depth of each tree is 100. Another used parameter ‘n_estimator’ is
set to 300, which shows that GBM combines 300 weak learners to make the final prediction.
Similarly, ‘random_states’ is used with a value of 52, which defines the randomness of
samples during the training phase.

3.3.4. Extra Tree Classifier

ETC is an ensemble learning approach that combines the results of multiple decision
trees to obtain the classification results [62]. The difference between ETC and RF is the
manner of constructing the decision trees in the forest. ETC formulates decision trees
from the original training samples, and each node is provided with random samples
of K features [63], whereas the selection of features is performed through random split
(typically Gini index) and without replacement. This study implements ETC with different
hyperparameters. The parameter ‘n_estimator’ is used with a value of 300, indicating the
number of decision trees to predict the final results. The ‘random_states’ parameter is set
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to 5, which defines the randomness of samples during the training phase. A complete list
of the hyperparameters is given in Table 5.

Table 5. Hyperparameters for the models.

Model Hyperparameters

RF n_estimator = 300, max_depth = 100, random_state = 5

LR Solver = libliner, multi_class= Ovr, C = 3.0

GBM max_depth = 100, n_estimator= 300, random_states = 52

ETC n_estimator = 300, random_states = 5

3.4. Proposed Methodology

We used an Intel Core-i7 11th generation system to implement the proposed method.
The system contains 16 GB RAM and 1 TB SSD with the Windows operating system. We
used Sci-Kit learn and TensorFlow libraries to implement machine learning and deep
learning methods using Python language and a Jupyter notebook.

This study proposes a machine learning-based framework for DoS/DDoS attack
detection. The proposed method for DDoS attack detection is illustrated in Figure 2. A
machine learning-based early detection system is designed to combat DDoS/DoS attacks
at the application layer effectively and collaboratively. In this approach, the network traffic
is obtained from the benchmark dataset for testing and training purposes. In the first step
of experimentation, data are preprocessed by removing null values and converting real
values to integer values. Multiple feature selection techniques are applied to extract the
significant features to train the model. After selecting the significant features from PCA
and SVD, the multi-feature technique is applied to obtain the top 60 features extracted by
applying both feature selection techniques.

PCA

SVD
+

Feature Selection

ETC RF

LRGBM

Accuracy

Precision

Recall

F1 Score

Testing Set
(25%)

Training Set
(75%)

Data Splitting

DDoS Attack

Dataset

Trained
Model

Model TrainingEvaluation Parameters

Figure 2. Flow diagram of the proposed methodology.

After the initial preprocessing, the dataset is split into 75% to 25% for training and
testing. We used 75% of the total dataset for the training of models and 25% for the
testing of models. The performance of the models is evaluated in terms of accuracy,
precision, recall, and F1 score. Accuracy determines the correctness of the model in terms
of correctly classifying attacks. The accuracy score can be computed as the total number of
correct predictions divided by the total number of predictions. Similarly, other evaluation
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parameters such as precision, recall, and F1 score can also be calculated using numbers of
correct and wrong predictions [55,64].

4. Results and Discussion

This section discusses the results of the experiments for DoS/DDoS attack detection.
For this purpose, multiple experiments are performed using the machine learning models
with a dataset comprising application layer DoS/DDoS attacks.

4.1. Results without Feature Selection

In the first set of experiments, machine learning models were applied without any
feature selection technique to classify normal and malicious traffic. A total of 78 attributes
were used for experiments, and results are given in Table 6.

Table 6. Performance of machine learning models using all attributes.

Classifier 25,000 Samples 50,000 Samples

RF 0.993 1.000

LR 0.944 0.949

GBM 0.996 0.998

ETC 0.998 0.999

Results show that tree base ensemble models perform better as compared to linear
models because the linear models only perform well when data is linearly separable.
Increasing the training samples also helps to increase the overall accuracy of models.
Table 6 shows that better accuracy is achieved by training the model using 50,000 data
samples as compared to 25,000 data samples. By increasing training, data samples’ accuracy
score will become refined. Table 7 shows a performance comparison of 50,000 training
samples for individual classes of attacks. RF achieves the highest precision, recall, and F1
score for all classes, while GBM and ETC perform slightly poorly as shown in Figure 3. LR
shows the worst performance, especially when DDoS attacks are considered.

Table 7. Results of machine learning models for individual classes.

Classifier Class Precision Recall F1 Score

RF

Benign 1.00 1.00 1.00

DoS Slowloris 1.00 1.00 1.00

DoS Hulk 1.00 1.00 1.00

LR

Benign 0.95 0.99 0.97

DoS Slowloris 0.92 0.92 0.92

DoS Hulk 0.97 0.92 0.94

GBM

Benign 1.00 1.00 1.00

DoS Slowloris 0.99 0.99 0.99

DoS Hulk 0.99 0.99 0.99

ETC
Benign 1.00 1.00 1.00

DoS Slowloris 1.00 0.99 0.99

DoS Hulk 0.99 1.00 1.00
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ETC RF

GBM LR

Figure 3. Performance comparison using all attributes.

4.2. Performance Using Multi-Features

In the second set of experiments, feature selection techniques such as PCA and SVD
were used to select important features from data samples. By applying feature selection
techniques, learning models improved their results. These techniques also improve the
performance of all learning models, as shown in Tables 8 and 9. The use of multi-features
from PCA and SVD boosted the accuracy score of tree-based ensemble models. The results
of LR also improved.

Table 8. Models’ performance using multi-features from principal component analysis (PCA) and
singular vector decomposition (SVD).

Classifier Features 25 k Samples 50 k Samples

RF Multi-features 0.998 1.000

LR Multi-features 0.950 0.960

GBM Multi-features 0.999 1.000

ETC Multi-features 1.000 1.000

Table 8 shows that the accuracy with all features is lower than PCA + SVD because PCA
and SVD, when used together, provide prominent features, which help the model’s training.
It also shows that feature engineering techniques are valuable for machine learning and
support results optimization. Experimental results show that the ensemble models achieve
the highest accuracy because ensemble models use several decision trees and often perform
better than a single decision tree in the classification process. As mentioned above, this
study has multiple target classes, including ’benign’, ’DDoS’, and ’DoS’, and individual
class accuracy varies, as shown in Table 9. LR shows the worst accuracy regarding DDoS
attack detection, with an accuracy score of 0.92, which is the lowest among all models.
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Table 9. Classification report of each learning model with (PCA + SVD).

Classifier Class Precision Recall F1 Score

RF
Benign 1.00 1.00 1.00

DoS Slowloris 1.00 1.00 1.00

DoS Hulk 1.00 1.00 1.00

LR
Benign 0.99 0.99 0.99

DoS Slowloris 0.92 0.97 0.94

DoS Hulk 0.97 0.92 0.94

GBM
Benign 1.00 1.00 1.00

DoS Slowloris 1.00 1.00 1.00

DoS Hulk 1.00 1.00 1.00

ETC
Benign 1.00 1.00 1.00

DoS Slowloris 1.00 1.00 1.00

DoS Hulk 1.00 1.00 1.00

Figure 4 shows that all machine learning models achieve the best results when trained
using multi-features from PCA and SVD. PCA and SVD provide appropriate features
that play a significant role to optimize the performance of machine learning models. As
compared to other models, RF persistently shows better performance for all classes of
network attacks.

ETC ( PCA + SVD ) RF ( PCA + SVD )

LR ( PCA + SVD )GBM ( PCA + SVD )

Figure 4. Comparison of performance when PCA and SVD are used.
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4.3. Performance Comparison Using Different Features

Besides the experiments without any feature selection and multi-features, experiments
were performed using all the features and individual features from PCA and SVD to
compare the performance with the proposed multi-features. Table 10 shows the importance
of multi-features for attack detection, as it shows the best performance among all the feature
methods used for experiments.

Table 10. Accuracy report of each learning model using different features.

Model
PCA SVD All Features Multi-Features

25 k 50 k 25 k 50 k 25 k 50 k 25 k 50 k

RF 0.991 0.993 0.940 0.948 0.993 1.000 0.998 1.000

LR 0.950 0.951 0.464 0.468 0.944 0.949 0.950 0.960

GBM 0.993 0.990 0.938 0.944 0.996 0.998 0.999 1.000

ETC 0.996 0.996 0.948 0.949 0.998 0.999 1.000 1.000

Results using PCA and SVD features alone show that SVD shows poor results com-
pared to PCA, especially for LR. Using all features also shows better performance; however,
this performance is further improved when multi-features are used, as shown in Figure 5.

It can be observed that PCA gives better results as compared to SVD because PCA
recognizes correlations in data and reduces the redundancy of data by constructing new
smaller features. Applying multi-features from SVD and PCA, all learning models im-
proved their results, and tree-based ensemble learning models obtained 100% accuracy.

Figure 5. Models’ performance comparison using all features techniques.

4.4. K-Fold Cross Validation

A 10-fold cross-validation was performed to show the significance of the proposed
multi-features approach. Results of the 10-fold cross-validation with both 50 k and 25 k
samples are given in Table 11. Results show that tree-based models show significant
accuracy with 10-fold cross-validation with (+/− 0.00) standard deviation, while LR had a
0.96 accuracy score. LR performs better when the number of features is higher as compared
to the number of samples, which is not the case with the current dataset.
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Table 11. Results using 10-fold cross-validation.

Model 25 k 50 k

RF 1.00 (±0.00) 1.00 (±0.00)

LR 0.96 (±0.00) 0.96 (±0.00)

GBC 1.00 (±0.00) 1.00 (±0.00)

ETC 1.00 (±0.00) 1.00 (±0.00)

4.5. Performance of Deep Learning Models

Deep learning models are also deployed in this study for performance appraisal. In
this regard, state-of-the-art CNN-LSTM [65], LSTM [66], CNN [67], and recurrent neural
network (RNN) were deployed for DDoS attack detection. Performance analysis was
carried out using the multi-features for deep learning models’ training using 25 k and 50 k
samples. Results using 25 k samples with multi-features are given in Table 12.

Table 12. Performance of deep learning models using multi-features with 25 k samples.

Model Accuracy Precision Recall F1 Score

CNN 1.00 1.00 1.00 1.00

LSTM 0.991 0.99 0.99 0.99

CNN-LSTM 0.993 0.99 0.99 0.99

RNN 0.991 0.99 0.99 0.99

Results for 50 k samples with multi-features are shown in Table 13. Results show that
models perform well on 50 k samples as CNN achieved the highest accuracy score of 0.994
with 50 k samples and RNN shows poor performance as compared to other deep learning
models with a 0.961 accuracy score. RNN performs poorly as a simple architecture of
recurrent applications which does not perform well on large datasets. However, decreasing
the size of the dataset increases its performance as shown in Table 12. With 25 k samples,
CNN achieves the highest 1.00 accuracy using the multi-features approach while all other
models show a 0.99 accuracy score on average.

Table 13. Performance of deep learning models using multi-features with 50 k samples.

Model Accuracy Precision Recall F1 Score

CNN 0.994 0.99 0.99 0.99

LSTM 0.990 0.99 0.99 0.99

CNN-LSTM 0.993 0.99 0.99 0.99

RNN 0.961 0.96 0.96 0.96

4.6. Computational Complexity of Multi-Features

One objective of this study is to obtain high DDoS attack detection accuracy with
reduced computational complexity. Using all 78 features requires a substantial amount
of time for models’ training, which can be reduced using the multi-features approach
without compromising the performance of models. Table 14 shows the computation time
for each model using 25 k and 50 k samples used with the multi-features technique and
all 78 features. It can be observed that the computational time using all 78 features was
significantly high as compared to the proposed multi-features approach. In addition,
despite using the low number of features, the provided accuracy was higher than using all
78 features.
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Table 14. Computational time for all models.

Model
Multi-Features Multi-Features

25 k 50 k 25 k 50 k

RF 74.00 s 172.00 s 94.20 184.6

LR 38.01 s 71.32 s 47.40 88.1

GBC 5588.12 s 5788.12 s 7023.00 s 8231.0 s

ETC 18.00 s 49.23 s 23.45 s 56.2 s

CNN 338.25 s 575.90 s 431.40 s 723.48 s

LSTM 800.54 s 1105.25 s 1003.00 s 1416.51 s

CNN-LSTM 2109.94 s 2266.99 s 2731.71 s 2915.45 s

RNN 581.69 s 698.00 s 734.55 s 897.04 s

4.7. Comparison with Existing Studies

A performance comparison was carried out with state-of-the-art studies to show
the significance of the proposed multi-features approach for DDoS attack detection. For
comparison, the selected models from the state-of-the-art studies were implemented and
tested using the dataset used in this study. For performance comparison, we selected the
most recent studies that have worked on similar tasks. We implemented the models as per
their given implementation details and performed experiments in the same environment
that was used for the proposed approach. The performance comparison results are shown
in Table 15. The proposed approach is significantly better than existing approaches because
it has simple architecture and shows robust results. We used state-of-the-art methods in
combination with feature selection to obtain high accuracy. As a result, results are good in
terms of both accuracy and efficiency, as most of the models achieved 100% accuracy scores
using multi-features.

Table 15. Comparison with other studies.

Study Year Model Accuracy

[36] 2020 NB 0.985

[34] 2021 LSTM, GRU, CNN, MLP, RF, LR,
KNN

0.998, 0.998, 0.991, 0.998, 0.963,
0.997, 0.999

[37] 2021 MLP, RF Without big data (0.990, 0.999)
With big data (0.993, 0.999)

[38] 2021 LR, BNB, RT, KNN, REPTree 0.996, 0.998, 0.993, 0.998, 0.998

[39] 2021 SVM with RF 0.988

This study 2022
RF, LR, GBM, ETC, CNN,
LSTM, CNN-LSTM, RNN using
(PCA+SVD)

1.00, 0.960, 1.00, 1.00, 0.998,
0.991, 0.993, 0.991

Studies on DDoS attack detection predominantly work on optimizing the models to
boost their performance. On the other hand, this study primarily focuses on selecting
the optimal features for increased attack detection accuracy. The study [36] used NB
for DDoS attack classification, and [34] used both deep learning and machine learning
models, including LSTM, GRU, CNN, MLP, RF, LR, and KNN. The study [39] worked
on an ensemble model and combined SVM and RF to achieve better performance. In
comparison with other studies, the proposed approach outperforms previous studies and
obtains superior results.
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4.8. Discussion

The purpose of the system is to detect a DDoS attack using machine learning. With
increasing DDoS attacks recently, an automated approach is needed to mitigate the risk
of such attacks. The proposed approach has the potential to be used in real-time, as it
is simple and effective and provides robust results. It can be implemented on network
interfaces to detect DDoS attacks. Compared to the existing complicated approach that
requires high computation resources, the proposed approach is more effective regarding
the need for computation resources. Additionally, the provided attack detection accuracy is
high, which provides more security against DDoS attacks. The use of a smaller yet effective
hybrid feature set makes it work faster and better.

An SSL DDoS attack targets the SSL handshake protocol either by sending worthless
data to the SSL server, which results in connection issues for legitimate users, or by abusing
the SSL handshake protocol itself. An HTTP flood DDoS attack also uses HTTP post and
obtains a request to access the server. Since the attacks on application layers are targeted in
this study, attacks on protocols such as HTTP can also be covered by the proposed approach.

5. Conclusions

The internet network has persistently been exploited by DoS/DDoS attacks, and the
number of these attacks have substantially increased over the past few years. Despite
the available advanced and sophisticated attack detection approaches, network security
remains a challenging problem today. This study proposes a machine learning-based
framework to detect DDoS/DoS attacks at the application layer by using multi-features.
For multi-features, the best features from PCA and SVD are extracted to obtain superior
performance. Extensive experiments are carried out using LR, RF, GB, ETC, as well as,
CNN, LSTM, CNN-LSTM, and RNN models using different dataset sizes and different
features. Experimental results indicate that PCA features tend to show better performance
as compared to SVD features. Despite the results being better with using all features,
multi-features help optimize the models’ performance. The RF model outperforms all
other models by obtaining 100% accuracy when used with multi-features. On average,
the tree-based ensemble models show better performance than linear models. This study
shows excellent results, yet has several limitations. First, the approach is tested on a single
dataset and requires further experiments regarding attacks on other layers. Second, the
impact of dataset size is not investigated. Increasing the size might produce better results
for deep learning models. Third, the influence of feature set size is also not analyzed, which
we intend to perform in future work.
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Abbreviations
The following abbreviations are used in this paper.

Acronym Detailed
DDoS Distributed Denial of Services
DNS Domain Name System
DT Decision Tree
ETC Extra Trees Classifier
GBM Gradient Boosting Machine
GE Generalized Entropy
GID Generalized Information Distance
GRU Gated Recurrent Unit
HTTP Hypertext Transfer Protocol
IDS Intrusion Detection System
KNN K-Nearest Neighbour
LR Logistic Regression
LSTM Long Short Term Memory
MLP Multilayer Perceptron
NB Naive Bayes
PCA Principal Component Analysis
RF Random Forest
RNN Recurrent Neural Networks
SVD Singular Value Decomposition
SVM Support Vector Machine
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