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Abstract: Persistent Organic Pollutants (POPs) are toxic and difficult to degrade, which will cause
huge damages to human life and the ecological environment. Therefore, based on historical mea-
surements, it is important to use intelligent methods and data analysis technologies to build an
intelligent prediction system to accurately predict the future POPs concentrations in advance. This
work has extremely important significance for policy formulation, human health, environmental
protection and the sustainable development of society. Since the POPs concentrations sequence
contains both linear and nonlinear components, this paper proposes an intelligent data analysis
system combining autoregressive integrated moving average (ARIMA) and long short-term memory
network (LSTM) to analyze and predict the POPs concentrations in the Great Lakes region. ARIMA
is used to capture linear components while LSTM is used to process nonlinear components, which
overcomes the deficiency of single models. Moreover, a one-class SVM algorithm is used to detect
outliers during data preprocessing. Bayesian information criterion and grid search methods are also
used to obtain the optimal parameter combinations of ARIMA and LSTM, respectively. This paper
compares our intelligent data analysis system with other single baseline models by using multiple
evaluation indicators and finds that our system has the smallest MAE, RMSE and SMAPE values on
all datasets. Meanwhile, our system can predict the trends of concentration changes well and the
predicted values are closer to true values, which prove that it can effectively improve the precision
of prediction. Finally, our system is used to predict concentration values of sites in the Great Lakes
region in the next 5 years. The predicted concentrations present a large fluctuation trend in each year,
but the overall trend is downward.

Keywords: data analysis; time series; LSTM model; ARIMA model; concentration prediction

1. Introduction

Persistent organic pollutants (POPs) are natural or artificially synthesized, difficult
to degrade, toxic, bio-accumulative, and can migrate long distances in the atmospheric
environment and deposit in remote polar regions of the earth, which is critically harmful
to human health and the ecological environment. POPs are widespread all over the
world, and the United Nations Environment Programme (UNEP) regards them as “one
of the biggest environmental challenges facing the world.” Because they are more severe
and more complicated than other conventional pollutants, POPs have always been a hot
spot in environmental scientific research [1]. Acquiring accurate and timely predicted
concentrations in air, soil and water in advance in any country is extremely useful for
political decision making, human health, environmental protection and the sustainability
of society. Many countries have established POPs monitoring sites [2]. The research
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area of this article comes from one of the POPs monitoring projects called the Integrated
Atmospheric Deposition Network (IADN) [3] of the Great Lakes in North America.

With the development of sensor networks [4–6] and the Internet of Things (IoT) tech-
nology, billions of sensors and devices are connected to the network and generate large
amounts of data [7]. IADN is a comprehensive pollutants concentration monitoring site in
the Great Lakes region. It is an important and meaningful application of IoT technology in
the field of ecological environment, in which the monitoring devices cooperate with each
other to jointly measure and analyze pollutant concentrations. Moreover, the IADN is a
successful case of an intelligent communication system (ICS). For the ICS, the predecessors
have also made unremitting efforts [8], and many popular data processing technologies,
including data mining, machine learning, data fusion and so on, can be used to build and
optimize ICS. Yao et al. [9] studied the privacy protection of sensor networks. Wu et al. [10]
studied the collection of continuous data sets and proposed a structure fidelity data col-
lection (SFDC) framework, where lots of active sensor nodes are cut with the strategy of
analyzing the spatial correlation between them.

The IADN has been measuring the concentrations of persistent toxic chemicals in the
air and precipitation in the Great Lakes since 1990 and over a million concentration mea-
surements of POPs have been made. Although physics-based models and measurements
often produce good results, the construction and application of these physical models
require expensive manpower, materials and financial resources. On the other hand, physics-
based measurement methods can only obtain current results, not future results. Today is
an era of big data, and intelligent data analysis (IDA) [11] is widely used to solve various
problems in life including climate change, habitat loss, education and health care and
so on. IDA is an interdisciplinary field that refers to the comprehensive application of
effective data acquisition, data analysis, artificial intelligence, high-performance computing,
mathematics, statistics, and engineering methods to discover knowledge from massive
data. IDA helps scientists turn data into knowledge, and optimizes the trade-off between
data quality and quantity. Hence, this paper proposed an intelligent data analysis system,
rather than traditional physics-based models, to mine the hidden relationships between
sequence data and predict the future concentration values in advance. This work has
positive significance for policy formulation, human health, environmental protection and
the sustainable development of society. If it is predicted that the concentration in a certain
month or a certain year in the future will be at a high level, then the government can take
some interventions in advance, and individuals can also take protective measures.

The observed values of POPs concentrations are typical time series data. Developed
by Box and Jenkins in the 1970s, the autoregressive integrated moving average (ARIMA)
model [12] is one of the most noted univariate models for time series. However, the most
obvious defect of ARIMA is that it only captures linear relationships and not nonlinear
relationships. Recently, intelligent methods such as machine learning and deep learning
techniques have made great strides due to the improvement in computing power. They
have begun to be developed from laboratory research to practical application, and have
generated considerable economic benefits. These methods have made major breakthroughs
in computer vision [13], natural language processing [14] and other fields [15,16], and they
are also powerful and effective tools for time series analysis and forecasting. The most
famous models are the recurrent neural network (RNN) and its variants such as gated
recurrent units (GRU) and long short-term memory network (LSTM) which are good at cap-
turing nonlinear relationships. Considering POPs concentration data include both complex
linear and nonlinear relationships, an individual model cannot model them fully. Based
on intelligent methods, this paper proposes to build an intelligent data analysis system
combining ARIMA and LSTM to intelligently analyze and predict the POPs concentration
values in the Great Lakes. For the purpose of making experimental data representative,
the monitoring data of Chicago belong to an urban site, Point Petre to a rural site and
Eagle Harbor to a remote site, which are each selected, respectively. This paper focuses
on the total concentrations sequence of PCBs (called Suite PCBs) in the vapor phase of
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these three monitoring sites. The main contributions of this paper are as follows: (1) This
paper puts forward an intelligent data analysis system combining ARIMA and LSTM for
POPs concentrations prediction, in which the ARIMA model is used to obtain the linear
components and LSTM is used to perceive nonlinear components, which can model two
relationships simultaneously and overcome the deficiency of single models. (2) For improv-
ing the robustness of the system, the one-class SVM (OCSVM) method is used to detect the
outliers of the POPs concentration sequence before the experiment, and then these outliers
are processed. (3) The Bayesian Information Criterion (BIC) is used to acquire the optimal
parameter values of the ARIMA model and the grid search method is used to obtain the
optimal parameter combinations of neural network models, which overcome the problem
of poor modeling performance caused by improper parameter selection. (4) Comparing
our proposed intelligent system with other baseline models on MAE, RMSE and SMAPE
indicators, we find that our system can achieve the best predictive performance. (5) Our
intelligent data analysis system is used to predict and analyze the POPs concentration
values of monitoring sites in the Great Lakes region in the next 5 years and the results
are instructive.

The rest of this paper is organized as follows. Section 2 briefly introduces the related
researches of time series prediction. Section 3 presents the structure of our intelligent data
analysis system and explains each part of the model at length. Section 4 demonstrates the
experimental procedures and analyzes performance. Finally, Section 5 draws the main
conclusions of this work and future expectations.

2. Related Work

Data analysis [17] is driven by data, adopting specific methods to summarize, under-
stand and digest the acquired data, so as to develop data functions to a greater extent and
utilize the value of data. Data analysis has extensive application prospects, including data
exploration, data dimension reduction, classification, clustering, prediction and other fields
concerned with data [18–20]. Among them, data prediction is the problem of quantitative
data, through exploring and discovering the trend or regulation of known data, so as to
make reasonable predictions about future situation.

The prediction problem has always been a hot research topic in various fields. Many
scholars have made persistent explorations on it. Guo et al. [21] used BP neural network
(BPNN) and particle swarm optimization (PSO) to model an energy-saving multisource
temporal data to predict the future values. Yin et al. [22] proposed a new collaborative location-
based regularization framework (Colbar) to solve the issue of personalized QoS prediction.

In the field of forecasting, one of the most popular research fields is time series
forecasting. Different from other forecasting problems, an obvious feature of time series is
that the data changes with time. Usually, time series data refers to data in a broad sense,
including numerical data, audio data, video data and so on. The POPs concentrations
sequence data studied in this paper are a set of numerical data that change over time.

POPs pose a great threat to human beings and ecological environment, and they have
always been the focus of research by environmental scientists from all over the world. They
want to identify the sources of POPs in a certain area and understand its concentrations
change trend like halving times and spatial distribution. Matt et al. [23] found that the
gas-phase PCBs concentrations were influenced by both temperature and time factors.
Chicago, located in urban areas, was affected by short-range transport, while other remote
sites were affected by long-range transport. Sun et al. [24] adopted the data analysis method
of constructing a time-dependent function to fit the monthly concentration of total PCBs
and analyzed the temporal trend. The study found much higher PCB concentrations in
both precipitation and the gas phase at Chicago compared to Sleeping Bear Dunes. And
Chicago was a gathering place of PCBs to the Great Lakes. Hites [25] compared the rate of
changes in measurements with an earlier or later time and thus proved the effectiveness
of the Stockholm Convention. Venier et al. [26] carried out researches to determine the
rate and the time of compounds concentrations take to decrease. Zhao [27] conducted
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researches on the concentrations of POPs in Arctic and Great Lakes, and established the
data linkage between concentrations and climate change, so as to analyze the changing
trends of POPs from multiple aspects. Yuan [28] studied the factors of the distribution of
each compound between the two phases from the perspective of molecular structure and
constructed the quantitative structure-property relationship (QSPR) prediction model to
analyze the molecular mechanism. Dien et al. [20] performed a large scale of panel data
analysis of POPs in the air in Japan and found numerous external factors affecting POPs
distribution. In addition, some scholars have done lots of analysis and researches on other
characteristics of POPs [29,30].

However, previous studies usually analyze the experimental results from a perspective of
statistical approaches or chemical molecules. Recently, with the development of computational
intelligence, many advanced and intelligent methods [31] have been applied to solve time
series problems. Zhu et al. [32] built seven machine learning algorithm models to predict
PDMS-air partition coefficient, which can help researches better understand the distribution
behavior of POPs. Das et al. [33] predicted the condition of specific area with a probabilistic
approach based on fuzzy Bayesian network, which took consideration of spatial-temporal
relationships between climate factors. Mellit et al. [34] predicted the meteorological condition
in short-term range with least squares support vector machine (LS-SVM), and many compara-
tive experiments were conducted with artificial neural networks. Also, the most basic and
frequently used model is ARIMA model [12] which is the most powerful tool for modeling
linear sequence data. Wang et al. [35] constructed an intelligent model with ARIMA to analyze
the temporal and spatial trends of POPs in the Great Lakes. Ha et al. [36] constructed the
ARIMA model to predict the spread of COVID-19.

However, the most obvious defect of ARIMA is that it supposes time series contain
only linear components and it is insufficient for modeling nonlinear relationships. With the
development of deep learning technologies, neural network-based methods are introduced
into time series forecasting, which are powerful tools to model nonlinear relationships
between sequences. Zhao et al. [37] developed an RNN model based on a nonparametric
deep learning algorithm to predict air concentrations of PAH at high Arctic monitoring
stations monthly. Compared with traditional atmospheric transport models, this model
showed higher prediction accuracy. Abbasimehr et al. [38] used LSTM network, selecting
hyperparameter with grid search, to forecast demand. And many other baseline models
were trained to make comparisons with this model. Wu et al. [39] used several single
intelligent models to model POPs concentrations in Great Lakes and found that the LSTM
model achieved the best performance.

Since actual time series data is always complex and diverse, modeling with a single
model often cannot fully capture the complex relationships between them. Through a
large amount of literature researches, it is found that many scholars will merge two or
more basic models together, and each model has its own applicable conditions, so that a
complementary advantage is formed between the hybrid model, which can make up for the
shortcomings of a single model. Phan et al. [40] combined many statistical machine learning
models with ARIMA to predict water level and compared the performance of different
single and combined models. Xu et al. [41] incorporated the ARIMA and RNN to predict
water level, which took both linear and nonlinear components into account rather than
simple addition. Kim et al. [42] combined CNN and LSTM to forecast the consumption of
housing energy, which can cover spatial and temporal features simultaneously. Ye et al. [43]
constructed a combined attention-based LSTM to predict the demand of online car-hailing
in the short term, which considered the temporal, spatial and weather factors. Fang
et al. [44] proposed a prediction model based on temporal-spatial similarity LSTM in order
to select more effective data at the temporal and spatial level. Li, Y et al. [45] proposed
an evolution-based modes that applied attention mechanisms to LSTM networks. And
this model used a method similar to biological evolution to perceive different importance
of sub-window feature. Liang et al. [46] applied multi-level attention mechanism in the
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model, including spatial attention and temporal attention. And the performances on air
quality and water quality datasets were excellent than other nine baseline models.

In this paper, applying intelligent methods and data analysis technologies, an intelli-
gent data analysis system is proposed to analyze and predict the concentrations of POPs in
Great Lakes region. Because the concentrations sequence consists both linear and nonlinear
components, single model cannot model both of them sufficiently, so this paper uses two
baseline models, ARIMA and LSTM, to construct an intelligent system. In our system, the
ARIMA model is used to capture linear components of sequence and the LSTM model is
used to capture nonlinear components. Our system achieves good prediction performance,
and this work is significant to policy formulation, human health, ecological environmental
protection and sustainability of society.

3. Our Proposed Intelligent System

Since the POPs concentrations sequence contains both linear and nonlinear compo-
nents, in order to model and analyze these two components at the same time, this paper
uses intelligent methods to construct an intelligent data analysis system combining ARIMA
and LSTM. This system consists of four parts, namely, preprocessing, obtaining a linear
predicted value of ARIMA, obtaining a nonlinear predicted value of the residual and
obtaining the final POPs concentration predictions. At the same time, several baseline
comparison models will be introduced in the first subsection.

3.1. Baseline Models
3.1.1. ARIMA Model

The autoregressive integrated moving average model (ARIMA) [12] is a combination
of AR(p), MA(q) and d, where p is the number of past values that are used for predicting
future values, d is the number of differences and q represents the number of lagged forecast
errors taken into consideration. The ARIMA(p,d,q) can be represented as

y(t) = c +
p

∑
i=1

αi × y(t − i) + ε(t) +
q

∑
i=1

βi × ε(t − i) (1)

where y(t) is the actual value at time t, c is the constant, αi is the autoregressive parameters,
ε(t) is the white noise at time t, and βi is the moving average coefficients.

3.1.2. RNN Model

The recurrent neural network (RNN) [47] is one of the most famous models for time
series problems. In an RNN network, calculation results are mutually dependent, and
an RNN will add the former processing results to current calculation. This means that
the results of the previous hidden layer will work with the input of the current layer to
determine the output of the current layer. The structure of a typical RNN is shown in
Figure 1. However, RNN also has shortcomings. When the sequence is too long, problems
such as gradient disappearance and gradient explosion may occur when training the RNN
model, which will greatly limit the prediction accuracy of the model.
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3.1.3. LSTM Model

Proposed by Hochreiter Schmidhuber in 1997, the LSTM network [48] is a variant
of RNN. Compared with traditional RNN model, it reduces the problem of gradient
disappearance by constructing a special neural unit structure, so that the network can use
long-distance context information and store knowledge for a long time.

Figure 2 shows the structure of LSTM. The most distinctive feature of LSTM is the
usage of gate mechanisms, including a forget gate, input gate and output gate. The input
sequence is X = (x1, x2, . . . xT) and then a series of nonlinear mapping functions will be
executed and the formulations are as follows

ft = σ(W f hht−1 + W f xxt + b f ) (2)

it = σ(Wihht−1 + Wixxt + bi) (3)

ot = σ(Wohhh−1 + Woxxt + bo) (4)

st = ft ∗ st−1 + it ∗ tanh(Wshht−1 + Wsxxt + bs) (5)

ht = ot ∗ tanh(st) (6)

where ht−1 is the previous hidden state, xt is the current input and σ(·) represents the
activation of sigmoid. In addition, ft is the forget gate state, it is the input gate state, ot is
the output gate state, and st is the memory cell state. Simultaneously, W f , Wi, Wo, Ws and
b f , bi, bo, bs are parameters to learn.
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3.2. Our Proposed Intelligent System Combining ARIMA and LSTM

Most sequence data in real life involves linear and nonlinear constituents simulta-
neously, rather than a single constituent. An individual model is not enough to capture
complicated relationships between sequences at the same time. Therefore, for the purpose
of solving this problem and constructing an accurate system for the POPs concentrations
prediction of the Great Lakes, this paper uses intelligent methods to construct an intelligent
data analysis system combining ARIMA and LSTM. The architecture of our system is
illustrated in Figure 3.

Step 1: Data preprocessing. Before building a system, data preprocessing must be
performed on the original data. The quality of data preprocessing will directly affect the
performance of the subsequent steps. Our experimental data are derived from the sampling
data of POPs concentrations of sites in the Great Lakes region. Usually, due to sampling
instrument failure or operator error, there may be abnormal values in the concentration
sequence. At this step, abnormal values must be detected and processed. The detailed data
preprocessing process will be illustrated in Section 4.2.
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Step 2: Construct the optimal ARIMA model. Bayesian Information Criteria (BIC) are
used to obtain the optimal parameter values of ARIMA. Since the ARIMA model is good at
modeling linear relationships, and the linear predictions can be acquired via this ARIMA
model, then the nonlinear residual sequence can be gained correspondingly, according to
the following formula

et = xt − L̂t (7)

where xt is the POPs concentration value, L̂t is the linear predicted value and et is the
residual error.

Step 3: Construct the first LSTM network to predict the residual sequence. This paper
takes the nonlinear external environmental factors such as year, month and season into
account. These factors may play an important role to concentration values. After processing,
the format of data can be presented by

x̃t = (et, d1, d2, · · · dL) (8)

where dl is the external factor. Then, the training data and label data are as follows, and
they will be fed into the first LSTM network.

trainX =


x̃1 x̃2 . . . x̃t
x̃2 x̃3 . . . x̃t+1
...

...
...

...
x̃n−t x̃n−t+1 · · · x̃n−1

 (9)

trainY =


et+1
et+2

...
et+3

 (10)
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Furthermore, the optimal parameters of LSTM will be obtained by a grid search,
and the nonlinear mapping relationships will be captured between the residual errors
and external environmental factors. Then, this model will generate a nonlinear residual
prediction sequence Nt.

Step 4: Construct the second LSTM network to perceive the mapping relationships
between the linear predicted values, nonlinear predictions and true values. The training set
is defined by

trainX =


L1 N1
L2 N2
...

...
Ln Nn

 (11)

trainY =


x1
x2
...

xn

 (12)

This LSTM network will work effectively and generate the final POPs concentrations
predictions.

The pseudo-code of our system is presented in Algorithm 1, and the algorithm flow is
consistent with the following steps. Firstly, the stationarity of the input series is tested to
obtain the value of d of the ARIMA model, and then p and q values are obtained through
BIC criterion. The ARIMA model is constructed to obtain linear predictions and residuals.
Then, external environmental factors are introduced to construct the first LSTM model
to obtain nonlinear residual predictions. Finally, the second LSTM model is constructed
to obtain the final POPs concentration predictions. In the pseudo-code, the sequential()
method is used to construct a sequential model, the add() method is used to add layers to
model, the compile() method is used to compile the built model, the fit() method is used to
train data and the predict() method is used to obtain the predictions of the model.

Algorithm 1. Description of algorithm of our system.

Input: x is concentration sequence
Output: predicted values

# Obtain linear predictions from ARIMA model
ADF(x)

d = 0
while x is not stationary do
x = diff(x)
d = d + 1
end while

for p in range(1,pmax + 1)
for q in range(1,qmax + 1)

model = ARIMA(x,(p,d,q))
BIC = bic(model)

end for
end for
p,q = Minindex(BIC)
model = ARIMA(x,(p,d,q))
L, e = model.predict() # linear predictions and residuals
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Algorithm 1. Cont.

# Obtain residual predictions from the first LSTM
training_set = create_datasets(e,x,d) # d is external factors
op = get the optimal hyperparameter using grid search
model1 = Sequential()
model1.add(LSTM(op))
model1.compile(loss = ’mse’, optimizer = ’adam’)
model1.fit(training_set)
N = model1.predict() # residual predictions

# Obtain the predictions from the second LSTM
training_set1 = create_datasets(N, L)
op1 = get the optimal hyperparameter using grid search
model2 = Sequential()
model2.add(LSTM(op1))
model2.compile(loss = ’mse’, optimizer = ’adam’)
model2.fit(training_set1)
model2.predict() # predictions

4. Experiments and Performance Analysis
4.1. Datasets

IADN is a collaborative bi-national network of stations that monitor concentrations of
persistent toxic chemicals in the phase of air and precipitation in the Great Lakes. Therefore,
the data is official, convinced and has extremely high value for research. There are seven
monitoring stations in total, Eager Harbor, Brule River, Sleeping Bear Dunes, Sturgeon
Point, Point Petre and two satellite stations located in Chicago and Cleveland. These
seven sites can be divided into three categories, namely urban sites, rural sites and remote
sites. In order to make the experimental data more representative, the monitoring data
of Chicago belonging to an urban site, Point Petre belonging to a rural site and Eagle
Harbor belonging to a remote site are selected respectively. Moreover, several POPs such
as polychlorinated biphenyls (PCBs), organochlorine pesticides (OCs), polycyclic aromatic
hydrocarbons (PAHs) and so on were monitored and analyzed at the fixed frequency at
these stations. In this paper, we focus on total PCBs concentrations (called Suite PCBs), one
of the toxic substances, mainly in vapor phase. Figure 4 is the visualization result of raw
data of the Suite PCBs of seven sites. Table 1 details the selected datasets in this paper.

4.2. Data Preprocessing

It can be seen from Figure 4 that the concentrations of PCBs at certain points are
abnormally high or low compared to other values, and these points are outliers [49].
Abnormal data, known as outliers, refer to data points that exist in a data set but do
not conform to the overall law. In time series data, if the data suddenly change at a
certain moment, the data point is likely to be an outlier. If the outliers are not processed
reasonably, the accuracy of system will be decreased to a certain extent. Therefore, in the
preprocessing stage, performing anomaly detection and fixing outliers are very important.
Time series anomaly detection algorithms include statistics-based, distance-based, density-
based, cluster-based and tree model-based algorithms. Each algorithm of these categories
has their own advantages and disadvantages and is applicable to different scenarios.
Patil et al. [50] used PCA for feature extraction to achieve the effect of dimensionality
reduction, and then used bidirectional generative adversarial network to detect abnormal
network traffic. Binbusayyis et al. [51] adopted an unsupervised deep learning approach,
which combined convolutional autoencoder and one-class SVM (OCSVM) for intrusion
detection. OCSVM [52], an extension of SVM, is a binary classification method, which
is trained using only samples from one class, so it is suitable for unlabeled data. The
maximum margin separation between the training points and the original can be found
through training, and then the corresponding model can distinguish whether the new data
point is a normal value or an outlier. At the same time, the isolation forest [53] is also a
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commonly used and unsupervised anomaly detection algorithm based on the ensemble
method. It requires less time and memory, but it is only sensitive to global outliers, that is
to say, it is bad at detecting local outliers. One-class SVM can greatly improve the precision
of anomaly detection in the case of small samples, unbalanced sample classification, and
supposes no assumptions about data distribution. In view of above discussions, this paper
uses the OCSVM method to detect the anomalies of POPs concentration values. Then we
use the average sampling concentration in the previous one month to replace this abnormal
value. This approach is simple, efficient and can guarantee the authenticity of data to a
certain extent.
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Table 1. Details of experimental datasets.

Site Period Frequency Number of Samples Site Type

Chicago 1996–2016 12 days 574 urban site
Eagle Harbor 1990–2016 12 days 744 remote site

Point Petre 1998–2016 24 days 257 rural site
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In order to be more suitable for training and prediction of subsequent models, this paper
adopts the resampling method to handle data after abnormal processing. Resampling is a
commonly used data processing method in statistics [54], which means further processing the
current data samples so that the application requirements can be met. Resampling methods
in time series domain is the process of converting sequence data from one frequency to
another. Converting high-frequency data to low-frequency data is down-sampling, and the
reverse is up-sampling. The concentration data were sampled every 12 or 24 days. In order to
analyze and predict data more clearly and intuitively, this paper uses down-sampling method
to convert the concentration data after abnormal processing into monthly frequency data.
That means the average concentration of all sampled values within a month is taken as the
concentration value of that month. The results of anomaly detection, processing outliers and
resampling monthly in Chicago, Eagle Harbor and Point Petre sites are shown in Figure 5.
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4.3. Parameter Tuning

Optimal parameter combination can often greatly improve the performance of model,
so it is often essential to look for the optimal parameter combination. The parameter
selection process of all models will be introduced in the following subsections.



Electronics 2022, 11, 652 12 of 22

4.3.1. Parameter Setting for ARIMA

For the ARIMA model, parameters p, d and q should be determined.

• Determine the value of d. Augmented Dickey Fuller (ADF) test [55] is applied to test the
stability of concentration sequence. The essence of ADF test is to judge whether the se-
quence has a unit root. If sequence is stationary, there is no unit root. If the p-value > 0.05,
we cannot reject the null hypothesis (H0) and the sequence has a unit root. Then the sub-
sequent difference operation must be performed. The ADF test was applied to Chicago,
Eagle Harbor and Point Petre, respectively, and the results are shown in Table 2. If the
ADF statistic value is less than the corresponding Critical Value, then there are, corre-
spondingly, 99%, 95% and 90% probability of rejecting the null hypothesis. However,
this paper uses the p-value to determine the value of d. The p-value of Chicago is 0.646,
which is greater than 0.05, so a difference operation is required. Similarly, the p-value of
Eagle Harbor is 0.363, which is also larger than 0.05, and a difference operation is also
required. However, the p-value of Point Petre is 0.001, which is smaller than 0.05, and
this series is stationary without difference operation.

• Determine the parameter order of p and q. The values of p and q are preliminarily
determined according to their respective ACF and PACF graphs [55], and then BIC
method [56] is used to choose the best parameter order, obtain the minimum value of
BIC, and then the corresponding values of p, q are determined.

• Model evaluation. The test of model is mainly carried out from the following two
aspects: Firstly, using the QQ chart [55] to test whether the residual is normally dis-
tributed. It can be seen from Figure 6 that the residuals of ARIMA model on the three
datasets conform to the normal distribution. Secondly, the D–W (Durbin–Watson) [57]
method is used to evaluate the auto-correlation of residuals. The corresponding D–W
values are 2.0078, 2.0012, and 1.9988, respectively, which are all close to 2. Hence, there
is no auto-correlation of residuals. Finally, the model for Chicago is ARIMA (8,1,3),
Eagle Harbor is ARIMA (5,1,3), Point Petre is ARIMA (4,0,2).
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Table 2. ADF test.

Chicago Eagle Harbor Point Petre

ADF Statistic −1.263 −1.835 −4.019
p-value 0.646 0.363 0.001

Critical Value 1% −3.458 −3.452 −3.462
Critical Value 5% −2.874 −2.871 −2.875

Critical Value 10% −2.573 −2.572 −2.574

4.3.2. Parameter Setting for RNN and LSTM

With the development of deep learning, neural networks have become the latest meth-
ods to solve time series problems in recent years. However, obtaining good performance
with neural networks is a little difficult, as it involves combinatorial optimizations of hy-
perparameters, and different hyperparameter values will exert disparate impacts on model
performance. There are several important hyperparameters in time series model, i.e., the
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number of time steps, the number of hidden layers, the number of units of each hidden
layer (we set the same units for each layer), batch size and epoch size. To approximate the
best performance of model, this paper applies grid search method that is a simple and easily
used method to select optimal parameters. The hyperparameters and the search space we
tuned are in Table 3. For each combination of hyperparameters, a specified network is
trained, and the optimizer is Adam algorithm [58]. Furthermore, the Mean Square Error
(MSE) is set as the loss function for all models. The index for selecting the optimal model is
Root Mean Square Error (RMSE).

Table 3. Hyperparameters and their specific search space.

Hyperparameter Search Space

Time step (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)
The number of hidden layers (1, 2, 3)

The number of units (8, 16, 32, 64, 128)
Batch size (1, 4, 8)
Epoch size (50, 100, 150, 200)

According to the search space of each hyperparameter in Table 3, the RNN and LSTM
models are established, respectively, and the hyperparameters are optimized by grid search
method. The datasets of Chicago, Eagle Harbor and Point Petre are used to train each
model. After extensive experiments, the optimal hyperparameter combinations of RNN
and LSTM model on three datasets are obtained, and the results are in Table 4.

Table 4. The optimal hyperparameter combination of RNN and LSTM model on three sites.

Hyperparameter
Chicago Eagle Harbor Point Petre

RNN LSTM RNN LSTM RNN LSTM

Time Step 8 6 5 5 4 4
The number of hidden layers 1 2 2 2 2 1

The number of units 32 16 8 32 32 64
Batch size 11 1 1 1 1 1
Epoch size 100 50 100 200 100 150

4.3.3. Parameter Setting for Our System

The core parts of our intelligent data analysis system are two LSTM networks. The first
LSTM network is used to predict nonlinear residual value while adding external nonlinear
factors. The second LSTM is used to model linear ARIMA predicted values, nonlinear
residual predicted values and true values, and then the final predicted values of our system
will be obtained. In Section 4.3.1, the linear prediction values on Chicago, Eagle Harbor
and Point Petre datasets have been obtained through ARIMA model, and then the residual
values can be obtained by subtracting the linear predictions from true values. Similarly,
the optimal hyperparameters of the two LSTM model of our system are obtained by grid
search method. The results of hyperparameter selection are shown in Table 5.

4.4. Performance Analysis

To prove the forecasting power of our system, it is compared with three baseline
models, namely, ARIMA, RNN and LSTM. The concentration of Suite PCBs at three sites
(Chicago site, Eagle Harbor site and Point Petre site) are fitted with these four models.
Many experiments are conducted to optimize and train these models. The datasets are split
into training set (80%) and testing set (20%) and the performances are separately illustrated
as follows.
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Table 5. Optimal hyperparameter combination of our system on three sites.

Hyperparameter
Chicago Eagle Harbor Point Petre

The First
LSTM

The Second
LSTM

The First
LSTM

The Second
LSTM

The First
LSTM

The Second
LSTM

Time Step 6 6 4 5 4 6
The number of hidden layers 2 1 2 3 2 2

The number of units 8 32 16 8 64 8
Batch size 1 1 1 1 1 1
Epoch size 100 50 100 150 50 50

4.4.1. Evaluation Metrics

For the purpose of analyzing the performance of our system, scientific and effective
evaluation criteria should be applied correctly. This paper uses multiple evaluation criteria
to estimate the prediction model, including:

Mean Absolute Error (MAE)

MAE =
1
N

N

∑
i=1

∣∣∣ỹi
t − yi

t

∣∣∣ (13)

Root Mean Square Error (RMSE)

RMSE =

√√√√ 1
N

N

∑
i=1

(ỹi
t − yi

t)
2 (14)

Symmetric Mean Absolute Percentage Error (SMAPE)

SMAPE =
100%

N

N

∑
i=1

∣∣ỹi
t − yi

t
∣∣

(
∣∣ỹi

t
∣∣+ ∣∣yi

t
∣∣)/2

(15)

where ỹi
t is predicted value, yi

t is actual value and N is the number of samples. All of these
indices are widely used in regression tasks. Smaller RMSE and MAE represents better
performance, and if SMAPE value is closer to 0, the model’s effect is better.

4.4.2. Chicago Result

Table 6 shows the results of MAE, RMSE and SMAPE of each model on training set
and testing set of Chicago site. On the testing set, the MAE value of RNN model is 139.434,
the RMSE value is 166.979 and the SMAPE value is 0.207. Compared with ARIMA and
LSTM model, RNN model has better prediction performance. However, our proposed
system still shows better prediction accuracy than RNN model. Compared with single
model, our proposed system in this paper has the smallest MAE, RMSE and SMAPE on
both training set and testing set. The visualization results of predicted values of PCBs
concentrations on testing set are shown in Figure 7. It can be noted that the prediction effect
of our system is the best. It can not only predict the change trends of PCBs concentrations,
but also fit the real concentrations well. The prediction effect of RNN is second and LSTM
is the worst.
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Table 6. Comparison of index values of each model on Chicago dataset.

Method
Training Set Testing Set

MAE RMSE SMAPE MAE RMSE SMAPE

ARIMA 384.961 533.994 0.324 166.580 199.353 0.319
RNN 376.999 526.746 0.185 139.434 166.979 0.207
LSTM 392.453 549.771 0.358 201.262 242.328 0.323

Our System 205.010 350.325 0.104 110.279 143.914 0.102
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4.4.3. Eagle Harbor Result

Table 7 presents the index values of each prediction model on Eagle Harbor dataset,
and Figure 8 shows the fitting curve of each model on testing set. Figure 8 shows a
phenomenon that, at the beginning, ARIMA and RNN model have perfect prediction effects,
but, over time, the prediction curve of RNN fluctuates greatly. The reason accounting for
this phenomenon may be that the relationship between sequence is over-captured. The
ARIMA model also cannot predict the change trends of concentrations sequence very well.
The reason is that it only learns linear relationships between data. The LSTM model can
predict the long-term change trend well, but there is also a certain gap with true values. In
comparison, our system shows the best performance in terms of predicting change trend
and concentration values. Additionally, our intelligent system has the smallest MAE, RMSE
and SMAPE on both training set and testing set. All of these show that our system can still
predict well after a period of time.

Table 7. Comparison of index values of each model on Eagle Harbor dataset.

Method
Training Set Testing Set

MAE RMSE SMAPE MAE RMSE SMAPE

ARIMA 26.343 38.953 0.306 5.613 6.667 0.249
RNN 27.116 46.047 0.373 7.889 10.425 0.297
LSTM 20.377 30.139 0.168 9.88 9.75 0.112

Our System 15.444 20.198 0.084 4.013 5.667 0.092
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4.4.4. Point Petre Result

The sampling period of Point Petre was from 1998 to 2016. From the original concen-
trations diagram in Figure 4, it can be observed that the total concentrations of PCBs in this
area have been at a low level. Table 8 shows the predictive performance of each model on
dataset. Figure 9 shows the prediction curve of each model on testing set. Figure 9 shows
the phenomenon that ARIMA model exhibits the worst fitting effect and has the highest
values on MAE, RMSE and SMAPE indicators. From the fitting curve in Figure 9 and index
values in Table 8, it can be seen that RNN and LSTM model have similar fitting effects, and
both can accurately predict the change trends of concentrations. However, our system has
the best predictive performance. On the testing set, its MAE is 10.421, RMSE is 14.726 and
SMAPE is 0.087. Additionally, our system can not only predict the trend of concentrations
change, but its predictions are very close to the true values. This proves that our system
can capture the linear and nonlinear relationships between sequences well, which shows
better performance than a single linear or nonlinear model.

Table 8. Comparison of index values of each model on Point Petre dataset.

Method
Training Set Testing Set

MAE RMSE SMAPE MAE RMSE SMAPE

ARIMA 56.494 93.632 0.272 36.530 48.686 0.299
RNN 47.305 65.827 0.208 23.981 29.490 0.173
LSTM 47.032 70.649 0.206 18.975 23.196 0.161

Our System 29.939 44.221 0.105 10.421 14.726 0.087

4.5. Future Prediction

Based on the historical concentrations measurements, using the intelligent data analy-
sis system proposed in this paper, we predict the concentrations of PCBs in next 5 years of
Chicago, Eagle Harbor and Point Petre site, which has critically positive significance for
policy formulation, human life, ecosystem environmental protection and sustainability of
society. The detailed forecast and analysis results are as follows.
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4.5.1. Chicago Prediction Result

It can be seen from Figure 4 that, from 1996 to 2016, the concentrations of PCBs
showed a decreasing trend in general, but among every year there are fluctuations: the
concentrations in June, July, August and September reached a high level in a year, and then,
in the following months, showed a significant downward trend. All these characteristics
show that the concentration values have a strong correlation with environmental factors.
Figure 10 presents the predicted values within the next five years that were obtained
from our system proposed in this article. It is clear that the concentration values in June,
July, August and September of each year are at a higher level, while the other months
are at a relatively low level. On the whole, it shows a fluctuating trend that rises firstly
and then falls, which shows that our system captures the nonlinear relationship between
sequences well.
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4.5.2. Eagle Harbor Prediction Result

As can be seen from Figure 4, from 1990 to 2016, the total PCBs concentrations at the
Eagle Harbor site showed an overall downward trend. After preliminary analysis, the
annual average concentration of PCBs in 1990 was 77.59 pg/L, and at the end of 2016 was
24.48 pg/L. The concentration dropped by 53.11 pg/L in 26 years, a 68 percent decline
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compared with 1990. Although the concentrations of PCBs have shown a downward trend
as a whole, they have shown greater fluctuations every year. It can be observed from
analysis that the values are at a low level from January to March of each year, and then
show a clear upward trend from March to July, and reach the highest level in June or July.
After that, there will be an obvious downward trend and it will reach a lower level again in
November and December. The predicted concentrations of Eagle Harbor in the following
5 years are shown in Figure 11. It can be seen that the concentration values still show a
downward trend in the future, but the fluctuations are still significant every year. By the
end of 2021, the annual average concentration is expected to reach 17.19 pg/L, compared
with the beginning of 1990, and the rate of decline has reached 77 percent.
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4.5.3. Point Petre Prediction Result

It can be seen from Figure 4 that, from 1998 to 2016, the PCBs concentrations of Point
Petre showed a slow downward trend. From 1998 to 2003, the concentrations were at a
relatively high level. In 2004, the concentration showed an obvious downward trend, and in
the following 10 years, the concentrations were at a relatively stable level with no obvious
downward trend. Since 2014, they have shown a slow downward trend. Similar to Chicago
and Eagle Harbor site, the concentrations reach the peak from May to August each year
and are at a low level in other months. Based on historical concentration observations, our
intelligent system combining ARIMA and LSTM is used to predict the total concentrations
of PCBs in the next 5 years and the results are presented in Figure 12. From the prediction
curve we can note that, in the next 5 years, the PCBs concentrations of Point Petre will show
a downward trend, but the decline is still not obvious. At the same time, the concentration
values present a fluctuating trend of rising firstly and then falling within each year.
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5. Conclusions and Future Work

Based on intelligent methods and data analysis technologies, this paper is dedicated to
constructing an intelligent data analysis system to analyze and predict the concentrations
of POPs in the Great Lakes region. Considering that the complex concentrations sequence
contains linear and nonlinear constituents at the same time and an individual model cannot
handle both of them at the same time, this paper combined the ARIMA and LSTM model. In
our system, the ARIMA model is used to extract the linear components in the sequence and
LSTM is used to capture nonlinear components. Extensive experiments have shown that
our intelligent system proposed in this paper shows higher predictive performance than
comparison models on experimental datasets. Our intelligent data analysis system can not
only predict the concentrations trend more accurately, but also predict the concentrations
more accurately. Finally, our system is used to predict the next 5 years concentration values
of the Great Lakes region, and the predicted concentrations will show a downward trend
on the whole, but there are still great fluctuations in each year.

Our work is critically meaningful to policy formulation, ecological environment pro-
tection, the sustainable development of society and so on. This article discusses only one
case where the system is used to predict POPs concentrations in the Great Lakes region.
However, the application of the work in this paper is not limited, and it can be used to
model and analyze other time series data. The computer’s memory requirements of this
work depend on the scale of data. If the massive data are to be analyzed, it is necessary to
improve the hardware conditions of the computer accordingly. There is still a lot of work to
be conducted in the future and this is listed as follows: (1) Although the system shows good
prediction performance, there is still a certain gap between predictions and real values, and
the accuracy of the system needs to be continuously improved. (2) Consider constructing a
fully automated predicting forecasting system to obtain accurate predictions intelligently
without human interventions. (3) The system in this paper should be popularized vigor-
ously in the application of pollutants prediction and other time series prediction.
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