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Abstract: When designing a car, the vehicle dynamics and handling are important aspects, as they
can satisfy a purpose in professional racing, as well as contributing to driving pleasure and safety, real
and perceived, in regular drivers. In this paper, we focus on the assessment of the emotional response
in drivers while they are driving on a track with different car handling setups. The experiments
were performed using a dynamic professional simulator prearranged with different car setups. We
recorded various physiological signals, allowing us to analyze the response of the drivers and analyze
which car setup is more influential in terms of stress arising in the subjects. We logged two skin
potential responses (SPRs), the electrocardiogram (ECG) signal, and eye tracking information. In
the experiments, three car setups were used (neutral, understeering, and oversteering). To evaluate
how these affect the drivers, we analyzed their physiological signals using two statistical tests (t-test
and Wilcoxon test) and various machine learning (ML) algorithms. The results of the Wilcoxon test
show that SPR signals provide higher statistical significance when evaluating stress among different
drivers, compared to the ECG and eye tracking signals. As for the ML classifiers, we count the
number of positive or “stress” labels of 15 s SPR time intervals for each subject and each particular car
setup. With the support vector machine classifier, the mean value of the number of positive labels for
the four subjects is equal to 13.13% for the base setup, 44.16% for the oversteering setup, and 39.60%
for the understeering setup. In the end, our findings show that the base car setup appears to be the
least stressful, and that our system enables us to effectively recognize stress while the subjects are
driving in the different car configurations.

Keywords: stress recognition in drivers; electrodermal activity; heart rate variability; motion artifact
removal; machine learning

1. Introduction

Well-being assessment and quantification in domestic or in more general scenarios are
research areas which are receiving increasing attention [1]. In particular, vehicle drivers’
well-being is of paramount importance, as anxiety and stress, for instance, are linked to
bad driving behavior [2]. Other factors, such as drowsiness, are linked to car accidents [3].
Furthermore, the effects of frequent stressing trips can cause long-term health problems
and increase the risk of cardiovascular [4] and locomotor [5] diseases. Stress, among other
parameters, should be therefore monitored in drivers, and interest in this matter is growing,
as also demonstrated by the inclusion of more advanced driver assistance systems in many
cars in recent years. Physiological signals can be a source of information about stress in this
scenario [6–8] and are widely employed in drivers’ mental state research (see also [9]).

In the literature, many techniques for automatic stress recognition based on the analy-
sis of physiological signals have been presented. Additionally, in recent years, machine
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learning (ML) techniques [10,11] have been applied to the analysis and classification of
these signals, given their ability to identify, after training, non-obvious patterns in the char-
acteristics of the signals themselves. The electrocardiogram (ECG) is one of the most used
physiological signals in stress detection systems based on ML algorithms [12–16], while
the electroencephalogram (EEG) signal is also increasingly common [17–20]. Moreover,
authors in [21,22] found a correlation between electrodermal activity (EDA) [23] and stress
in drivers. Considering some of these studies, authors in [15] proposed a deep learning
framework, called Deep ECGNet, which allows the recognition of two emotional condi-
tions, i.e., stressful and resting, through the analysis of short-term ECG signals. Stress was
induced in subjects according to various experimental protocols, which include different
tests to be carried out, such as the Stroop Color–Word test or the Montreal Imaging Stress
Task (MIST). The performance results show that Deep ECGNet outperforms conventional
ML approaches, achieving an accuracy of 87.39% (in a first experiment with 13 subjects)
and 73.96% (in a second experiment with 9 subjects). Various ML classifiers, including
an SVM, a Naive Bayes (NB), and a k-nearest neighbors (k-NN) classifier, were instead
employed in [17] to classify stress using features extracted from the EEG signal. A stress
recognition accuracy up to 85.20% was obtained using the SVM classifier.

With an emphasis on driving scenarios, the performance results of SVMs, decision
trees (DTs), NB and general Bayesian classifiers were presented in [21]. One single subject
was tested, and different signals were acquired during an experiment carried out in real
driving conditions. As for the stress evaluation, a scale of two stress levels (i.e., normal and
stress) was used. Considering only the features extracted from the physiological signals,
with time windows of five minutes, an accuracy equal to 78% was attained with the SVM
classifier. By incorporating additional features from a video recording of the driver’s
face and environment parameters, the SVM accuracy increased up to 86%. The same
physiological signals were considered in [22], but analyzing a 10 s window at a time. An NB
classifier was used, achieving a stress event detection accuracy equal to 82% by considering
only physiological signals logged in real driving conditions. The inclusion of additional
data, such as information from the current driving environment and vehicle data, as well
as the driving behavior history, allows the system to achieve a higher stress event detection
accuracy (96%). In [24], an SVM-based method was proposed to monitor the conditions
of a driver, using several physiological data, such as EDA, photoplethysmography (PPG),
skin temperature, and wrist movements collected by a wearable glove. Experiments were
carried out using an indoor driving simulator, and 28 subjects were tested. A classification
accuracy of 98.43% was obtained considering four classes (i.e., stress, fatigue, drowsiness,
and normal) and applying a k-fold (with k = 5) cross-validation procedure on the data. In
a different test denoted as SIT (subject-independent test), which uses a leave-one-subject-
out cross-validation procedure, accuracy values of 68.31% and of 84.46% were obtained
with four and three classes (normal, stressed, and fatigued or drowsy states), respectively.
EEG was employed in [25], where three ML algorithms were compared and analyzed
to recognize stress and fatigue based on EEG patterns. Among the different classifiers
employed in the study, the SVM model performed better than the others in distinguishing
between rest and stress states (with a performance accuracy of 97.95%). More advanced
and recently developed techniques proposed in the literature, using EEG data, involve back
propagation neural networks [26] and hierarchical neural networks [19].

An architecture that allows the analysis of a subject’s stress while driving in a simulated
autonomous and manual driving scenario, using a professional dynamic simulator, was
proposed in [27]. The results obtained by evaluating the number of labels generated by
an SVM model, which performs well in identifying stress situations, show that in general,
the subjects seem to be more stressed when driving in a manual scenario. The effect of
traffic conditions in subjects while they are driving in a simulated urban scenario is instead
described in [28]. The goal was to verify the applicability of various ML approaches, based
on the analysis of EDA and ECG signals, in order to identify stress in two different scenarios
characterized by the existence, or not, of traffic.
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In this paper, we assess the performance of a detection system which identifies the
stress level of subjects engaged in driving, using a dynamic simulator, and we compare the
results of various ML algorithms extending our previous work [29]. In that work, a single
ML algorithm was considered, and a preliminary analysis of the physiological signals
logged from the subjects was introduced. Here, we propose the application of a machine
learning approach as a support to the comparison and validation of different car setups.
The tests were carried out in a specialized firm by professional car test drivers, who drive
prototypes and cars before their production and evaluate their performance, safety and
comfort. The small number of subjects engaged in the tests is dictated by the common
procedures adopted in the firm for such tests, involving a limited number of car test drivers.
The proposed scheme, although conceptually similar to others in the literature where
the signals are analyzed with ML techniques, is characterized by innovative elements, in
particular, a practical procedure for the attenuation of motion artifacts, based on merging
the information from two EDA sensors, and the use of the EDA SPR signal, which has
some advantages over the more common SCR signal. The main objective of the paper,
however, is to verify whether the different setups of a car prototype can influence the
driver’s emotional response, and how the subjects respond to these different car handling
settings. This can provide further insight for evaluating the good or bad qualities of a
particular car configuration, including the degree of acceptance in the general public. An
objective support in this context is of particular interest for car manufacturers.

The paper is structured as follows. The next section presents an overview of the
general blocks of the proposed system. We introduce the sensor we use for SPR and ECG
logging, and the eye tracking device. We then briefly describe the MA removal algorithm
that we designed to reduce the motion artifacts. In this section, the experimental setup is
also presented. Section 3 summarizes the results of our study, taking into consideration
all of the signals acquired from the subjects. A detailed SPR signal analysis, using the
t-test, the Wilcoxon test, and the different ML models, is presented in this section. Section 4
discusses the results and the contributions of the paper, also outlining some of its possible
limitations. In Section 5, some conclusions are drawn.

2. Materials and Methods

The experimental procedure used to evaluate the emotional response in drivers is
illustrated in Figure 1. We logged different signals from the test subjects, i.e., the EDA
SPR signals from the subjects’ hands, the ECG from the chest, and the eye movements.
We used a dynamic professional simulator which realistically reproduces car movements,
considering three different car settings which change the car handling (neutral or “Base”,
oversteering or OS, understeering or US). The subject’s stress reaction to these different
car settings, as measured by the acquired signals, is finally evaluated. This gives us the
opportunity to assess whether a particular car setting appears to be more comfortable or
more stressful than others. In the following sections, we describe each block of Figure 1
in detail.
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Figure 1. Block diagram of the proposed system.

2.1. The Sensors

Each subject in the test wore the VI-BioTelemetry sensor (produced by the VI-grade
company [30]). This sensor was developed by the authors and is similar to the ones
presented in [27,31]. It acquires three ECG channels by wearing a vest with wet electrodes
posed on the chest, and two SPR channels, one from each hand. The SPR reading is
performed posing two Ag/AgCl electrodes on the palm and on the back of each hand. The
bio-signals (i.e., the three ECG channels and two SPR channels) are properly conditioned
by the VI-BioTelemetry sensor through an analog front end. In particular, the input range
for the ECG channels is ±5 mV with a bandwidth in the range [0.03, 160] Hz, while the
SPR channels input range is ±20 mV with a bandwidth in the range [0.08, 40] Hz. The
input impedance of each channel (either ECG and SPR) is 100 MΩ. The sensor, after analog
signal conditioning, converts the data into digital information using a 12 bit A/D converter
on a DSP board with sampling rate 1 kSa/s, and sends the data to a server using a Wi-Fi
module. The accuracy of the sensor was characterized in [32], resulting in being 40µV
(corresponding to 0.1% of full scale) for the SPR channels and 3 µV (corresponding to
0.03% of full scale) for the ECG channels. The resolution is 10µV for the SPR channels
and 2.4µV for the ECG channels. In addition to the bio-signals, we also recorded the eye
movements and the pupil diameter of the driver using the eye tracking system called Smart
Eye Aurora [33].

2.2. The EDA SPR Signal

When a person undergoes stress-inducing events, the time and amplitude of the stim-
uli arising from the autonomic nervous system (ANS) in response to these events can be
estimated using EDA [34]. In detail, EDA measures the electrical characteristics of the
skin. It reflects the sympathetic nervous system activity, and it is used for physiological
measurements due to its correlation with the activity of the ANS [35]. EDA is measured
from the eccrine glands, which are mainly concentrated in the palmar and plantar der-
matomes, which are the best sites for measuring it [23,36]. There are mainly two types
of EDA recordings, namely, endosomatic and exosomatic measurements. In endosomatic
measurements, the electric potential differences originating in the skin itself are recorded.
This technique refers to the measurement of the skin potential (SP) signal. In exosomatic
measurements, a small amount of current is applied to the skin, and the resulting variations
in skin conductance (SC), or related electrical properties, are recorded. When the ANS
stimulates sweat production, the EDA signals change as a result of sweat secretion and
alterations in ionic permeability of sweat gland membranes. EDA signals are typically the
combination of two components, namely, the tonic (level—L) component and the phasic
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(response—R) component. In particular, the corresponding SCL or SPL signals refer to the
slow-varying baseline level of the SC and SP signals, respectively. Phasic EDA is specified
by a fast-varying component, known as the skin conductance response (SCR) and skin
potential response (SPR). Phasic signals are the most useful to recognize reactions to stress-
evoking events, resulting in peculiar signal patterns and increased signal activity. In this
work, we propose to use the SPR to detect the stress level of car driver testers in different
car setups. We use SPR instead of SCR because SPR can be measured without the need of
electrical currents being applied to the body, and because, as reported in the literature, it is
less sensitive to the impedance of electrodes and to slow variations of skin impedance [37].
In addition, SPR typically shows a faster reaction to stress stimuli compared to SCR [23,38].
A detailed comparison of different EDA signals, including SCR and SPR, is reported in [38].

2.3. Motion Artifact Removal

The two SPR channels are the inputs of the motion artifact (MA) removal algorithm
that we also described thoroughly in [39,40]. This algorithm is based on two assumptions:
(1) the artifacts due to motion (e.g., due to the steering wheel action) increase the local
energy of the SPR signal, and (2) the motion artifacts rarely appear simultaneously with
the same behavior in both hands, thus altering both SPR signals in the same way. As a
matter of fact, the second assumption is based on the evidence that the effort due to the
rotation of the steering wheel mainly engages one of the two hands. Considering these two
assumptions, the algorithm computes the local energy of each SPR signal, and the output is
obtained as a weighted combination of the two input signals, giving more weight to the one
with the lowest local energy. More specifically, we compute the RMS values σ1 and σ2 of the
two input signals SPR1 and SPR2 on a 1 s moving window (composed of N = 100 samples
due to the sample rate equal to 100 Sa/s). This way, at the ith sample (with i > N), σ1,2 are
determined as follows:

σ1,2(i) =

√
∑i

j=i−N+1 SPR2
1,2(j)

N
. (1)

We then consider a particular smooth threshold function, defined as

h(x) =
1

1 + e−2(x−1)
(2)

so that h(x) ≈ 0 when x � 1 and h(x) ≈ 1 when x � 1. This function is utilized in an
adjustment parameter γ, which allows us to get rid of the motion artifacts. Considering the
ith sample, the parameter γ(i) is set as

γ(i) =


h
(

σ1(i)
σ2(i)

)
if σ2(i) 6= 0

1 if σ2(i) = 0
(3)

Looking at (2) and (3), we can deduce that γ → 0 when σ1 < σ2 and γ → 1 when
σ1 > σ2. In the end, we attain the output z(i) of the MA removal algorithm by computing a
weighted combination of the two input signals through the adjustment parameter γ, i.e., at
the ith sample, z(i) is calculated as

z(i) = γ(i) · SPR2(i) + [1− γ(i)] · SPR1(i) (4)

Because of that, the output of the MA removal algorithm is a new clean signal which
follows the smoother SPR signal. As an example, Figure 2 shows how the MA algorithm
removes the artifacts due to the steering wheel action for one of the four test subjects during
the drive. As it can be seen, the SPR1 signal presents several artifacts due to the motion
of the hands (represented by sudden and strong spikes), while the SPR2 signal results to
be less affected by these spikes. The MA algorithm (with the output appearing as a solid



Electronics 2022, 11, 888 6 of 22

black line) weights and combines the two signals, giving more weight to the signal with
the lowest local energy.
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Figure 2. MA removal algorithm application result. Dashed lines: SPR signals from the two hands of
a test subject. Continuous line: output of the proposed algorithm.

2.4. Experimental Setup and Stress Level Classification

We estimated the emotional state of the drivers, simulating the various car setups
previously mentioned. Data were recorded with experiments performed at the VI-grade
company (vi-grade.com). This company is a leading producer of software and hardware
products for advanced applications in the field of car driving simulators. We used a 9-DOF
(degrees of freedom) dynamic driving simulator, called DiM150 (see Figure 3), in which
we changed the vehicle dynamics in three different ways. In detail, the simulated vehicles
were designed, implementing three different setups, using different mass distributions,
suspension hardness, aerodynamic coefficients and so on, in order to obtain the first
vehicle handling model with emphasized oversteering or “OS”, the second vehicle with
emphasized understeering or “US”, and the third vehicle with a neutral or “Base” setup
to mimic a daily-use vehicle. In particular, to create an OS or US car behavior, we acted
on the dynamic load transfer of the vehicle through the coil spring settings. Supposing a
centered center of mass, setting an equal coil spring stiffness for all the four wheels yields
a load transfer during turns of 50% on the front wheels and 50% on the rear ones, with a
neutral behavior of the car. If we vary the coil spring stiffness by some amount, e.g., by 5%,
as we did in our experiments, for example, choosing harder coils on the rear axle and softer
coils on the front axle, we force the load transfer to be 55% on the rear wheels and 45% on
the front ones. This imbalanced setup makes the rear wheels lose grip, thus providing an
oversteering car behavior. Similarly, providing 45% on the rear wheels and 55% on the
front ones, we obtain an understeering behavior. We tested four male professional test
drivers, with an age in the range 30–45 years and with several years of driving experience,
who commonly drive concept cars or cars under testing to assess their behavior before
production. They agreed on the logging of their physiological signals through the sensors
described above. The subjects under test filled in an informed consent module before
getting on the simulator. The principles of the Declaration of Helsinki were also respected
during the tests [41].
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Figure 3. The DiM150 VI-grade professional dynamic simulator.

The acquired signals were processed and analyzed using three different ML classifi-
cation algorithms: a support vector machine (SVM), a random forest (RF) and a k-nearest
neighbors (k-NN) classifier. These algorithms are commonly used in the literature for
classification purposes. All of these models were trained on a larger dataset, characterized
by a significant number of elements, collected from a different experiment that we still
performed at the VI-grade company with the same dynamic simulator. In that experiment,
we tested 18 subjects—14 male and 4 female—coming from the University of Udine and
the University of Padua. The subjects were told to manually drive on a straight road,
67 km long, until they reached the stop road sign. They were also told to maintain a steady
velocity between 120 and 130 km/h. The complete course took approximately 40 min.
During the drive, they had to overcome 12 obstacles positioned in fixed points along the
track, which were added in order to stress the subjects during their driving. The obstacles
(see Figure 4) were the following: double lane change (right to left or left to right), tire
labyrinth, sponsor block (from left or from right), slalom (from left or from right), lateral
wind (from left or from right), jersey LR, tire trap, and stop.

Five statistical features were computed from the single SPR signal that was generated
by the MA removal algorithm. The derived features were the block variance, the energy, the
mean absolute value, the mean absolute derivative, and the maximum absolute derivative
(see also Table 1). To determine these features, we considered each 15 s interval at a time,
taking into consideration a new 15 s interval 5 s after the previous one (i.e., 10 s overlap
between consecutive intervals). A normalization procedure was also applied to the subjects’
SPR signals in order to make the signals of the various subjects comparable. During the
tests on the driving simulator, we were aware of the position of the 12 obstacles along the
course, so we could assume that the individuals were stressed while they crossed them.
Therefore, all of the intervals occurring inside or intersecting the obstacles’ span were
considered stress intervals (giving them a label equal to “1”), whereas all of the intervals
occurring outside the obstacle span were considered non-stress intervals (giving them
a label equal to “0”). A total of 3195 samples for each class, stress and non-stress, were
therefore used for training. In Section 3.1, we report the accuracy results of the classifiers.



Electronics 2022, 11, 888 8 of 22

Figure 4. Obstacles used in the experiment to collect data for the ML training procedure [40].

Table 1. Features used in our ML classification algorithms.

Input Signal Computed Features

Variance
Energy

SPR Mean absolute value
Mean absolute derivative
Max absolute derivative

The models, after being trained on the larger database, were used to classify the
SPR signals acquired from the subjects while they were driving with a particular car
handling setting (that is, the SPR signals provide a new test set for these models). The four
individuals, after entering the simulator’s cockpit, had to drive on a straight highway for
15 km. Ten successive double lane changes were prearranged along the course such that
the distance between them was about 1500 m. Cones on the road allow the definition of
each lane change section, and the complete double lane change maneuver spans over 170 m.
This comprises a 30 m entry lane, followed by a 25 m long side lane and a 60 m long exit
lane. The entry lane is 3 m wide, whereas the side and exit lanes have a width of 3.2 m.
There are offsets, lateral and longitudinal, between the entry and side lane, respectively of
0.8 and 30 m. Side and exit lanes have this identical lateral offset and 85 m of a longitudinal
offset. Two road signs are also located at −100 and −200 m before the beginning of the
double lane change in order to inform the driver of the incoming task. The driver had to
overcome the lane changes, not hitting the cones. Each subject had to repeat the whole
drive (15 km long) three times, each time with one of the three different car setups. Figure 5
shows in detail the consecutive phases of our test protocol.
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Figure 5. Phases of our test protocol.

3. Results
3.1. SPR Signal Analysis

As a first step to evaluate how a car setup can be more or less stressful than the others,
we analyze the single SPR signal at the output of the MA removal block. As previously
described, the simulated track for each car setup is composed of ten identical double lane
change tasks. For this reason, we divide each track into ten segments so that a task results
in being located in the center of each segment. The positions of the tasks are at di = 1500 i
m, i = 1, 2, . . . , 10, and we observe the SPR signals in the intervals [di − 750, di + 750] m.
We start evaluating the RMS value of the SPR signal in these intervals to take a first look
at the characteristics of this signal and the possible differences among the subjects. This
provides a first indication about the signal behavior for each driver and each car setup.
Figure 6 shows the mean and standard deviation (SD), in mV, of the 10 RMS values, for
each subject and each car setup. It can be seen that the base setup is characterized by a
smaller RMS value, except for Driver 4, where the US setup results in a slightly smaller
RMS value.

Even if the number of calculated values is small (i.e., ten values, corresponding to
the track segments), we perform an analysis with a paired t-test and a Wilcoxon test. For
each driver, we compare the corresponding three SPR data arrays (Base, OS and US) and
evaluate if there is a statistical difference between the three populations, which would mean
that different car setups generate different emotional responses on the subjects (see also [42]
for a detailed discussion about the applicability of statistical tests to small sample sizes).

Figure 6. Mean SPR and standard deviation for each driver and each car setup.

As a first indication of the significance of the mean values shown in Figure 6, we
performed the paired t-test on the Base–OS, Base–US, and OS–US pairs. The t-test assumes
that the data are instances of independent normal random variables, a rough approximation
that, however, is in accordance with the ML classifier results that we will present later.
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Table 2 shows the p-value resulting from the test. Bold numbers in the table highlight the
cases with p ≤ 0.05, indicating a significant difference between the RMS value relative
to the first setup, compared to the second one under test. When p ≤ 0.05, we also report
within parenthesis the power of the test, calculated by considering the sample average and
combined standard deviation of the samples, for a significance level α = 0.05 (with sample
size n = 10). In particular, we use Cohen’s d formula to measure the effect size of the
difference between the means of the two distributions. Note that the power indicates the
probability of accepting the hypothesis that the samples come from Gaussian distributions
with different means (which we do when p ≤ 0.05), given that this hypothesis is actually
true [43].

Table 2. Paired t-test probability p-value considering Base and OS, Base and US, and US and OS car
setups for each subject. Power of the test within parenthesis when p ≤ 0.05.

Subject 1 2 3 4

Base vs. OS 0.01 (0.94) 0.01 (0.95) 0.05 (0.60) 0.08
Base vs. US 0.03 (0.98) 0.06 0.03 (0.82) 0.02 (0.61)
OS vs. US 0.62 0.23 0.25 0.004 (0.96)

Looking at the data in Table 2, we can see that the stress response in the Base setup
appears to be less stressful than the OS one (with good statistical significance) by drivers 1,
2 and 3. For driver 4, instead, the Base setup appears to be less stressful than the OS one,
but with lower statistical significance (p = 0.08). On the other hand, the Base setup appears
to be less stressful than the US setup with good significance for drivers 1 and 3. Similar to
the previous case, for driver 2, the Base setup appears to be equally less stressful than the
US setup, albeit with slightly lower significance (p = 0.06). For driver 4, instead, the Base
setup appears to be more stressful than the US one. The OS setup appears to be comparable
or slightly more stressful than the US one for drivers 1, 2 and 4. However, the statistical
significance of the paired t-test is low for three out of four drivers. For subjects 1 and 2, the
OS car setup appears to be more stressful than the US one, but from a statistical point of
view, they provide equivalent responses (p = 0.62 and p = 0.23, respectively). For driver 3,
the OS setup results to be less stressful than the US one, but from a statistical point of view,
they provide equivalent responses (p = 0.25). For subject 4, the OS setup results to be more
stressful than the US one with good significance.

We also performed a non-parametric test (Wilcoxon signed rank test) between the
two data sets (see Table 3). In particular, the Base setup results to be significantly less
stressful than the OS one by all the drivers (p = 0.003, p = 0.001, p = 0.05, and p = 0.04,
respectively). The Base setup results to be significantly less stressful than the US one by
drivers 1, 2, and 3 (p = 0.001, p = 0.037, and p = 0.01, respectively) but significantly more
stressful for driver 4 (p = 0.01). As in the paired t-test results, the OS setup results to be
more stressful than the US one with poor statistical significance, with the exception of
driver 4 (p = 0.001). In Table 3, we also show the power of the test for a significance level
α = 0.05 (with sample size n = 10). To compute it, we assume that the samples come from
Gaussian distributions and, as before, we used Cohen’s d as a measure of the effect size of
the difference between the means of the two distributions.

Table 3. Paired Wilcoxon test probability p considering Base and OS, Base and US, and US and OS
car setups, for each subject. Power of the test within parenthesis when p ≤ 0.05.

Subject 1 2 3 4

Base vs. OS 0.003 (0.99) 0.001 (0.99) 0.05 (0.82) 0.04 (0.73)
Base vs. US 0.001 (0.99) 0.04 (0.84) 0.01 (0.96) 0.01 (0.82)
OS vs. US 0.96 0.42 0.34 0.001 (0.99)
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To sum up, analyzing the sympathetic activity observed through the acquired SPR
signals, we can conclude that the Base setup is significantly less stressful, as measured
by the SPR signal activity, than the others for the majority of drivers (with the exception
of driver 4), while the OS setup appears to be the most stressful one. As mentioned, the
limited number of car test drivers was dictated by the common procedures adopted in the
company for the tests. For each test subject, we were also able to extract a given number of
intervals to be processed through the ML algorithms (as we will see soon). The results of
both these analysis, considering the SPR signal, are consistent with each other.

In addition to the previous evaluations, we observe a high variability of the SPR values
for driver 1 (see Figure 6). Looking at the SPR data along the entire track, we can notice
that there is an increasing engagement of this driver to the task. In Figure 7, we can see that
the SPR activity of driver 1 increases along the track (the vertical lines in Figure 7 denote
the task positions). More specifically, starting from the fifth lane change, the SPR activity
increases task after task. This behavior does not appear in the other subjects. We include in
Figure 8 a plot of the SPR for another subject, where the SPR signal response is flatter and
does not present this increase in amplitude.

Figure 7. SPR signal for subject 1 (local RMS value).
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Figure 8. SPR signal for subject 3 (local RMS value).

As introduced above, for the classification task, we compared the performance re-
sults of an SVM, an RF, and a k-NN classifier on a larger dataset with 18 subjects. Their
performance resulted in being similar in terms of accuracy (approximately 73%), with
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just the k-NN classifier showing a slightly lower accuracy value (68%). To compute these
accuracy values, we used an approach which is a nested procedure, where the outer loop
excludes one subject at a time (the leave-one-subject-out step), while in the inner loop we
performed a 10-fold cross validation step. We then computed the mean of the test results
for all individuals, and we applied a relabel procedure to overcome the issue of single
isolated “1” labels along the course [44]. All of these ML models were developed in Matlab
(2017a), also using the Bayesian optimization during the training phase for hyperparameter
optimization (see also [45]). The classifiers’ hyperparameters are obtained by selecting the
auto hyperparameter optimization of the Matlab Statistics and Machine Learning Tool-
box [46]. In particular, a radial basis function (RBF) kernel was used for the SVM classifier,
and the hyperparameters are the C and γ values. The hyperparameters of the RF and k-NN
classifiers are selected by the auto hyperparameter optimization procedure, as well.

The classification models are used to classify the SPR signals recorded from the
four subjects while driving on a car characterized by a particular setup. For each subject,
we standardize the corresponding SPR signal (after the MA removal block) by subtracting
its mean and dividing it by the maximum standard deviation among the three values that
we obtained, considering the three different configurations (US, OS, and Base). In this
way, we are able to obtain comparable signals for evaluating the impact of the different car
handling setups on each subject, making the comparison of different subjects meaningful.
As was done for training, the SPR signals are divided into 15 s intervals, extracting the
same five features described above. Running the various ML classifiers only as a test gives
us the chance to count the output labels equal to “1” or “0”, that is, stress or non-stress
intervals, for each driver and each different car setup. In this way, we obtain evidence of
the possible stress states arising in the subjects while completing the various runs.

Figures 9–11 show the percentage of the positive or “stress” labels for all the classifiers,
i.e., the ratio between the number of positive labels and the total labels obtained considering
the whole course with that particular car setup. The results are in accordance with those
obtained by analyzing only the RMS of the SPR signals. In particular, the number of positive
labels considering the Base car setup results to be generally smaller than the US and OS
ones. We can thus state that this setup appears to be less stressful than the others. The
OS setup, instead, results in being the most stressful setup (only excluding subject 3). For
clarity, we also report in Table 4 the exact values of the number of positive labels (in %)
represented in Figures 9–11, for the different classifiers.
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Figure 9. Percentage of labels labeled as “stress“ by the SVM classifier, for the four subjects in the
different car setups.
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Figure 10. Percentage of labels labeled as “stress” by the RF classifier, for the four subjects in the
different car setups.
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Figure 11. Percentage of labels labeled as “stress” by the k-NN classifier, for the four subjects in the
different car setups.

Table 4. Percentage of intervals labeled as “stress” by the different classifiers, for each subject and
each car setup.

SVM: % Positive Labels RF: % Positive Labels k-NN: % Positive Labels

Subj Base OS US Subj Base OS US Subj Base OS US
1 3.85 45.07 41.67 1 8.97 42.25 41.67 1 5.13 43.66 41.67
2 6.82 48.98 40.24 2 11.36 48.98 43.90 2 10.23 40.82 39.02
3 26.92 43.24 60.56 3 28.21 45.95 66.20 3 25.64 39.19 59.15
4 14.94 39.36 15.91 4 19.54 41.49 19.32 4 16.09 42.55 12.50

Figure 12 shows the output of the SVM classifier for subject 2, where we can notice
that the number of positive labels in the OS car setup is greater than the Base and US
ones. For clarity, we only plot the labels equal to “1” using a grey stem, added at the
end of the corresponding 15 s interval. We do not include the labels equal to “0”, which
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correspond to the non-stress case. The SPR signals in the three different car setups, after
being cleaned from the MA and then normalized, are also plotted in a blue continuous
line. Figure 13 instead displays the output of the RF classifier for subject 3. In this case the
number of the positive labels always increases, going from the Base setup, through the OS
setup, to the US one. Finally, Figure 14 shows the output of the k-NN classifier for subject
4 (also in this figure, each positive label is placed at the end of each corresponding 15 s
interval). This is the subject where the OS setup appears remarkably more stressful than
the other two setups, no matter the model used for classification. As we can see, all of the
classifiers well recognize the emotional responses arising in the individuals while driving
on a professional simulator, characterized by different car handling settings.
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Figure 12. Output of the SVM classifier for subject 2 in the three different car setups. Only the labels equal
to “1” (represented by a grey stem), added at the end of each corresponding 15 s interval, are displayed.
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Figure 13. Output of the RF classifier for subject 3 in the three different car setups. Only the labels equal
to “1” (represented by a grey stem), added at the end of each corresponding 15 s interval, are displayed.
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Figure 14. Output of the k-NN classifier for subject 4 in the three different car setups. Only the
labels equal to “1” (represented by a grey stem), added at the end of each corresponding 15 s interval,
are displayed.

3.2. ECG Signal Analysis

As we described in Section 2, we logged three ECG signals from the chest of the
subjects [32]. However, we chose the signal (among the three) with the highest signal-to-
noise ratio, depending on the subject under test. We then proceeded by evaluating how
the instantaneous heart rate (HR) changes in the three tested car settings. We could not
identify a significant difference in the mean HR in the various cases. In fact, the mean HR
of the subjects was comparable in all the different setups, with average values of 83.20,
98.65, 80.45, and 96.67 bpm for the 1st, 2nd, 3rd, and 4th subjects, respectively. However,
we also evaluated both the t-test and Wilcoxon test for the HR values computed in the
10 segments in which the whole track was divided. The significance level values are
reported in Tables 5 and 6 for the t-test and Wilcoxon test, respectively. In most cases,
they do not reveal a significant difference between the HR values when considering
the different car handling settings, except when comparing the OS and US setups for
subjects 1 and 3 (in the t-test) and only for subject 3 (in the Wilcoxon test).

Table 5. Paired t-test probability p considering Base and OS, Base and US, and US and OS car setups,
for all subjects and their HR values in the 10 track segments.

Subject 1 2 3 4

Base vs. OS 0.34 0.80 0.70 0.19
Base vs. US 0.77 0.32 0.24 0.76
OS vs. US 0.03 0.25 0.05 0.11
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Table 6. Paired Wilcoxon test probability p considering Base and OS, Base and US, and US and OS
car setups, for all subjects and their HR values in the 10 track segments.

Subject 1 2 3 4

Base vs. OS 0.27 0.73 0.62 0.34
Base vs. US 0.97 0.34 0.19 0.79
OS vs. US 0.31 0.52 0.05 0.16

In Figure 15, we also show the mean and SD, in bpm, of the HR values extracted from
the ten segments in which the track is divided for each subject and each car setting. We can
note that there is not much variability among the HR results.

Figure 15. Mean HR (in bpm) and standard deviation, for each driver and each car setup.

As an example, Figure 16 shows the recorded HR for subject 2, along the entire course,
with the three setups.

In addition to the previous analysis based on HR values, we evaluated several pa-
rameters of HRV, such as the mean value of normal-to-normal RR intervals, the standard
deviation of RR intervals (SDNN), the root mean square of subsequent RR interval differ-
ences (RMSSD), the number of subsequent RR intervals differing more than 50 ms (NN50),
the corresponding relative value in percentage (PNN50), the low frequency (LF) and high
frequency (HF) power spectra, and the ratio LF/HF to be used as input features to the ML
algorithms (similarly to what we did in [40]). However, in this work, the HRV parameters
did not provide significant differences on the final experimental results. An additional
example showing the SDNN signal for subject 2 along the entire course, with the various
setups, is reported in Figure 17. This signal is obtained by interpolating the original RR
signal time series in order to obtain a signal with equidistant sampled points [47], and
for each sample, the previous 120 s interval is used to compute the corresponding SDNN
value. As confirmed by the classifier performance, the signal behavior does not suggest
a visible difference among the three setups. Similar signal behavior was observed for the
other subjects.
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Figure 16. HR signal recorded from subject 2 during the drive, with Base (top), OS (center), and US
(bottom) car setups, respectively. Grey rectangles indicate the sections of double lane changes.
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Figure 17. SDNN signal recorded from subject 2 during the drive, with Base (top), OS (center), and
US (bottom) car setups, respectively. Vertical lines denote the task positions.

3.3. Eye Tracking Signal Analysis

In the experiments we recorded real-time data of eye movements in the subjects.
Studies in the literature, evaluating mental stress in subjects, show that the pupil diameter
can be considered an effective indicator of autonomic nervous activity [48]. So, in this work,
as a first step in our research employing eye signals, we focused on the pupil diameter.
We observed that, no matter what the car setup is used, subject’s pupil will increase in
diameter as they advance toward the cones. For example, for subject 1, Figure 18 shows
this phenomenon in the Base, OS, and US car setups. As before, for all the subjects, there is
not any major difference in eye response with the various car setups. We can thus conclude
that the drivers react when approaching the tasks, but without any remarkable difference
among the three setups.
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Figure 18. Changes on the pupil diameter recorded from subject 1 during the drive, with Base
(a), OS (b), and US (c) car setups, respectively. Grey rectangles indicate the sections of double
lane changes.

4. Discussion

The results presented in the previous section bring out some aspects that are worth
discussing. First, we observe that the SPR signals, after the MA removal block, can discrim-
inate among different drivers’ emotional responses in the Base, OS or US car setups. The
Wilcoxon test and the paired t-test showed that the SPR activity in the three car setups is
different, with statistical significance in Base vs. OS and Base vs. US. Thus, looking only
at SPR signals, the Base setup resulted in being significantly less stressful than both US
and OS ones. We also computed the power of both statistical tests, and we showed that,
even if the number of samples considered in each data set is limited (n = 10), the obtained
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values are consistent and acceptable, at least considering the rough assumptions used in
the computation.

Moreover, using the SPR signals to train different ML algorithms, we observe a neutral
EDA response and only a small number of time intervals classified with the “stress” label
in the Base configuration. When the car handling is set to US or OS, instead, the subject’s
stress reaction, as measured by the signals, increases. This supports the findings obtained
with the t-test and Wilcoxon on SPR activity.

As a second aspect, ECG signals and eye movements did not provide useful informa-
tion to improve the results obtained with just the SPR. In particular, we observed that there
were limited changes in the HR values, and the HRV parameters did not provide significant
differences on the final ML classification performance. This was also confirmed by both the
t-test and Wilcoxon test results based on HR values. One reason for this behavior could be
that the movement and physical activity of the professional pilots during driving could
have masked the ECG variability related to stress, which instead we observed in other
experiments with sudden stress-evoking events [40] in a situation which was different from
the one we are facing here. Focusing on eye movements, we noted that the diameter of the
pupil always increases when drivers approach the tasks, regardless of the car setup they
are testing. This may appear to be in contrast with the results reported in [48], but we have
to point out that our experimental setup is very different from the one presented in [48]. In
that case, the volunteers had to stare at the screen waiting for stimuli to appear. In our case,
instead, the drivers had to change the gaze direction quite often in order to monitor the
dashboard, the mirrors, and the road ahead. This continuous change in the gaze direction
may have altered the response of the pupil diameter due to the stress induced by the
different car setups. Therefore, in our setup, the pupil diameter has not enough sensitivity
to discern among the effects of the vehicle dynamics.

The capacity to recognize different emotional responses, arising with different car-
handling settings, is a crucial aspect in the automotive market, in particular when designing
a new car. As already stated, the proposed system has some innovative elements, such
as an MA algorithm to reduce artifacts, and the use of the SPR signal, which can result in
some advantages over the more commonly used SCR signal. There are, however, some
limitations in our study. The first one is due to the low number of subjects involved in
our experiment, and of course the availability of further acquisitions would make the
conclusions safer. Unfortunately, because of the type of experiment involving professional
drivers and complex dynamic models of car prototypes, we did not have the chance
to collect additional data with more subjects. Due to the great variability of individual
responses (see Figure 6), we focused, therefore, on the evaluation of each driver’s response
to the different setups. We believe that the collected data are rather consistent, and that the
paper provides a clear indication about the applicability of the proposed approach for the
application we are taking into account. In addition, as introduced before, we performed
the paired t-test and Wilcoxon test on the Base–OS, Base–US, and OS–US pairs, using ten
values for each subject and each setup. This is a limited number which, however, can be
acceptable for statistical purposes [42].

The second limitation is due to the hypothesis, made during the training phase of the
classification procedure, that the driver’s stress appears only during the stress-inducing
episodes. This way, we are supposing that the subjects are continuously stressed during
these events, but this could not be always true. We are also supposing that they are not
stressed outside of these episodes, but it could happen that an EDA stimulus is evoked for
reasons that we do not know and cannot control.

Finally, we observe that the proposed system is capable of classifying stress or no-stress
conditions in real time. In fact, once the training phase of the classifiers is completed, the
classification of new signal segments can be carried out without excessive use of resources.
Therefore, this system is able to provide real-time classification every 15 s signal segment,
allowing the recognition of stressful episodes of a short length while subjects are driving.
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5. Conclusions

We present a system that allows us to compare the physiological responses of subjects
driving on a professional simulator where we change the vehicle dynamics. As indicated
by the SPR signal characteristics and the classifier outputs, the Base car setup resulted in
being the least stressful setup for most drivers. These findings, obtained by using some
ML algorithms, are also validated by the statistical t-test and the Wilcoxon test on the
SPR RMS values. Even if the number of the considered subjects is somehow limited, with
this study, we observed that the SPR signal and the proposed classification system can
help us to evaluate the stress level of the subject when considering different car-handling
settings. As a first step in comparing and evaluating the physiological signals in people
driving with different car settings, the results show that it is feasible to automatically assess
their acceptability. We think that this is a valuable outcome, since the driver’s response
to different car setups is a crucial aspect when designing a car for safety, comfort, and
performance reasons. In our experiment, the ECG and eye movement do not appear to add
meaningful insight about the different situations. The development of new test scenarios
involving more subjects—as well as additional data coming from various devices, such as
wearables, that allow us to design a multimodal acquisition system—could provide the
opportunity for further research. Another possible future development of this study is the
application of the proposed measurement setup also in a real driving scenario, since the
wearable SPR and ECG sensors can be easily worn by drivers in a real car.
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