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Abstract: Recently, multi-access edge computing (MEC) cooperating with fifth-generation (5G) mobile
communication technology or WiFi has been widely discussed for low-delay systems. However,
for the Industrial Internet of Things, which raises higher requirements on system delay, security,
capacity, etc., visible light communication (VLC) has better adaptability due to its controllable attocells.
Therefore, we establish a computation and transmission integrated system with MEC-VLC as the
main body. To solve the imbalance of resource utilization caused by users’ movement in intensive
attocells, we propose a series of flexible design schemes based on access points’ cooperation in
attocell overlapping areas. We formulate the overlap-based low-delay flexible system design as an
optimization problem and then design the system based on it. Specifically, we first give an attocell-
associated congestion judgment criterion and correspondingly propose a user discard algorithm.
After that, we offer an iterative optimization method for task assignment, which adjusts computing-
transmitting units’ cooperation mode to enhance the overall time delay. Then, the computing and
transmitting resources are jointly allocated for delay reduction. Finally, our simulation demonstrates
that the overlap-based design has a lower user discard ratio than the traditional distance-based
system. The maximum delay and standard deviation are also reduced. Consequently, the flexible
design based on attocell overlap can improve the reliability, capacity, and fairness of the low-delay
integrating system.

Keywords: visible light communication (VLC); Industrial Internet of Things (IIoT); multi-access edge
computing (MEC); attocell overlap; low-delay

1. Introduction

Recently, the technologies of the Industrial Internet of Things (IIoT) have been widely
concerned with the development of industry 4.0 [1–4]. Unlike the traditional Internet
of Things, IIoT has put forward higher requirements on system delay, capacity, security,
reliability, fairness, etc. [5–11]. Generally, the delay is mainly generated in data computa-
tion and transmission [12–15]. Therefore, multi-access edge computing (MEC) has been
proposed to coordinate with the fifth-generation (5G) mobile communication technology or
WiFi. Through the joint design of distributed computation and efficient communication,
the system capacity is improved, and the latency is also reduced [16–19].

Compared to 5G/WiFi technologies, visible light communication (VLC) has some
superior characteristics for IIoT utilization. For instance, VLC has inherent security with
controllable coverage, which makes it more suitable for the secure local area network in
factories [20,21]. Meanwhile, although the available modulation bandwidth of VLC is
small, much research has improved the communication rate using various methods of array
transmission [22,23]. Additionally, VLC has smaller coverage for intensive attocell layout,
which achieves higher spatial reuse of communication resources, thus providing greater
communication capacity [24–26]. Accordingly, we consider constructing an MEC-VLC
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system with a large capacity by integrating the intensive VLC access points (APs) with
computing function, combining the computing attocell and transmission attocell [27,28].

In industrial manufacturing scenarios, the computing and transmitting resources
are limited, but the intensive users have massive data requirements [29,30]. Therefore,
joint resource allocation is required to increase resource utilization and ensure service
quality [31–33]. However, in factories, too many users in some areas make the resources
insufficient, while in some other areas, the sparse users cause a low resource utilization
rate [34]. The mobile users with uncertain locations result in the imbalance of data demand
distribution. Moreover, the spatial scale of resource allocation and sharing is limited by the
small attocells of VLC [35], which can result in local delay deterioration or even computing
and transmitting congestion in the MEC-VLC system. Consequently, flexible and dynamic
inter-attocell configuration of computing and transmitting resources is needed to enhance
the adaptability to users’ dynamic distribution and service reliability in extreme cases.

For ease of implementation, most research on the allocation scheme of MEC and
VLC defaults that the users are connected with the nearest computing nodes or data APs.
The resource allocation is independently operated in each attocell through multi-access
technologies [36,37], which could limit the utilization of resources. Nevertheless, users in
VLC systems are more likely to be in the overlapping area of attocells due to the intensive
placed APs. These users can be cooperatively served by two APs, which also means that
resources can be conducted between different attocells by adjusting the cooperation mode
of adjacent APs. Hence, multiple attocells are associated with each other to achieve resource
scheduling across attocells. Additionally, the attocell-associated design can also improve
system reliability. For users in overlapping areas, if the VLC link from one CTU is blocked
by any obstacle, it can access another [38].

This paper will propose a computation and communication integrating system with
MEC-VLC as the main body and 5G/WiFi as the supplement. To reduce downlink data
delay in IIoT, we design the MEC-VLC module due to the flexibility of resource utilization
brought by attocell overlap. Through the overlap-based design of user discard strategy,
attocell cooperation mode and joint resource allocation, the system reliability, resource
utilization and delay distribution are enhanced.

To sum up, our contributions are summarized as follows.

• Due to the larger capacity of VLC and the wider coverage of 5G/WiFi, we propose
a low-delay computation and transmission integrating system for IIoT [39]. For the
MEC-VLC module, which is the main body of the proposed integrated system, we
introduce the overlap-based working mode, including user discard, task assignment,
and joint resource allocation. Meanwhile, the system delay is also modeled according
to the scene characteristics of IIoT. After that, the low-delay flexible system design is
concluded as a mathematical optimization problem.

• We introduce the overlap-based design methods for each link of the flexible system
combined with the proposed optimization problem. First, we prove the optimal
joint allocation method of computing and transmitting resources, which also simpli-
fies the system model. Secondly, we demonstrate the attocell-associated congestion
detection criterion and propose a user discard algorithm for congestion avoidance,
which avoids system congestion with as little loss of service as possible. After that,
we give the iterative attocell-associated task allocation algorithm to realize overall
delay optimization.

• Finally, we compare the system performance of the overlap-based scheme and distance-
based scheme by simulation. The results show that the overlap-based design reduces
the user discarding ratio in the case of extreme user density through the flexible user
discard algorithm. Meanwhile, when users are not very intensively distributed, the
results indicate that the proposed scheme can increase resource utilization, hence
reducing the maximum delay and enhancing the fairness of time delay.

The remainder of our paper is organized as follows. In Section 2, we introduce the
integrated system and its time-delay model. Then, we propose the overlap-based low-delay
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design in Section 3. After that, we present some simulations in Section 4. Finally, we
conclude the paper in Section 5.

2. System Model

This section will design a system that integrates computation and transmission. Specif-
ically, we will introduce the overlap-based working mode of the MEC-VLC module. After
that, according to IIoT’s application features, we model the downlink time delay and then
propose the mathematical criterion of overlap-based design.

2.1. System Configuration

For the construction of the MEC-VLC network, we integrate computing and transmit-
ting functions to form the computing-transmitting unit (CTU), as shown in Figure 1. In
CTU, the initial data is first computed in the MEC part and generates the transmitted data.
Then, the generated data is modulated and transmitted by light-emitting diodes (LED) in
the VLC part. The power distribution of LED follows Lambert model [40].

VLC PartMEC Part

MEC
Signal 

generation
LED
driver 

LED
Initial

data

Generated

data

Figure 1. Diagram of CTU structure.

After the construction of CTU, we establish the computation and transmission integrat-
ing system as Figure 2. For downlink transmission, this system has the MEC-VLC module
as the main body and the 5G/WiFi module as the supplement. All modules are connected
to a control unit through fibers in this system. A monitoring unit timely provides the user
distribution, data demand, and other status to the control unit [41]. According to these
status data, the control unit manages the task and resource allocation and assigns initial
data to computing units or CTUs. When the computing and transmitting resources of MEC-
VLC are adequate for all users’ access, only the MEC-VLC module is used. However, if the
resources are insufficient, the supplementary module can serve the discarded users through
encrypted MEC-5G/WiFi. Note that the complementary module is also used to serve users
whose VLC links from all CTUs are blocked by any obstacle. For data uploading, we can
adopt infrared communication by integrating the corresponding functions to CTUs and
users [42], or we could use 5G/WiFi by multiplexing with the downlink transmission [39].

In this paper, we only introduce the design of the MEC-VLC module in downlink
transmission. For the convenience of subsequent description, we denote the i-th CTU as Ti
(i = 1, 2, · · · , M) and the j-th users as Uj (j = 1, 2, · · · , N). Meanwhile, users in overlapping
or non-overlapping area of adjacent attocells construct the set Ak (k = 1, 2, · · · , 2M− 1) as
Figure 2. Note that if the VLC link from one of the corresponding CTU to Uj in an overlapping
area is blocked but the user can access the adjacent CTU Ti, then we default Uj ∈ A2i−1.

In the proposed system, it is necessary to judge whether the resources of the MEC-VLC
network can support the computation and communication of all users. For a very extreme case
where users are so intensive that the resources are insufficient, some users should be discarded
by MEC-VLC and served by the supplementary module for congestion avoidance. Based on
attocell association, we will judge the probable congestion and develop a user discard strategy.

Under the premise of sufficient resources, CTUs can improve the quality of service
by adjusting the cooperative way. Here, the measure of service quality is the system
delay. In the MEC-VLC system, adjacent attocells use different frequencies to eliminate
inter-attocell interference. Thus, ∀Uj in an overlapping area of two attocells, i.e., Uj ∈ A2i
(i = 1, 2, . . . , M − 1), can be simultaneously served by both adjacent CTUs Ti and Ti+1.
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Hence, their initial data can be offloaded by both CTUs according to the optimized task
factor αi,j and αi+1,j. Here, αi,j is the proportion of Uj’s tasks assigned to Ti, noting that
αi,j = 0 if Uj is not in the i-th attocell. At the receiving end, data from two CTUs are
integrated and then recovered by Uj. Then, the initial data for Uj is divided into two parts
respectively for Ti and Ti+1, and then Uj can be equivalent to two users respectively in
A2i−1 and A2i+1.

Control 

Unit

CTU

User

𝑇1 𝑇2 𝑇3 𝑇4

𝐴1

𝐴2

𝐴3

𝐴4

𝐴5

𝐴6

𝐴7

Monitoring 

Unit

(System status)

Fiber (Initial data)

MEC-VLC

Edge Computing 

Unit
5G/WiFi

Supplementary Module

Figure 2. Diagram of downlink computation and transmission integrating system.

After the task assignment, there is no need to consider attocell overlap anymore.
Hence, we will operate the joint resource allocation in a non-overlapping attocell. At CTU,
the initial data for users are computed in parallel using the allocated computing resource.
The allocation is operated according to the factor βc

i,j, which is the ratio of Ti’s computing
resources allocated to Uj. After computation, users in one attocell are allocated different
bandwidths according to the resource allocation factor βt

i,j and be served using orthogonal
frequency division multiplexing access or frequency division multiple access technologies.
Here, βt

i,j is the ratio of Ti’s bandwidth allocated to Uj.
Consequently, the flow of flexible overlap-based scheme is as shown in Figure 3, which

will be described in detail in the following paper.

tc tc tc

Congestion is 

impossible to 

happen

congestion

Figure 3. Flow diagram of flexible design based on attocell overlap.
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2.2. Time Delay Model

In this paper, our purpose of the flexible design is to improve the latency performance
of the MEC-VLC network. Thus, the time delay of this system should be modeled. In
MEC-VLC, the time delay is mainly generated in data computation and transmission.
Because fiber bandwidth is far broader than the bandwidth of wireless transmission, the
transmission delay in fiber can be ignored. Hence, we respectively model the time delay
caused by computing and optical wireless transmission [13,14]. Here, we assume that the
initial data for each user is continuously generated. Meanwhile, the frame lengths of users’
initial data are proportional to their data rate, i.e., lj = t0rj to make the frames of different
users contain the state data of the same period. Here, lj is the frame length of Uj’s initial
data, t0 is a constant period for all users, and rj is Uj’s initial data rate.

Then, the computing time delay of Ti for Uj’s task is

tc
i,j =

αi,jηjlj

βc
i,jF

= t0
αi,jηjrj

βc
i,jF

= t0τc
i,j (1)

where ηj is the number of computational operations required for each bit task of Uj, and F
is the maximum number of computing operations that each CTU can operate per second.
Because t0 is constant, we define the computing delay factor τc

i,j =
αi,jηjrj
βc

i,j F
for computing

delay measurement. Similarly, the transmission delay of Ti for Uj’s task is

tt
i,j =

αi,jλjlj

βt
i,jR

= t0
αi,jλjrj

βt
i,jR

= t0τt
i,j (2)

where λjlj is frame length of the generated data by computation, and R is the maximum
transmitting data rate of each VLC module. We define the transmission delay factor τt

i,j =
αi,jλjrj

βt
i,jR

for transmission delay measurement. Then, the total delay factor is τi,j = τc
i,j + τt

i,j,

which satisfies

τi,j =

{
τi,j Uj ∈ A2i−1
max

{
τi,j, τi+1,j

}
Uj ∈ A2i

(3)

According to the idea of flexible allocation and the time delay model, we propose the
following criterion of low-delay allocation design.

min
α,βc ,βt

max
i,j

τi,j = τc
i,j + τt

i,j

s.t.

∑
i

αi,j = 1 1©

∑
j

βc
i,j = 1 2©

∑
j

βt
i,j =1 3©

τc
i,j, τt

i,j ≤ 1 4©
αi,j, βc

i,j, βt
i,j ∈ [0, 1] 5©

(4)

To ensure that the overall time delay of users is kept in a certain range, we optimize
the factors of task and resource, aiming to minimize the maximum τi,j. For the constraints,
1© ensures that the computing and transmitting tasks of each user are completely accom-

plished with or without CTU’s cooperation. 2© and 3© guarantee that the computing and
transmitting resources of each CTU are adequate and fully used. 4©, which also means
tc
i,j, tt

i,j ≤ t0, is used to prevent the congestion of continuous computation and transmission,
i.e., the case that computing and transmitting rate are larger than the rate of continuous
data download and generation. In this case, the computation or transmission resources
cannot support some users’ computing or transmitting tasks, which is called congestion.
5© limits the ranges of αi,j , βc

i,j and βt
i,j because they are all allocation factors.
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3. Flexible Design Based on Attocell Overlap

In this section, we perform the overlap-based flexible design based on the above crite-
rion. Before we introduce it, we define the optimizing unit according to users’ distribution
in overlapping areas and task allocation to reduce the complexity of the subsequent design.

Definition 1. Optimizing unit is a set of users which satisfies

Ψ =
2ib−1⋃

k=2ia−1

Ak

where 
ia = 1 or A2ia−2 = ∅ or αia−1,j, ∀Uj ∈ A2(ia−1) is optimized
ib = M or A2ib = ∅ or αib ,j, ∀Uj ∈ A2ib is optimized
A2i 6= ∅ for ia ≤ i < ib

It is not difficult to get that users in one MEC-VLC system can be divided into several
optimizing units. In the following section, we assume that the system’s initial states of both
user discard and flexible allocation only contain one optimizing unit (i.e., Ψ =

⋃2M−1
k=1 Ak)

for the convenience of description. For other cases, we can use the same design method in
each initial optimizing unit to improve the overall latency performance as much as possible.
In addition, although the joint resource allocation is operated at last in practice, we will
first introduce it because its result is closely related to the subsequent links.

3.1. Joint Allocation of Computing & Transmission Resources in Single Attocell

We have already mentioned that one user in overlapping areas can be equivalent to
two users in non-overlapping areas by task assignment. Therefore, the joint allocation
of computing and transmitting resources, which is operated at last, only needs to be
considered in a single attocell. Here, we assume that ηj = η0 and λj = λ0 for all Uj. Under
this case, Theorem 1 is satisfied, the proof of which is in Appendix A.

Theorem 1. In i-th attocell, if the computing and transmitting resources are adequate for its
users, i.e.,

N

∑
j=1

αi,jrj ≤ min
{

F
η0

+
R
λ0

}
the resource allocation factors

βc
i,j = βt

i,j =
αi,jrj

N
∑

j=1
αi,jrj

minimizes the max
j

τi,j, and the corresponding delay is τi = τi,j =
(

η0
F + λ0

R

) N
∑

j=1
αi,jrj for users in

i-th attocell.

According to 1© in (4) and considering the fairness of time delay for users in an
attocell, we assume that α̂i = αi,2i = 1− αi+1,2i and α̂ =

[
α̂1 α̂2 · · · α̂M−1

]T . In both
overlapping and none-overlapping areas, the computing and transmitting resources can be
allocated in proportion to users’ initial data rates after the task allocation. Hence, according
to Theorem 1, Ak can be regarded as a user with the initial data rate of Rk = ∑

Uj∈Ak

rj.

Therefore, the MEC-VLC module in Figure 2 can be converted to Figure 4, which will be
adopted in following analysis. The delay factors of users served by Ti can all be denoted
as τi.
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Figure 4. Diagram of users in single attocell.

3.2. Attocell-Associated Congestion Judgement & User Discard for Congestion Avoidance

After equating Ak to a single user in overlapping or non-overlapping areas, we con-
sider the attocell-associated congestion judgment and user discard for congestion avoidance.
According to Theorem 1, when CTUs download the initial data due to the task allocation
factors, the total delay factor of each attocell can be presented as

[
τ1 τ2 · · · τM−1 τM

]T
=

(
η0

F
+

λ0

R

)[
γ1 γ2 · · · γM−1 γM

]T

where the equivalent total data rates for each attocell are

γ1 =
[

R2 0 0 · · · 0 0
]
α̂ + R1 = vT

1 α̂ + u1
γ2 =

[
−R2 R4 0 · · · 0 0

]
α̂ + R2 + R3 = vT

2 α̂ + u2
...
γM−1 =

[
0 0 0 · · · −R2M−4 R2M−2

]
α̂ + R2M−4 + R2M−3 = vT

M−1α̂ + uM−1
γM =

[
0 0 0 · · · 0 −R2M−2

]
α̂ + R2M−2 + R2M−1 = vT

Mα̂ + uM

Due to 4© in (4), the following relationship should be satisfied.

γi ≤ R0, ∀i (5)

where R0 = min
{

F
η0

, R
λ0

}
. Then we can get the Theorem 2, the proof of which is in

Appendix B.

Theorem 2. (5) is equivalent to

j+i−1
∑

k=j
Rk ≤ i+1

2 R0,
{
∀i = 1, 3, · · · , 2M− 1
∀j = 1, 3, · · · , 2M− i (6)

which ensures that no congestion will occur.

According to Theorem 2, we can judge whether resources are adequate for users.
Aiming at making the congestion impossible, we propose Algorithm 1 for congestion
avoidance in the case that resources are not sufficient. The main principle is to reduce
the number of discarded users and the loss of initial data as much as possible. After this
algorithm runs, all Ak are updated, making congestion impossible. It is not difficult to get
that the algorithm requires M(1+M)

2 times of judgement.
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Algorithm 1 User discard for congestion avoidance

1: for ( i0 ← 1; i0 ≤ 2M− 1; i0 ← i0 + 2 ) do
2: for ( j0 ← 1; j0 ≤ 2M− i0; j0 ← j0 + 2 ) do
3: δ = ∑

j0+i0−1
k=j0

Rk − i0+1
2 R0

4: while δ>0 do
5: if max

j
rj < δ for Uj ∈

⋃j0
k=i0

Ak then

6: Discard Uj corresponding to max
j

rj for Uj ∈
⋃j0

k=i0
Ak;

7: else
8: Discard Uj corresponding to min

j

{
rj
∣∣rj ≥ δ

}
for Uj ∈

⋃j0
k=i0

Ak;

9: end if
10: end while
11: end for
12: end for
13: Refresh all Ak according to the discarded users;

3.3. Overlap-Based Task Assignment

In the above contents, we have got the equivalent model of multi-users and have
ensured that the congestion is prevented. Next, we will discuss the overlap-based task allo-
cation scheme. When the resource allocation factors are set as Theorem 1, the optimization
of total delay factors via α̂ as (4) can be converted to

arg min
α̂

max
i

γi

s.t. Aα̂ ≤ b
(7)

where, A =

 IM−1
−IM−1

V

 and b =

 1(M−1)×1
0(M−1)×1

R01M×1 − u

. Here,

V =
[

v1 v2 · · · vM
]T

=


R2 −R2

R4 −R4
. . .

R2M−4 −R2M−4
R2M−2 −R2M−2



T

u =
[

u1 u2 · · · uM
]T

=
[

R1 R2 + R3 R4 + R5 · · · R2M−2 + R2M−1
]T

Then, there is Theorem 3 according to [43].

Theorem 3. After user discard and user equivalence, the optimization of α̂ is equivalent to the
following linear programming problem

arg min
z

ĉz

s.t. Âz ≤ b̂
(8)

where z =

[
α̂
y

]
, ĉ =

[
0
1

]
, Â =

[
A 0
V −1M×1

]
and b̂ =

[
b
−u

]
. If z∗ =

[
α̂∗

y∗

]
is the

optimization result, then α̂∗ is the best α̂, and y∗
(

η0
F + λ0

R

)
is the min

α̂
max

i
τi.

Here, (8) can be easily solved by the linear programming, and thus the task allocation
factor is optimized. However, this method only minimizes the maximum total delay factor
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in an optimizing unit but is invalid for other users with smaller delay factors. Therefore,
we consider optimizing the overall delay factors by subdivision of optimizing unit and
iterative optimization, as shown in Algorithm 2.

Algorithm 2 Iterative optimization of α̂

1: Initialize α̂∗ = 0;
2: Divide the system or the optimizing unit into several optimizing units;
3: for Each divided optimizing unit do
4: Calculate α̂∗ and y∗ according to Theorem 3;
5: ∆ = V α̂∗ + u− y∗

6: Find the location of zero elements in ∆ and construct them into a set {i}
7: for ∀i ∈ {i} and Ti corresponds to the optimizing unit do
8: if Ti is the first CTU corresponding to the optimizing unit then
9: if ∆i+1 = ∆i or (∆i+1 < ∆i and α̂∗i = 0) then

10: Mark that α̂∗i is optimized;
11: end if
12: else if Ti is the last CTU corresponding to the optimizing unit then
13: if ∆i−1 = ∆i or (∆i−1 < ∆i and α̂∗i−1 = 1) then
14: Mark that α̂∗i−1 is optimized;
15: end if
16: else
17: if (∆i+1 = ∆i or (∆i+1 < ∆i and α̂∗i = 0)) and (∆i−1 = ∆i or (∆i−1 < ∆i and

α̂∗i−1 = 1)) then
18: Mark that α̂∗i−1 and α̂∗i are optimized;
19: end if
20: end if
21: end for
22: if α̂∗i of the optimizing unit are not all optimized then
23: return 2
24: end if
25: end for

In Algorithm 2, we first optimize α̂ in the first divided optimizing unit. According to
the optimized delay factors, we judge whether any element of α̂ can be further optimized.
The main idea of the judgment is to figure out whether the CTU with a shorter delay
is allocated the task as much as possible. As in lines 8–21 of the algorithm, if the task
allocation factor makes users in two adjacent attocells have the same delay factors, then
the factor can be considered optimal. Another optimal case is that the delay of the attocell
is larger than the adjacent one, although all tasks have been allocated to the adjacent one.
After that, the subdivision of optimizing unit and optimization will be carried out until no
more elements can be further optimized to get the overall optimizing result. Because the
computational complexity of interior point method algorithm is O

(
M3.5), the maximum

computational complexity is O
(

M4.5) [44]. In practice, the complexity could be greatly
decreased by division of optimizing unit.

4. Simulation

In this section, we verify the improvement of delay factors and user discard perfor-
mance of the overlap-based design. The main parameters of VLC at both transmitter and
receiver are shown in Table 1. Our pre-simulations have demonstrated that if the diameter
of attocells is 6 m, it can be ensured that the BER of users at any location in each attocell is
not greater than 10−4. Note that to avoid into-attocell communication interference, only
half of the total bandwidth is used because of the frequency division multiplexing access
with adjacent transmitters.
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The following simulations are all operated in the system, as shown in Figure 2, where
we place six CTUs on a straight line with the same interval D. N users randomly distribute
in the six corresponding attocells, obeying uniform distribution. The initial data rate of
each user also satisfies a discrete uniform distribution. Other parameters related to the
intensive attocell system are listed in Table 2.

In these simulations, we compare the performance of overlap and distance-based
design. In distance-based design, the coverage of each CTU are bounded by centerlines
between adjacent CTUs. For users in each coverage, if the resources are not sufficient,
user discard will also be operated following lines 4–9 in Algorithm 1. After that, resource
allocation are carried out in each coverage as Theorem 1; For overlap-based design, all links
are operated using the proposed attocell-associated schemes.

Table 1. Simulation setup for VLC.

Variate Symbol Value

Total bandwidth of each transmitter - 200 [Mbps]
Location of transmitter - (0, 0, 3) [m]

Transmitting power P0 25 [W]
Semi-angle of half power ψh 45 [◦]

Modulation - On-off keying
Data rate R 50 [Mbps]

Detecting area Ar 100 [mm2]
Photon detector’s responsivity Cs 0.64 [A/W]

Equivalent noise power - 2.8× 10−15 [W/Hz0.5]
Receiver’s location - (x, 0, 0) [m]

Table 2. Simulation setup about the overlap-based system.

Category Parameter Symbol Value

CTU

Interval D 4 [m]
Number M 6

Computing capacity F 105 [cycles/second]
Transmitting capacity R 50 [Mbps]

Attocell diameter - 6 [m]

Users

Original user number N 30
Distribution of initial data rate - rj ∼ U(0, 10) [Mbps]

Computation cycles per bit η0 1000 [cycles/bit]
Calculation result output ratio λ0 0.5

4.1. Design Example

First, we take a design example of both design strategies to visually present their
ideas and performance. In Figure 5, the green circles are the boundaries of attocells, and
the orange triangles are CTUs. Additionally, the points are users with their initial data
rate marked beside them, where the MEC-VLC module serves the blue points while the
red ones are discarded and served by supplementary module. As we can see, under the
same condition, there is one discarded user in the distance-based design while no user is
discarded under the overlap-based design. The results indicate that the attocell-associated
design provides more options for user access and reduce the user discard ratio.

After user discard, task assignment and resource allocation are operated. In the
distance-based design, users’ tasks are divided by the pink center lines. However, in the
overlap-based scheme, tasks are adaptively allocated to adjacent CTUs, and the best task
allocation factors are

α̂∗ =
[

0.1667 1.0000 1.0000 0.0333 0.4667
]T
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Meanwhile, for both methods, the resource allocation are proportional to rj in each attocell.
Figure 6 is the distribution of τ in both methods. Here, the horizontal axis represents

the values of delay factor for users in the system, and the vertical axis is the user number
for each τi,j. As we can see, when using overlap-based allocation, the maximum τ is less
and the distribution is more concentrated, i.e., the flexible design performs better on the
control of maximum delay and the service fairness.
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Figure 5. (a) System diagram of distance-based design. (b) System diagram of overlap-based design.
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Figure 6. Distribution of total delay factors under distance-based and overlap-based design

4.2. Statistical Research
4.2.1. Decrease of User Discard

Next, we explore the performance gain of the proposed scheme using statistical
methods. In Figure 7a, we compare the user discard ratio when using two schemes. Here,
we temporarily set N = 50 to generate more discarded users. We measure the performance
using the user discard ratio and the total initial data rate of the remaining users. Note that
for the convenience of description, we use subscript 1 to represent the result of distance-
based design and subscript 2 for overlap-based design in follows. The results in Figure 7a
demonstrate that our method has a 78.7% probability of reducing the number of discarded
users and a 3.6% possibility of increasing it. On average, the overlap-based design keeps
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1.5 users from being discarded. Meanwhile, as shown in Figure 7b,c, the overlap-based
scheme has a 96.0% chance of increasing the total rate compared with the distance-based
design, and the average total rate is increased by 13 Mbps. Consequently, because of users’
flexible access in overlap-based design, the user discard ratio decreases and the resource
utilization rate improves, which illustrates that the proposed strategy has enhanced the
system reliability and service quality.
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Figure 7. (a) Frequency distribution histogram of the difference of user discard ratio between two
schemes ∆Ratiodis = Ratiodis2 − Ratiodis1. (b) Total initial data rate after user discard under two
schemes. (c) Frequency distribution histogram of ∆RΣ = RΣ2 − RΣ1.

4.2.2. Reduction of Delay Factors

Next, we compare the statistical characteristics of users’ delay factors τ under both
methods. Here, N = 30, and for ease of comparison fairness, we only consider the case
when no user is discarded in both methods.

Figure 8a is the maximum τ under two schemes, where red points are the simulated
results. As we can see, the red points are always below the blue line, which represents
τmax 2 = τmax 1, i.e., the overlap-based design always has less τmax than the distance-based
design. Figure 8b is the frequency distribution histogram of ∆τmax, which also demonstrates
that ∆τmax ≤ 0. Meanwhile, our statistical results show that the proposed scheme can
reduce the maximum delay factors by 11.2% on average. In other words, the overlap-based
task assignment and joint resource allocation effectively control the time delay by CTU’s
flexible cooperation and utilization modes.

Figure 9a is the mean of delay factors τmean under two schemes and Figure 9b is the
frequency distribution histogram of ∆τmean. The simulation results demonstrate that the
overlap-based design has a probability of 69.0% to reduce the mean delay and 31.0% to in-
crease it. Overall, the mean of ∆τmean is −0.0126. In other words, the overlap-based scheme
targeting maximum delay can improve the time delay distribution, but its enhancement on
the average delay is not very obvious. This is because the proposed resource assignment
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scheme does not increase the total amount of computation and transmission resources. The
scheme can only adjust the delay distribution among different users. If some users with
larger delays are assigned more resources, other users with shorter delays will be given
fewer resources leading to their delay increase.
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Figure 8. (a) Maximum delay factor τmax using distance-based scheme and overlap-based scheme.
(b) Increase of maximum delay factor ∆τmax = τmax 2 − τmax 1.
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Figure 9. (a) Mean of delay factor τmean using distance-based criterion and overlap-based criterion.
(b) Increase of mean delay factor ∆τmean = τmean2 − τmean1.

Figure 10a is the standard deviation of delay factors τσ under two schemes and
Figure 10b is the frequency distribution histogram of ∆τσ. According to both figures and
the statistical results, the overlap-based design has a probability of 95.6% to reduce τσ. It can
decrease 29.5% τσ on average, which verifies the improvement of the iterative optimization
on the overall delay and indicates that the proposed scheme could enhance the fairness of
user service.
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Figure 10. (a) Standard deviation of delay factor τmax using distance-based criterion and overlap-
based criterion. (b) Increase of standard deviation of delay factor ∆τσ = τσ2 − τσ1.

5. Conclusions

In this paper, we proposed an MEC-VLC integrating network to realize low-delay
computation and transmission in IIoT. Due to the attocell overlap caused by the intensively
arranged CTUs, users in overlapping areas can choose to access one or two adjacent CTUs,
increasing flexibility and enhancing the delay performance. In the defined optimizing
units, user discard was carried out for congestion avoidance. After that, we operated task
assignments to decrease time delay. Finally, the computing and transmitting resources were
jointly allocated. Our simulations demonstrated that compared with the distance-based
design, the user discard algorithm based on attocell overlap reduces user discard rate
owing to the flexible access. Meanwhile, it was also illustrated that the proposed scheme
decreases the overall delay and enhances user fairness through flexible CTU cooperation
and resource allocation.
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Appendix A. Proof of Theorem 1

Considering the case when M = 1 and N = 2, there is α =
[

1 1
]
. The criterion

of (4) converts to

min
α,βc ,βt

max
{

η0r1
βc

1,1F + λ0r1
βt

1,1R , η0r2
βc

1,2F + λ0r2
βt

1,2R

}

s.t.

βc
1,1 + βc

1,2 = 1
βt

1,1 + βt
1,2 = 1

η0r1
F ≤ βc

1,1 ≤ 1− η0r1
F

λ0r1
R ≤ βt

1,1 ≤ 1− λ0r1
R



Electronics 2022, 11, 924 15 of 18

Setting {
βc

1,1 = r1
r1+r2

, βt
1,1 = r1

r1+r2
βc

1,2 = r2
r1+r2

, βt
1,2 = r2

r1+r2

(A1)

which satisfies the constraints, we can get that

τ1,1 = τ1,2 =

(
η0

F
+

λ0

R

)
(r1 + r2)

and we set τ0 =
(

η0
F + λ0

R

)
(r1 + r2). Next, we discuss two cases:

• If {
βc

1,1 = r1
r1+r2

+ δ, βt
1,1 = r1

r1+r2
βc

1,2 = r2
r1+r2

− δ, βt
1,2 = r2

r1+r2

where δ ∈
(

0, r2
r1+r2

− η0r1
F

]
, it is not difficult to get that τ1,1 < τ0 and τ1,2 > τ0, which

means the maximum τ is larger. If δ ∈
[

η0r1
F −

r1
r1+r2

, 0
)

, then τ1,1 > τ0 and τ1,2 < τ0.

Thus, δ = 0 minimizes the delay factor. Similarly, separate change of βt
1,j also increases

the delay.
• If {

βc
1,1 = r1

r1+r2
+ δ1, βt

1,1 = r1
r1+r2

− δ2

βc
1,2 = r2

r1+r2
− δ1, βt

1,2 = r2
r1+r2

+ δ2

where δ1 ∈
(

0, r2
r1+r2

− η0r1
F

]
and δ2 ∈

(
max

{
0, λ0r1

R −
r2

r1+r2

}
, r1

r1+r2

λ0r1
R

]
, then

{
τ1,1 ≤ τ0
τ1,2 ≤ τ0

⇔


F
η0

(
1
δ1
+ 1 + r2

r1

)
≤ R

λ0

(
1
δ2
− 1− r2

r1

)
F
η0

(
1
δ1
− r1

r2
− 1
)
≥ R

λ0

(
1
δ2
+ r1

r2
+ 1
)

Thus, R
λ0

+ F
η0
≤ 0, which is unreasonable. Thus, (A1) is the optimal solution.

For the case when N ≥ 2, it is not difficult to get analogous results, and thus Theorem 1
is proved.

Appendix B. Proof of Theorem 2

1. (5)⇒ (6): Due to 0 ≤ α̂i ≤ 1, (6) can be easily obtained by combining (5).
2. (6)⇒ (5): In an optimizing unit, A2i 6= ∅, so



γ1 ≤ R0
...

γi ≤ R0
...

γM ≤ R0

⇔



α̂1 ≤ R0−R1
R2

α̂1 ≥ R2+R3+α̂2R4−R0
R2

...
α̂i ≥

R2i+R2i+1+α̂i+1R2i+2−R0
R2i

...
α̂M−2 ≥ R2M−4+R2M−3+α̂M−1R2M−2−R0

R2M−4

α̂M−1 ≥ R2M−1+R2M−R0
R2M−1

⇔



α̂1 ≤ R0−R1
R2

α̂2 ≤ α̂1R2−R2−R3+R0
R4

...
α̂i ≤

α̂i−1R2i−2−R2i−2−R2i−1+R0
R2i

...
α̂M−1 ≤ α̂M−2R2M−4−R2M−4−R2M−3+R0

R2M−2

α̂M−1 ≥ R2M−2+R2M−1−R0
R2M−2

(A2)
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Meanwhile, by combining two equivalent formations, we can get another equiva-
lent equation.

∑2M−1
2 Ri−(M−1)R0

R2
≤ α̂1 ≤ R0−R1

R2
∑2M−1

4 Ri−(M−2)R0
R4

≤ α̂2 ≤ α̂1R2−R2−R3+R0
R4

...
∑2M−1

2i Ri−(M−i)R0
R2i

≤ α̂i ≤
α̂i−1R2i−2−R2i−2−R2i−1+R0

R2i
...

R2M−2+R2M−1−R0
R2M−2

≤ α̂M−1 ≤ α̂M−2R2M−4−R2M−4−R2M−3+R0
R2M−2

(A3)

Under the condition that (6) is workable, if for ∀α̂1 ∈ [0, 1], the first inequality in (A3)
is not satisfied, then there are three probable cases.

• ∑2M−1
2 Ri−(M−1)R0

R2
> 1⇔ ∑2M−1

3 Ri > (M− 1)R0

• R0−R1
R2

< 0⇔ R1 > R0

• ∑2M−1
2 Ri−(M−1)R0

R2
> R0−R1

R2
⇔ ∑2M−1

1 Ri > MR0

All of them conflict with (6), i.e., ∃α̂1 ∈ [0, 1] makes the first inequality in (A3) work-
able. Then, if for ∀α̂2 ∈ [0, 1], the second inequality in (A3) is not satisfied, then there
are three probable cases.

• ∑2M−1
4 Ri−(M−2)R0

R4
> 1⇔ ∑2M−1

5 Ri > (M− 2)R0

• α̂1R2−R2−R3+R0
R2

≤ 2R0−∑3
1 Ri

R2
< 0⇒ ∑3

1 Ri > 2R0

• ∑2M−1
4 Ri−(M−2)R0

R4
> α̂1R2−R2−R3+R0

R4
≥ ∑2M−1

4 Ri−(M−2)R0
R4

All of these cases are impossible under the premise, i.e, ∃α̂2 ∈ [0, 1] makes the second
inequality in (A3) workable. For ∀α̂i0 ∈ [0, 1] (i0 = 2, 3, · · · , or M − 1), if the i0-th
inequality in (A3) is not satisfied but ∃α̂i ∈ [0, 1] (i = 1, 2, · · · , and i0 − 1) make the
i-th inequality of (A3) workable, then there are three probable cases.

•
∑2M−1

2i0
Ri−(M−i0)R0

R2i0
> 1⇔ ∑2M−1

2i0+1 Ri > (M− i0)R0

•
α̂i0−1R2i0−2−R2i0−2−R2i0−1+R0

R2i0
≤ · · · ≤ i0R0−∑

2i0−1
1 Ri

R2i0
< 0⇒ ∑2i0−1

1 Ri > i0R0

•
∑2M−1

2i0
Ri−(M−i0)R0

R2i0
>

α̂i0−1R2i0−2−R2i0−2−R2i0−1+R0
R2i0

≥
∑2M−1

2i0
Ri−(M−i0)R0

R2i0

It is not difficult to get that the assumption is not workable. To sum up, when (5) is
satisfied, ∃α̂i ∈ [0, 1] (i = 1, 2, · · · , M− 1) which make (5) workable.
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