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Abstract: Von Neumann architecture-based computing systems are facing a von Neumann bottleneck
owing to data transfer between separated memory and processor units. In-memory computing
(IMC), on the other hand, reduces energy consumption and improves computing performance. This
study explains an 8*'T SRAM IMC circuit based on 8*T differential SRAM (8*T SRAM) and proposes
8+T SRAM-based IMC full adder (FA) and 8"T SRAM-based IMC approximate adder, which are
based on the 8*T SRAM IMC circuit. The 8*T SRAM IMC circuit performs SRAM read and bitwise
operations simultaneously and performs each logic operation parallelly. The proposed IMC FA
and the proposed IMC approximate adder can be applied to a multi-bit adder. The two adders are
based on the 8*'T SRAM IMC circuit and thus read and compute simultaneously. In this study, the
8"T SRAM IMC circuit was applied to the adder, leveraging its ability to perform read and logic
operations simultaneously. According to the performance in this study, the 8*T SRAM IMC circuit,
proposed FA, proposed RCA, and proposed approximated adder are good candidates for IMC, which
aims to reduce energy consumption and improve overall performance.

Keywords: von Neumann bottleneck; memory wall; SRAM; in-memory computing (IMC); Process-
in-Memory (PIM)

1. Introduction

The current computing system is based on the von Neumann architecture that is
based on physically separated memory and processor units. Currently, processor unit
performance has rapidly progressed while memory access performance has not. This
results in large energy consumption during data transfer between memory and processor
units, thus reducing the computing performance [1-3]. This computing system throughput
limitation due to the inadequate rate of data transfer between the memory and the CPU
is called the von Neumann bottleneck or memory wall [4-6]. To address this problem,
in-memory computing (IMC), which performs computation by embedding logic in the
memory array, has been studied recently [7,8]. IMC reduces memory—processor data
transfers and thus improves performance by reducing energy consumption [9,10].

This paper explains an 8*T SRAM IMC circuit [11] based on 8T differential static
random-access memory (8*T SRAM) [12] and proposes an 8T SRAM-based IMC full adder
(FA) and 8*T SRAM-based IMC approximate adder, which are based on the 8*T SRAM
IMC circuit. The 8*T SRAM IMC circuit reads and computes simultaneously. Moreover,
it performs logic computations parallelly when two words are selected simultaneously.
The proposed IMC FA and IMC approximate adder can be applied to a multi-bit ripple
carry adder (RCA). The proposed IMC FA and IMC approximate adder are based on the
8*T SRAM IMC circuit and thus read and compute simultaneously without SRAM read
access. The SRAM-based IMC adder proposed in this study provides not only basic SRAM
operations (data storage and reading) but also parallel Boolean functions and allows easy
bitwise addition with minimal additional logic gates. An IMC approximate adder based on
this mechanism is also proposed for better energy efficiency. 8*'T SRAM, which has separate
word lines for write and read, is the SRAM cell proposed in [12], and additional gates are
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connected to the 8*T SRAM to take the advantage of two read bit lines (i.e., RBL and RBLB)
for Boolean functions and addition. Though additional area overhead is required in the
proposed IMC adder, the IMC adder proposed in this study has a simple structure and
enables fast computation with low power as the operation unit is physically connected
right next to the SRAM array.

Simulations in 65 nm technology show that the 8T SRAM IMC circuit is faster and
consumes less energy than the IMC circuit proposed in [7]. The proposed IMC FA reads
and computes simultaneously without SRAM read access and thus consumes much less
energy because it does not require data to be loaded into the processor for computation.
The proposed 8-bit IMC RCA, which consists of the proposed IMC FA, is 25% faster and
consumes 53% less total energy than the 8*T SRAM read + 8-bit RCA. The proposed 8-bit
IMC approximate adder, which consists of the proposed IMC FA in the upper 4 bits and
the proposed IMC approximate adder in the lower 4 bits, is 43% faster and consumes 15%
less total energy than the proposed 8-bit accurate IMC RCA with error values comparable
with those of other approximate adders.

Our main contributions are as follows:

e  We propose novel IMC units based on the 8*T SRAM cells. The proposed IMC units
are extensively studied on various design parameters.
We propose a novel IMC adder based on the IMC units.
We propose a novel IMC approximate adder.
We perform extensive studies on various design parameters for the proposed accurate
and approximate adders.

The remainder of this paper proceeds as follows. Section 2 describes the mechanism for
bitwise computation of the 8*T SRAM IMC circuit and its improved performance compared
with the other IMC circuit. Section 3 explains the proposed IMC FA and IMC 8-bit RCA.
An approximate adder based on the proposed IMC adder is described in Section 4. Finally,
Section 5 concludes the paper.

2. 8*T SRAM IMC Circuit
2.1. Structure

This section explains the 8*T SRAM IMC circuit in [11]. Figure 1b shows that the 8*T
SRAM IMC circuit is based on 8T Differential SRAM [12] and consists of inverters and
a 2-input Muller C-element. Each inverter, buffer, and 2-input Muller C-element in node
RBL and RBLB performs different logic computation. Node RBL and RBLB are initially
pre-charged to ‘1’. Two words are selected, the inverter, buffer, and the Muller C-element
output NAND, NOR, and XOR operation, respectively, as explained in [11].
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Figure 1. (a) 8*T Differential SRAM Cell [12]; (b) 8*T Differential SRAM-based IMC circuit [11];
(c) the schematic of 2-input Muller C-element.
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2.2. Impact of Process Variations

To quantify the impact of process variations on the IMC operations, Monte Carlo sim-
ulations are run under global and local mismatch variations. Figure 2, which is simulated
in [11], shows SPICE transient simulations of global Monte Carlo (i.e., global + 3-sigma
local mismatch variations) using a commercial 65 nm technology for NAND/NOR/XOR
computations in the case of input “10/01.” Figure 2 shows that the 8*T SRAM IMC circuit
performs NAND/NOR/XOR computations well in the case of input “10/01” and shows
how the RWL pulse width is set to 50 ps. As RWL1/RWL2 rises simultaneously, the stored
SRAM cell is read, and the logic computations are completed until RWL1/RWL2 falls.
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Figure 2. Global Monte Carlo simulation when Q1, Q; is “10” or “01,” [11].

In all input cases, the minimum RWL pulse width for the 8T SRAM IMC circuit to
perform logical computations was 15 ps. However, to allow the logic computations to be
completed until the negative edge of the RWL, the RWL pulse width in Figure 2 was set
to 50 ps, and the rise and fall times of RWL were set to 10 ps. Moreover, this paper only
shows Monte/Carlo simulation in the case of input “10/01” because the minimum RWL
pulse width in cases of input “10/01” is the worst case [11].

2.3. Performance

Table 1 compares the logic computation delay of the 8T SRAM IMC circuit, 8*T
SRAM Read + logic computation, and 8T SRAM skewed inverters [7]. The 8*T SRAM Read
+ Logic computation is the virtual case used as a comparison target, as shown in Table 1.
The difference between the 8*T SRAM Read + Logic computation and the 8*T SRAM IMC
circuit is that conventional logic gates are connected to the 8"T SRAM cell in the case of
the 8*T SRAM Read + Logic computation; however, the inverters and Muller C-element
are connected to the 8" T SRAM cell in the case of the 8'T SRAM IMC circuit. Moreover,
the 8T SRAM IMC circuit performs logic computations when two words are selected
simultaneously, but the 8*T SRAM Read + Logic computation is performed one by one. 8T
SRAM skewed inverters also perform logic computations when two words are selected
simultaneously. All simulation about delays and power consumptions were measured at
the TT corner at room temperature (25 °C) with Hspice, the transistor-level simulation
tool. We calculated the total energy by integrating the power consumption (the current
and VDD) from the pre-charge of the SRAM cell for the read operation to the completion
time of the adder computation using a bult-in tool of the waveform viewer (i.e., Custom
Waveview of Synopsys).
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Table 1. Comparison of logic computation delay in different circuits.

Circuit NAND NOR XOR
treuits Delay [ps] Normalized Delay [ps] Normalized Delay [ps] Normalized

8T SRAM 46.66 1.00 54.94 1.00 81.34 1.00

skewed inverters [7]
+

8°T SRAM Read + 45.04 0.97 45.35 0.83 100.32 1.23
Logic computation

8*T SRAM IMC circuit [11] 28.57 0.61 44.37 0.81 39.87 0.49

Table 1 shows that the 8*T SRAM IMC circuit has better NAND, NOR, and XOR
performance than the 8T SRAM skewed inverters and the 8*T SRAM Read + Logic compu-
tation. The 8*T SRAM IMC circuit performs NAND, NOR, and XOR computations 40%,
20%, and 50% faster than the 8T SRAM skewed inverters, respectively. Moreover, the 8" T
SRAM IMC circuit is faster than the 8*T SRAM Read + Logic computation.

Table 2 compares the logic computation performance and energy consumption of
the 8T SRAM IMC circuit, 8T SRAM Read + Logic computation, and 8T SRAM skewed
inverters. The 8*T SRAM IMC circuit has a 55% lower power-delay product (PDP) and uses
60% less total energy than the 8T SRAM skewed inverters. Its average power consumption
is higher than that of the 87T SRAM Read + Logic computation; however, its PDP is 29%
less, and the total energy consumption is 72% less than that of the 8T SRAM Read + Logic
computation. Table 2 shows that the 8*T SRAM IMC circuit is faster and consumes less
energy than the other circuit.

Table 2. Comparison of logic computation performance and energy consumption in different circuits.

Average Power Total Energy
Circuits Delay Consumption PDP Consumption
[psl Norm. [uW] Norm. [£]] Norm. [f]] Norm.
8T .SRAM 81.34 1.00 62.1 1.00 5.05 1.00 15.85 1.00
skewed inverters [7]
+
8 T. SRAM Reaq - 100.32 1.23 31.78 0.51 3.19 0.63 22.68 1.43
Logic computation
8*T SRAM IMC circuit [11] 44.37 0.55 51.35 0.83 2.28 0.45 6.30 0.40

3. Proposed IMC Full Adder

This section discusses an IMC FA and 8-bit RCA, which are based on the 8*T SRAM
IMC circuit explained in the previous section. The proposed IMC FA can be applied to
multi-bit RCA; thus, this section also compares the proposed IMC 8-bit RCA with other
adders. The performances of the proposed IMC FA, SRAM read access [13], and 8*T SRAM
Read + Full Adder were used for the comparison.

3.1. 1-bit Full Adder

Figure 3 shows additional gates for the proposed IMC FA. This adder is implemented
by connecting logic gates to the logic outputs (NAND_OUT, OR_OUT, XOR_OUT) in the
8*T SRAM IMC circuit. Equations (1) and (2) represent the computations of the proposed
IMC FA. The proposed IMC FA is based on the 8"T SRAM IMC circuit and thus operates
when two words are selected simultaneously.

Sum=A @ B P Ci 1)

Carry = (A®B)-Cij, + AB
= (A®B)Cyy-AB @)
=(A+B)Cy,-AB
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Figure 3. Additional gates for the proposed IMC full adder.

NAND_OUT

Except for the 8*T SRAM cell, which is the same for both cases, the proposed IMC
FA uses eight fewer transistors than the conventional FA (as shown in Figures 3 and 4).
The conventional FA uses two XOR gates (conventional XOR gate using 12 transistors)
and three NAND gates, thus using a total of 36 transistors. By contrast, the proposed IMC
FA replaces one XOR gate with a two-input Muller C-element and one NAND gate with
an inverter. Moreover, as shown in Equation (2), this adder requires an OR operation;
therefore, it uses the OR_OUT node and requires two more transistors. Therefore, the
proposed IMC FA uses 28 transistors in the adder except for the 8*T SRAM cell and eight
fewer transistors than the conventional FA [14].

A
B > SUM
Cin

b Cout

Bk

Figure 4. Conventional full adder [14].

3.2. Performance and Enerqy Consumption

Table 3 compares the performance and energy consumption of the proposed IMC
FA, the proposed IMC approximate adder, SRAM read access, and 8T SRAM Read + FA.
The proposed IMC approximate adder is explained in Section 4, and the performance is
compared in that section. The 8T SRAM Read + FA, which consists of 8*T SRAM and the
conventional full adder, is the virtual case used as a comparison target, as shown in Table 3.
It first selects two words one by one from the 8*T SRAM Cell, reads the cell, and then
transfers it to the input of the connected conventional FA to compute. It selects words one
by one, whereas the proposed IMC FA selects all at once. SRAM read access only shows
the operation of the processor accessing SRAM in the von Neumann architecture. Thus,
SRAM read access is required in the conventional systems to perform logic and arithmetic
operations in the processor. In this paper, the 8*T SRAM Read + FA is the virtual case used
as a reference to compare the performance of the proposed IMC adder. Therefore, the delay
and energy consumption of the SRAM read access should be added to the 8T SRAM Read
+ FA case in Table 3 to indicate a practical operation.

According to Table 3, the proposed IMC FA was 36% faster than the 8T SRAM Read +
FA. This is because the proposed IMC FA uses simple gates (Muller C-element, inverters)
compared to the 8"T SRAM Read + FA; thus, the propagation delay in the critical path
is shorter in the proposed IMC FA. By contrast, the average power consumption of the
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proposed IMC FA is higher than that of the 8*T SRAM Read + FA because the proposed
IMC FA consumes power within a shorter time than the 8*T SRAM Read + FA. In this
study, the power consumption of the 8"T SRAM Read + FA and the SRAM read access are
separated to compare the performance and energy consumption only for the SRAM read
and computation of the adder. Therefore, the actual average power consumption of the 8*T
SRAM Read + FA should be added to the average power consumption of the SRAM read
access (a few milliwatts), which is eventually higher than that of the proposed IMC FA.

Table 3. Comparison of the performance and energy consumption in different full adders.

Average Power Total Energy
Full Adders Delay Consumption PDP Consumption
[psl Norm. [uW] Norm. Lf]] Norm. L£]] Norm.
SRAM read access [13] 1152 1.00 11,277 1.00 12,991 1.00 - -
+
8" SRAM Read 138.39 0.12 4550 | 40x1073 | 630 | 48x107% | 1360 1.00
+ Full Adder
Proposed IMC Full Adder 88.13 0.08 75.85 6.7 x 1073 6.68 5.1 x 1074 14.31 1.05
Proposed IMC 88.35 0.08 6945 | 62x1073 | 614 | 47x107% | 1397 1.03
Approximate Adder

3.3. 8-bit Ripple Carry Adder

Figure 5 shows a diagram of the proposed 8-bit IMC RCA. This adder was imple-
mented as an 8-bit RCA using the proposed IMC FA. It is based on the 8*'T SRAM IMC
circuit; thus, it reads and computes simultaneously and operates when two words are
selected at the same time. Table 4 compares the performance of the proposed 8-bit IMC
RCA, proposed 8-bit IMC approximate adder, SRAM read access, and 8*T SRAM Read +
8-bit RCA. The proposed 8-bit IMC approximate adder is explained in Section 4, and the
performance is compared in that section.

RWL
Proposed Proposed
IMC IMC
C C C C
—" Full Adder —— ®®® —"— Fy|| Adder [—
SUM7 SUMO
8-bit

Figure 5. Diagram of the proposed 8-bit IMC Ripple Carry Adder.

Table 4. Comparison of the performance and energy consumption in different 8-bit Ripple Carry Adders.

Average Power Total Energy
8-bit Ripple Carry Adders Delay Consumption PDP Consumption
[ps] Norm. [uW] Norm. [f]] Norm. [f]] Norm.
SRAM read access [13] 1152 1.00 11,277 1.00 12,991 1.00 - -
8*T SRAM Read
+ 8-bit RCA 450.62 0.39 308.3 0.027 138.93 0.011 324.20 1.00
Proposed 8-bit IMC RCA 337.87 0.29 447.5 0.040 151.20 0.012 153.69 0.47
Proposed 8-bit IMC 193.08 0.17 470.5 0.042 90.84 0.007 131.37 0.40
Approximate Adder
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In this study, the 8*T SRAM Read + 8-bit RCA and the SRAM read access are sepa-
rated to compare the performance and energy consumption only for the SRAM read and
computation of the adder. From this viewpoint, in Table 4, the proposed 8-bit IMC RCA
is 25% faster and consumes 53% less total energy than the 8T SRAM Read + 8-bit RCA.
As with the case of 1-bit FA, the proposed 8-bit IMC RCA is faster than the 8*T SRAM
Read + 8-bit RCA, but its average power consumption and PDP are higher. By contrast, in
reality, the integrated operation of the 8"T SRAM Read + 8-bit RCA and the SRAM read
access run as a real processor. Thus, when comparing in a practical operation, the delay
and power required for SRAM read access should be added to those of the 8*T SRAM Read
+ 8-bit RCA case in Table 4, since the SRAM read access is still required in the conventional
system. On the other hand, since the proposed IMC RCA does not require SRAM read
access, the delay and power of the proposed IMC RCA are much smaller than conventional.

4. Proposed Approximate Adder

This section discusses an IMC approximate adder, which is based on the 8*T SRAM
IMC circuit. The proposed IMC approximate adder is implemented by connecting the
approximate adder AFA; [15] (shown in Figure 6) to the 8*T SRAM IMC circuit. The
proposed IMC approximate adder also operates as an 8-bit adder consisting of the proposed
IMC FA in the upper 4 bits and the proposed IMC approximate adder in the lower 4 bits.
Moreover, since it is based on the 8"'T SRAM IMC circuit, it operates when two words are
selected simultaneously.

SUM
/.

3)—‘>Q; Cou‘

Figure 6. Schematic of AFA3 [15].

Figure 7 shows additional gates for the proposed IMC approximate adder. The IMC ap-
proximate adder is implemented by connecting the output of the logic gates (NAND_OUT,
XOR_OUT) in the 8"T SRAM IMC circuit. Equations (3) and (4) represent the computations
of the proposed IMC approximate adder and AFA3. According to Equation (4), the carry
computation of the proposed IMC approximate adder and AFAj is different from that of the
conventional FA. Table 5 shows the truth table of the accurate full adder and the proposed
IMC approximate adder. The carry of the proposed IMC approximate adder output errors
in certain cases.

Sum=A P B P Cu, ®)
Carry=A"-B 4)

XOR_OUT
)) SUM

NAND_OUT 4{>o Cout

Figure 7. Additional gates for the proposed IMC approximate adder.
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Table 5. Truth table of the accurate full adder and the proposed IMC approximate adder.

A B C. Carry Sum
m Accurate Approximate Accurate Approximate

0 0 0 0 0 0 0
0 0 1 0 0 1 1
0 1 0 0 0 1 1
0 1 1 1 0 0 0
1 0 0 0 0 1 1
1 0 1 1 0 0 0
1 1 0 1 1 0 0
1 1 1 1 1 1 1

Figure 8 shows a diagram of the proposed 8-bit IMC approximate adder. It consists of
the proposed IMC FA in the upper 4 bits and the proposed IMC approximate adder in the
lower 4 bits. In the lower 4 bits, it can output an error. By contrast, since each lower 4 bit
independently computes, it is faster than the proposed 8-bit IMC RCA.

RWL
Proposed Proposed
Proposed Proposed ; 5
! : 1-bit IMC 1-bit IMC
Cs :-III)';LI\‘;IC G eee St :_Ili.';;“élc Ci| Approx. | G g .C1| Approx. |G
u er u er Adder Adder
SUM; SUM, SUM3 SUM,
Upper 4-bit (Propoéed IMC Full Adder) . Lower 4-bit (Proposed IMC Approx. Adder)

Figure 8. Diagram of the proposed 8-bit IMC approximate adder.

4.1. Performance and Energy Consumption

According to Table 3, comparing the performance and energy consumption of the
proposed IMC FA, proposed IMC approximate adder, SRAM read access, and the 8*T
SRAM Read + FA, the proposed IMC approximate adder has no significant improvement
in computation delay and energy consumption compared to the proposed IMC FA. By
contrast, according to Table 4, which compares the performance and energy consumption
of the proposed 8-bit IMC RCA, proposed 8-bit IMC approximate adder, SRAM read access,
and 8*T SRAM Read + 8-bit RCA, the proposed 8-bit IMC approximate adder is 43% faster,
and the total energy consumption is approximately 15% lower than that of the proposed
8-bit IMC RCA. The average power consumption is higher for the proposed 8-bit IMC
approximate adder, as it consumes power within a shorter time than the proposed 8-bit
IMC RCA.

Equation (5) represents the computation for the case where both the proposed 8-bit
IMC RCA and the proposed 8-bit IMC approximate adder compute the worst case; the
computation results of the adders are the same. Figures 9 and 10 show the computation
results for Equation (5) of the proposed 8-bit IMC RCA and the proposed 8-bit IMC
approximate adder, respectively. Comparing Figures 9 and 10 explains why the proposed
8-bit IMC approximate adder is faster than the proposed 8-bit IMC RCA.

0000 0000
+0111 1111 (5)
0111 1111
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Figure 9. Timing graph of the proposed 8-bit IMC Ripple Carry Adder.
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Figure 10. Timing graph of the proposed 8-bit IMC approximate adder.

In Figures 9 and 10, the black line indicates the RWL, the red line indicates the carry
and sum of the upper 4 bits, and the blue line indicates the carry and sum of the lower
4 bits. The red dotted line indicates the sum of the highest bit; the sum of the highest bit
is marked as a dotted line because its output is different from that of the other bits. The
blue dotted line indicates the sum of the lowest bit; the sum of the lowest bit is marked as a
dotted line because its initial value is different from that of the other bits. The black dotted
line indicates the carry-in of the lowest bit; the carry-in of the lowest bit is marked as a
dotted line because its initial value is different from that of the other bits. After the node
RBL and RBLB are pre-charged, the initial carry-in of the 2nd to 8th bit (C;~Cy7) is “high”
for both the proposed 8-bit IMC RCA and the proposed 8-bit IMC approximate adder. By
contrast, since the initial carry-in of the lowest bit (Cp) is “low,” the initial sum of the lowest
bit (Sumy) is different from that of the other bits.

According to Figures 9 and 10, the proposed 8-bit IMC approximate adder consisting
of the proposed IMC approximate adder in the lower 4 bits is faster than the proposed 8-bit
IMC RCA. This is because, in the upper 4 bits where the carry ripples, the computation
mechanisms of the two adders are the same; however, in the lower 4 bits, the carry of
the proposed 8-bit IMC approximate adder is independently computed. The adder that
independently computes without being affected by the carry-out of the previous bit is faster
than the RCA.

In Figures 9 and 10, as RWL1/RWL2 increases, the IMC adders read and compute,
and all the adder operations are completed until RWL1/RWL2 falls. Section 2 explains that
the minimum pulse width of the RWL for the 8*'T SRAM IMC circuit to perform the logic
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operation is set to 15 ps, and the minimum pulse width of RWL for all logic operations to
be completed until RWL falls is set to 50 ps. By contrast, the minimum pulse width of RWL
for the 8-bit adders compared in this study (the proposed 8-bit IMC RCA, the proposed
8-bit IMC approximate adder, 8*T SRAM Read + 8-bit RCA) to be completed until RWL
falls was set to 450 ps; rise and fall times were set to 10 ps.

4.2. Error Metrics Comparison

Table 6 compares the errors of the proposed 8-bit IMC approximate adder, BCSA [16],
SARA [17], and RAP-CLA [18] for 8-bit, block size 4. The Block-based Carry Specific
Approach Adder (BCSA) corrects the errors with an additional error recovery unit [16].
The simple accuracy-reconfigurable adder (SARA) operates through the error correction
stage [17]. The reconfigurable approach carries a look-ahead adder (RAP-CLA) based on
the carry-look-ahead adder (CLA) operates in two modes: approximate adder mode and
accurate adder mode [18]. To compare the errors of the approximate adders, the normalized
mean error distance (NMED), average relative error distance (MRED), and error rate (ER)
were used as indicators. According to Table 6, the proposed 8-bit IMC approximate adder
has a similar NMED to other approximate adders. By contrast, it has a higher ER because it
does not correct errors, unlike the other approximate adders.

Table 6. Comparison of errors in different approximate adders (8-bit, block size of 4).

8-bit

. Block Size | NMED (10-3) | MRED (10—3) ER (%)
Approximate Adders
BCSA [16] 4 3.4 5.2 5.46
SARA [17] 4 6.8 9.3 5.46
RAP-CLA [18] 4 13.7 147 2.34
Proposed 8-bit IMC
Approximate Adder 4 68 18.2 38

5. Conclusions

In this paper, the 8*T differential SRAM-based IMC circuit (8*T SRAM IMC circuit) is
explained, and the IMC FA and approximate adder based on the 8*T SRAM IMC circuit are
proposed. The 8*'T SRAM IMC circuit, FA, and approximate adder operate when two words
are selected simultaneously. They also read and compute simultaneously without SRAM
read access. The 8*T SRAM IMC circuit was 45% faster and had a 17% lower average power
consumption, 55% lower PDP, and 60% lower total energy consumption than the 8T SRAM
skewed inverters. Moreover, it was 56% faster, had 29% lower PDP, and consumed 72%
less total energy than the 8*T SRAM Read + Logic computation. The proposed 8-bit IMC
RCA consisting of the proposed IMC FA was 25% faster and consumed 53% lower total
energy than the 8*T SRAM Read + 8-bit RCA. The proposed 8-bit IMC approximate adder
consisting of the proposed IMC FA in the upper 4 bits and the proposed IMC approximate
adder in the lower 4 bits has similar NMED but higher ER than other 8-bit approximate
adders compared in this study. In contrast, it was 43% faster and consumed 15% less total
energy than the proposed 8-bit IMC RCA.

The 8"T SRAM IMC circuit was applied to the adders, and its performance and energy
consumption were measured in this study. The adders proposed herein are consistent with
the purpose of IMC, which aims to use reduce the energy consumption and improve the
overall performance.
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