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Abstract: The versatility of IoT devices increases the probability of continuous attacks on them. The
low processing power and low memory of IoT devices have made it difficult for security analysts to
keep records of various attacks performed on these devices during forensic analysis. The forensic
analysis estimates how much damage has been done to the devices due to various attacks. In this
paper, we have proposed an intelligent forensic analysis mechanism that automatically detects the
attack performed on IoT devices using a machine-to-machine (M2M) framework. Further, the M2M
framework has been developed using different forensic analysis tools and machine learning to detect
the type of attacks. Additionally, the problem of an evidence acquisition (attack on IoT devices) has
been resolved by introducing a third-party logging server. Forensic analysis is also performed on logs
using forensic server (security onion) to determine the effect and nature of the attacks. The proposed
framework incorporates different machine learning (ML) algorithms for the automatic detection of
attacks. The performance of these models is measured in terms of accuracy, precision, recall, and
F1 score. The results indicate that the decision tree algorithm shows the optimum performance
as compared to the other algorithms. Moreover, comprehensive performance analysis and results
presented validate the proposed model.

Keywords: cyber security; machine learning; internet of things (IoT); forensic analysis; machine-to-
machine (M2M); attack detection

1. Introduction

IoT is a system of interconnected devices that share resources and data securely when
a connection with the Internet is established. In terms of less direct interaction with humans,
a wider perspective, and expandable characteristics, the IoT supersedes all other traditional
networks [1]. The pervasive utilization of IoT has facilitated the development of numerous
inventions, including home automation, wearable technology, smart firefighting, smart
metering, advanced manufacturing, and intelligent buildings [2]. IoT has made life easier
for humans [3].

Despite the fact that IoT device applications are constantly evolving, IoT device secu-
rity remains a limitation [4]. The manufacturers of IoT devices are more concerned with
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bringing new attractive features/functionalities and simplifying the design to make the de-
vices smarter and more cost-effective than with making them secure [5]. In fact, numerous
cyberattacks on IoT devices have occurred in recent years as a result of inadequate security
measures [6]. The count of cyberattacks and IoT devices are both gradually increasing [7].

One of the most prevalent attacks on the IoT network is denial of service (DoS).
According to Cisco’s annual Internet study, DDoS cyberattacks are predicted to rise from
2018 to 2023. Figure 1 compares the number of possible DDoS attacks for each year [8]. It is
also observed that DoS attacks on IoT are continuously increasing every year. It is reported
by the Palo Alto Networks Unit 42 research team, the traffic of 98% of IoT devices is not
encrypted which exposes the confidential data on network traffic and causes multi-level
attacks [9] on the network and systems. When these vulnerable IoT devices are connected
with the network, it increases the threat space for attackers. According to Kaspersky’s
research, 1.5 billion attacks on IoT devices have been reported in the first 6 months of
2021 [10].

Figure 1. Yearly comparison of DDoS attacks in 2018–2023 [8].

Similarly, smart home IoT devices such as smart TVs, smart cameras, and other IoT
devices share 25% of the compromised devices in a botnet attack [11]. By exploiting default
credentials, the Mirai attack acquired control of thousands of IoT devices and launched
a distributed DoS (DDoS) attack on major systems [12]. HP also reported that 70% of IoT
devices are vulnerable [13]. As a result, IoT device vulnerabilities must be protected. IoT
devices are not designed to be fully protected against counter vulnerability attacks [14].
A vulnerability is a loophole in a system that provides a fertile ground for cyberattacks.
Improper product testing, a haste to market, and a lack of effective legislation are the main
causes of IoT vulnerabilities [15]. Because IoT devices have limited memory and processing
power [16], it is very hard to identify the shreds of evidence related to attacks. A framework
is needed which can detect the attacks on IoT devices and stores evidence of these attacks.
By applying the forensic analysis, these vulnerabilities of IoT devices can be mitigated.
In addition, trace of attack and attacker can be easily found.

IoT devices have limited memory and processing power, and they can only process
a limited number of predetermined instructions sets [17]. As a result, they are unable
to capture, monitor, and analyze communication between IoT devices. This nature of
IoT devices has made it difficult for security analysts to keep record of various attacks
performed on them using forensic analysis. Due to these limitations, evidence acquisition
is a major problem for forensic analysis [18]. Special tools and approaches are required to
make the IoT environment network more robust and secure. For the study and investigation
of IoT devices, more effective forensic techniques must be created and deployed [19].

The above-discussed issues can be easily averted with the help of the forensic analysis
technique. We proposed a forensic analysis framework for IoT devices which performs
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automated detection of attacks and generates the logs and alerts for these attacks. Forensic
analysis refers to the deep investigation of the crime after it happened to explore the reasons
behind the crime such as an offender, reasons, and ramifications of a security incident [20].
It is closely related to Security Incident Management (SIM) [21] in which the identification
of the security events is performed on the computer network and then reasonable steps are
performed to meet the limitations of the security principles that are compromised. Forensics
analysis also differs from network auditing [22] because auditing is the pre-analysis of
the vulnerabilities in a network and forensic analysis is the post-analysis of the security
breaches that document how and when something occurred.

In this framework, data acquisition limitation is resolved by a third-party logging
server. IoT devices traffic is redirected to a logging server, where logs and alerts of malicious
attack traffic are generated and stored to be used in forensic analysis. These stored logs
are regenerated and analyzed in a forensic server to gather information about attacks and
attackers. This attack detection is automated through a machine learning approach using a
dataset generated from these logs.

Generic forensic analysis process has four steps: data acquisition, examination, anal-
ysis, documenting and reporting [23]. In data acquisition [24], data related to a specific
attack are collected. Because of the limitation of low processing power of IoT devices,
data acquisition was the major problem. No evidence was found in the case of attacks.
This problem is resolved by our proposed system by introducing the logging server which
used snort for the detection of attacks and stores the logs of malicious traffic and also
generate alerts. In the examination, collected data are processed to extract relevant pieces
of information. An IP table is used for redirection of the traffic in IoT device configuration.
Snort logging server uses logs written for the specific attacks and incorporates them into
the detection engine. When traffic is redirected to a server, only the relevant information
is extracted, and the rest of the packets are discarded. The extracted data are subjected
to analysis in order to obtain more helpful information. Forensic server security onion
provides the details of inspection when logs captured by the logging server are regenerated.
Security onion provides attackers details, attack type, source port, destination port, and
a good deal of other information. Snort also provides the alerts of these attacks. This
inspection provides all necessary information to find out the attacker and damage occurred
by these attacks. In documenting and reporting, results of the analysis are generated.
Future forensic operations should take into account the lessons learned during the forensic
procedure [25].

The proposed framework is incorporating both the machine learning model and
forensic tools, which will be helpful in IoT forensic investigation. Security onion, which is a
forensic server, also generates a new alert for any malicious traffic resides in the network
by sniffing mode and helps to write rules for the attack detection. These attack rules
can then also be incorporated in our proposed system. Machine learning provides the
automated attack detection. After these, multiple reports are generated which describe
the details about the type of attack and the number of times an attack was launched and
the recommended action that could be taken. This forensic detail will help to draw the
complete attack scenario and make the tracing of attackers possible.

The scope of this research is to detect cyberattacks on IoT devices using a forensic
analysis of the logs of these devices. For the detection of an attack, we used different
forensics tools and machine learning techniques. The major contributions of this research
are listed below:

1. Extending existing methods for extracting and examining traces from IoT devices.
2. The major benefit of this system is its capability to efficiently examine and analyze a

large amount of data without degrading the performance of IoT devices.
3. The proposed system has the capability to acquire and store the data related to attacks

on low powered and low memory IoT devices using a logging server.
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4. The proposed framework provides a method to generate an IoT attacks dataset
for any IoT enabled organizations, which help to monitor and analyze malicious
activities performed.

5. By integration of the proposed system, one will be able to generate the evidence of
the cyber crime which can be provided to a court of law by the professionals.

6. It will also help the security analysts to create a significant system to detect IoT attacks
efficiently with forensic tools as well as the machine learning.

The rest of the paper is organized as follows. Section 2 contains a literature survey
which highlights the forensic analysis techniques, attacks detection methods using machine
learning, IoT forensics, and network forensics. Section 3 consists of the methodology of
our proposed framework. Section 4 describes results and the discussion with snort-based
attack detection of the attacks, security onion-based forensics analysis on acquired logs,
and machine models evaluation based on various parameters. The evaluation of machine
learning models along with previous work and real-time deployment of the proposed
model is also presented. Section 5 elaborates the conclusion and future recommendations
of our proposed framework and gives some points to re-imagine our proposed work.

2. Literature Survey

The Internet of Things is divided into several categories. Cloud computing, virtualiza-
tion, sensor technologies, and A.I technologies are examples of some technologies. When
forensic analysis on an IoT device is performed, then this forensic procedure automatically
involves these areas as well. Many IoT devices are dispersed in diverse areas outside of
user control, creating a challenge to the forensic investigative process. Furthermore, the
IoT forensics process faces additional obstacles, such as the short time to capture evidence
before it vanishes and the limited storage capacity of IoT devices [26].

There has been research in the field of forensic analysis on IoT devices, which involves
many built-in mechanisms and machine learning models. Various frameworks and tools
have been designed for attack detection in the IoT domain. Table 1 elaborates the forensic
techniques of IoT devices. Kebande et al.’s [27] proposed framework elaborates the various
steps involved for a digital investigation procedure, but it lacks a feedback and evaluation
plan and is unconcerned about privacy and integrity.

Babun et al. [28] presented an IoT forensic framework for smart environments. The
main objective of the proposed framework is to provide an effective IoT forensics framework
that is both compatible with IoT devices and capable of investigating crimes committed
in the IoT infrastructure. This framework is dependent on some data privacy principles,
which is not suitable for IoT devices which have limited resources. Rios et al. [29] proposed
a framework for sharing information related to cyberattacks with investigators. This
framework is based on the PROFIT technique. It is basically a digital witness scheme for
IoT attacks. The author proposes a new approach to researching IoT environments that
considers a variety of privacy and security concerns.

The goal of Zia et al.’s [30] research paper is to provide an application-specific digital
forensic investigation model. This model can be used in the IoT-related forensic investiga-
tion framework. In this research, a forensically significant artefact has been discovered in
three common IoT applications such as home automation, smart cities, and smart wearables.
Nieto et al. [31] presented a new approach to IoT forensics that prioritizes privacy. The
goal is to put ISO/IEC 29100:2011’s various principles into practice. All the key stages
of any forensic process model are included in the proposed framework, as well as new
stages such as review, initialization, and feedback. In contrast, the proposed framework is
a privacy-conscious framework that considers a set of privacy principles that can increase
data privacy, but it is ineffective for IoT devices with low resources.

Koroniotis et al. [32] proposed a framework called particle deep framework (PDF). PDF
describes a forensic analysis of encrypted traffic in IoT networks. This framework completes
the process in three stages. First, to cope with encrypted IoT network traffic, it identifies
data flows and validates their integrity. Second, PDF uses the particle swarm optimization
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(PSO) algorithm to automate the adoption of deep learning parameters. Finally, a deep
neural network (DNN) is designed. DNN is based on a PSO for identification and tracing of
the cyberattacks in the IoT network. This framework is also evaluated on smart home use
case. Overall, the PDF achieves 98% accuracy. It is trained and tested for various datasets
to evaluate the performance of the proposed framework.

Patil et al. [33] proposed a method for IoT device rapid digital forensics. Attackers
are using vulnerabilities of IoT devices to target digital and physical infrastructures of
systems. The forensic analysis of billions of networked devices is difficult due to the
small amount of evidence they provide. As a result, computer forensics necessitates the
creation of smart and fast digital research methodologies. As a result, digital forensics
investigation frameworks are jam-packed with a wide range of tool-kits and apps to meet
the demands of any criminal investigation. To determine which tools are required, specific
objects are examined and evaluated using the microscope provided by the Digital Forensics
Process. The proposed study raises knowledge of digital forensics issues, difficulties, and
possibilities across a wide range of disciplines, including networks, IoT, cloud computing,
and other areas.

Meffert et al. [34] proposed the FSAIoT (Forensic State Acquisition in the IoT). This
technology records the state (open or closed) of IoT devices, allowing for a more accurate
depiction of events. The researcher proposed the centralized forensic state acquisition
controller that is utilized in three distinct configurations: controller to controller, controller
to cloud, and controller to IoT device. This paper uses openHAB (a Linux-based open
source IoT device controller) and a script to explain the notion of FSAC. Access to deleted
and previous data is prohibited under the suggested plan. Second, physical access is
necessary. Third, connecting various IoT devices is a significant barrier.

Oreški et al. [35] proposed a network forensics mechanism based on a genetic al-
gorithm and a neural network. A genetic algorithm is used to optimize the network
parameters instead of the time-consuming trial and error method. For testing, the BoT-IoT
dataset is used, which contains traffic from IoT network assaults. This technology advances
forensics by allowing accessible data to be used to predict infiltration and generating valu-
able prediction models using a neural network approach supported by a genetic algorithm.

Aslan et al. [36] reviewed different malware detection approaches along with their
pros and cons. Signature-based detection involves the creation of a database of signatures
that are unique values for malicious files. When malware is detected, its signatures are
compared with existing signatures in the database. Behavior-based detection involves
the use of tools to find the behavior of benign or malware programs. Specific features
are extracted from the dataset and are classified using ML techniques. Heuristic-based
detection involves the experience of humans and different ML techniques and is best
at zero-day malware detection but cannot detect modern complicated malware. Model-
checking-based detection involves checking behavior and grouping files with the same
behavior which can be classified as malware or benign. Deep learning-based detection
involves the use of artificial intelligence for malware detection. Steps involve feature
extraction, identifying layers of the neural network, and the final output is analyzed to
detect malware. Cloud-based detection involves uploading files to cloud storage, and
malware is detected based on behavior and signatures stored on the database. Mobile
device-based detection involves malware detection specifically for android devices that uses
different features such as APIs, system calls, etc., that are fed to ML algorithms. ML-based
detection involves malware detection using feature selection, extraction, and classification
using different techniques. IoT devices are more vulnerable to malware because of the lack
of security as the processing power of current devices is more than before, which results in
security compromise in these devices.

Alrashdi et al. [37] addressed the IoT of security threats in a smart city framework,
which requires new techniques for mitigation of these threats. They propose an anomaly
detection IoT (AD-IoT) system that uses a random forest machine learning method to
detect anomalies. The proposed solution is a cable for detecting IoT devices under attack
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at the fog nodes. They used a recent dataset to demonstrate the model’s correctness
when evaluating the proposed model. The AD-IoT can successfully reach the maximum
classification accuracy of 99.34% with the lowest false positive rate, according to the result.

Pilli et al. [38] proposed an application-specific forensic investigative model which
combines the process of forensics as evidence collection, examination analysis, and
application-specific reporting. This study highlighted the importance of this model in
the traditional forensic model as well. The proposed model consists of three independent
components as application-specific forensic, digital forensic, and forensic process. Infor-
mation fetched from application-specific and digital forensic goes to the forensic process,
which provides final evidence of the cyberattack. This study provides a holistic overview
of the development of the proposed model, guidelines, and tools which will be helpful in
forensic investigation to deal with evidence in different IoT systems.

Al-Sadi et al. [39] proposed a forensic investigation model for IoT devices. The
advancements in technology have provided many open-source tools for investigating
digital forensics in IoT networks. In this research, the most cost-effective tools for gathering
and examining evidence from IoT devices have been proposed. IoT forensic investigation
framework is also proposed which consisted of three layers, the IoT Application Layer
which is responsible for monitoring communication between servers and application at
cloud level, the Network Layer which is responsible for communication of all layers, and
the IoT Device Layer which is responsible for the generating data which are stored at the
same level or pushed on cloud servers. Overall, open-source tools along with the proposed
framework are highly recommended for any forensic investigation of IoT networks because
in any IoT network, multi-vendor tools make investigation complex.

Fagbola et al. [40] proposed a a conceptual architecture for smart digital forensic
readiness (SIoTDFR). SIoTDFR consists of six steps which include IoT device identification,
IoT device monitoring, and capturing and conserving digital potential evidence for forensic
readiness for shadow IoT device enterprises. It allows IoT-based environments to better
prepare for security threats and criminal behavior. The SIoTDFR model is strong enough
to catch even the smallest PDE, making criminal conduct easier to track in the case of
an occurrence.

Riadi et al. [41] presented a forensic model to detect and identify the flooding attack
on IoT devices. The proposed forensic model has many stages. These stages are linked and
play their roles equally in the investigation of the incident. Network forensics lies between
cloud forensics and device-level forensics. In this paper, the classification of IoT prominent
attacks is also described. The Arduino and Bluetooth scheme is used as the IoT device.
After configuration, an IP packet is delivered on target, and the port is attacked. To detect
the attack, a log file located in Bluetooth Arduino Uno is analyzed using the Wireshark
tool. It resulted that the overload issue was because of three IP addresses which committed
illegal actions.

Scheidt et al. [42] proposed a generic framework for identification of IoT devices
using DNA. DNA of IoT devices is generated from the buyer information and device
identification number. With DNA of each IoT device, the fingerprint of attacks of these
IoT devices can easily be traced. They implemented this proposed DNA approach on the
Hybrid Forensic IoT Server, where every IoT device is registered and existing forensic
investigation can easily apply.

Shrivastava et al. [43] performed classification of different attacks on IoT devices
using machine learning algorithms and then performed forensics using Cowrie Honeypot.
The authors have employed J48 decision tree, Naive Bayes, random forest, and Support
Vector Machines (SVM) for attack classification and concluded that SVM best classifies
these attacks with an accuracy of 97.39%. They analyzed commands and found that
malicious commands are homogeneous and follow a pattern, and it identifies how an
attacker performs malicious activity. Li et al. [44] used the Contiki-NG operating system to
investigate possible DoS attacks on an IoT network using the NSL-KDD dataset, focusing
on low-power routing protocols, loss RPL networks, and PAN networks. The resulting
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dataset is fed into eleven machine learning algorithms, which are then tested for their
ability to classify different threats.

Baig et al. [45] examined an ADE-based DoS attack detection scheme for IoT sensors
presented in wireless sensor networks (WSN). WSNs are a part of the current IoT paradigm.
Furthermore, DoS attacks that use numerous network packets to target a given sensor node
can disrupt normal operations and result in catastrophic losses for rescue services. Modules
for data generation, feature ranking and creation, training, and testing are included in the
proposed system. Moreover, the framework was put to the test in real-world IoT attack
scenarios, and it outperforms current classification methods.

Koraniotis et al. [46], in their study, described network forensics on IoT botnets. A wide
range of applications of IoT has been using IoT system targeting for attacks. To investigate
activities of these IoT botnets in a small-scaled system, the digital forensic method is
used that includes Deep Packet Analysis, Network Flow Analysis, Attack Recognition,
Visualization of Network Traffic, Intrusion Detection Systems, and Honeypots. According
to this study, deep learning is the best solution for network forensics of these botnets. This
research examines the many models suggested in the subject of network forensics, as well
as their strengths and weaknesses. Challenges to inhibit in an investigation of these IoT
botnets are also described. This paper will help in our model to select the proper network
forensic mechanism and machine learning model related to our problem.

Table 1. Literature survey of forensic analysis.

Research Paper Technique Outcomes

“Smart Digital Forensic Readiness Model
for Shadow IoT Devices” [40] SIoTDFR framework

This framework captures the tiniest PDE
and makes criminal activity monitoring

simple when incident occurs.

“Roadmap of Digital Forensics
Investigation Process with Discovery of

Tools” [33]
Forensic techniques analysis

This research provides holistic review of
various tools and techniques for fast

digital investigation framework.

“A new network forensic framework
based on deep learning for Internet of

Things networks: A particle deep
framework” [32]

Framework depends on PSO and DNN

PDF achieves 98% accuracy by using
MLP model. However, our attack
scenarios are based on machine

learning classifiers.

“A Comprehensive Review on Malware
Detection Approaches” [36]

According to a comparison of various
malware detection methodologies.

IoT devices are more vulnerable to
malware because of a lack of protection.

“DistLog: A distributed logging scheme
for IoT forensics” [47]

Modified Information Dispersal
Algorithm which ensures log file’s ability
having a degree of (n-t) that log file have

not been modified.

Anti-forensic techniques are being
used against IoT log files, so they

must be secured.

“Identification of IoT Devices for Forensic
Investigation” [42] DNA-based IoT device identification

With the help of DNA from IoT devices,
it is possible to improve device

management and examination efficiency
during forensic investigations. Only

certain types of devices are covered by
this framework.

The above literature shows the relevant research work in the field of forensic analysis
in IoT. First, the theoretical study of machine learning techniques is conducted for the
exploration of the machine learning field. In addition, different attack detection methods
using machine learning have been used by the researchers. Some researchers used previous
datasets and applied machine learning algorithms to identify the attacks. However, our
research provides a mechanism to generate a dataset for IoT device attack detection which
is updated with time to incorporate more attacks. Then, different forensic analysis attack
detection techniques using forensic tools are also explored. Our proposed framework
resolves the evidence acquisition without interrupting the performance of IoT devices. It



Electronics 2022, 11, 1126 8 of 23

incorporates both machine learning and forensic analysis using various tools for detection
of attacks on IoT devices.

3. Methodology

The proposed framework for forensic analysis of IoT devices under attack consists
of four modules, as shown in Figure 2. First, traffic generation of attack is responsible for
attacks generation from Kali Linux system to IoT devices used under experimentation.
Second, traffic redirection logging server and alerts/logs generation is responsible for
redirection of traffic from IoT device to logging server, where traffic is analyzed and
logs/alerts are generated when traffic is matched with rules written in logging server. Third,
forensic analysis using forensic server is responsible for regeneration of logs captured by
the logging server. Logs are regenerated and necessary information about the attack and
attacker is extracted. Fourth, forensic analysis using machine learning model is responsible
for detection of attacks using different machine learning models such as Random Forest
Classifier [48], Decision Tree Classifier [49], Naïve Bayes Classifier [50], LDA Classifier [51],
MLP Classifier [52], and assemble (Voting Classifier) [53]. The performance of these models
is observed based on different evaluation parameters.

Figure 2. Proposed methodology for forensic analysis of IoT device.

In our designed experimentation, different devices are used such as Raspberry Pi as
IoT device with Pi camera [54], snort as logging server [55], security onion as the forensic
server [56], and Kali Linux to generate attack scenarios. All these devices are on the same
network. Figure 3 shows the arrangement of the devices. Table 2 shows the configuration
parameters of these devices.
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Table 2. Configuration parameters of the experiment.

Items IP Address Specifications Operating System

Kali Linux 192.168.56.3 Virtual Machine (Xeon 2 core, 4 GB
RAM, 20 GB storage, 1G Ethernet) Linux

Snort 2.9.3 192.168.56.2 Virtual Machine (Xeon 2 core, 2 GB
RAM, 20 GB storage, 1G Ethernet) Windows 10

Security Onion 192.168.56.4 Virtual Machine (Xeon 2 core, 4 GB
RAM, 20 GB storage, 1G Ethernet) Linux

Raspberry Pi 192.168.56.101 ARM dual Processor, 1 GB RAM,
20 GB Memory, Wired (1 G Ethernet) Linux (Debian)

Figure 3. Network diagram of the proposed system.

3.1. Traffic Generation of Attacks

In the first step of the proposed framework, Kali Linux, which has an IP address of
192.168.56.3, is used to launch multiple attacks on the IoT device Raspberry Pi with the IP
address 192.168.56.101. IoT devices are built on the board, which have options to connect
multiple types of devices such as sensors, cameras, etc. The IoT board is designed in an
open-source platform. Raspberry Pi is used as an IoT device in this experimentation, with
a Pi camera attached to it. We used Kali Linux tools such as NMAP, Metasploit, HPING3,
Ettercap, and Wireshark. These are attacks launched on Raspberry Pi.

1. Port Scanning using NMAP;
2. Brute Force Attack using Metasploit;
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3. Denial of Service (DoS) Syn Flooding using HPING3;
4. Man in The Middle (MITM) ARP spoofing using Ettercap.

3.2. Traffic Redirection and Logs/Alert Generation for Attacks

In this framework, traffic of the IoT device is redirected to a logging server and logs
are generated. To overcome the limitation of low memory and low processing power of
IoT devices, traffic of IoT devices is redirected to a logging server with an IP address of
192.168.56.2. All devices are connected in an M2M manner, so they can directly commu-
nicate with each other. A logging agent (WAZUH) [57] was used for log storage on the
third-party server. However, the ARM architecture of the Raspberry Pi does not support
it. Then, IPtables are used to redirect the network traffic to the snort gateway with an IP
address of 192.168.56.2. The snort is installed on the logging server. Snort rules are written
and included in the configuration file for specific attacks. Snort analyze the traffic coming
to IoT device and matches with the snort rules. If the match is successful by the detection
engine of the logging server, then a snort alert for attacks is generated and logs are stored
at the logging server. If not, then these packets are discarded. Logs of attacks generated by
snorts are in pcaps format. CIC flow meter open-source tool [58] is used to convert these
pcaps files to CSV files. Then, a CSV file of logs is used for the machine learning models
because ML cannot be applied on pcap files.

3.3. Forensic Analysis Using Security Onion

After the detection of attacks by snort, logs are stored for analysis. These network
logs contained information such as attack type, source address, destination address, port
number, etc. Security onion, which has an IP address of 192.168.56.4, has two network cards.
One is used for the management and the other is used for sniffing the network packets to
find any malicious traffic in the network. These logs stored at the logging server solve the
problem of evidence acquisition. Security onion has different built-in tools such as squil
and squert which are used for analysis of these logs. Sguil is basically GUI of snort which
is a CLI-based tool. These logs are regenerated to retrieve information about attacks and
attackers, as we have captured the log files through the snort IDS.

3.4. Forensic Analysis Using Machine Learning

Attack detection on IoT devices is automated using machine learning algorithms.
Snort-based detection is a manual process where each time we have run IDS for different
attacks. By ML process, we automated the attack detection by using different types of
classifiers, for which we labeled the logs in CSV format. After conducting preprocessing,
we divided the dataset into training and testing. When features are extracted, we trained
ML models and tested these models with the testing dataset and with the real-time traffic.

3.4.1. Flow Aggregation and Data Labeling

A CIC flow meter is used to convert the PCAP files to CSV format because machine
learning models cannot use Pcap files. The traffic’s behavior and statistical features were
extracted. These characteristics are then fed into a machine learning model to detect threats
to IoT devices. The data are then labeled in order to detect normal and abnormal behavior
as Table 3 shows.

Table 3. Configuration parameters of the experiment.

Type Category Labels

Normal Normal 0
Anomaly Dos Syn flooding 1

Brute force Attack 2
MITM ARP spoofing 3
Port Scanning 4
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3.4.2. Data Preprocessing

To ensure data consistency, completeness, and soundness, we remove unnecessary
fields, remove any characteristics that do not contribute to classification, encode categorical
features, and numerical features are also scaled within the range of 0 and 1. Fields such
as IP address, port address, and attack type that were previously used for labeling must
be removed to avoid data bias and model performance degradation. To remove missing
numbers and outliers, various strategies are used.

3.4.3. Splitting the Dataset for Training and Testing

Finally, the dataset is split into two categories: training and testing. The model is
trained using the training data, and it is validated using the testing data. The dataset is
split into 70% for the training and 30% for testing.

3.4.4. Feature Extraction and Selection

A machine learning algorithm’s detection efficiency is degraded by correlated features.
We utilized k-best [59], backward elimination [60], and feature significance [61] to choose
features. For feature extraction, we chose k-best. The best accuracy results are obtained
when K = 10, as shown in Table 4.

Table 4. Configuration parameters of the experiment.

Selected Features

10 Flow_Byts/s, Pkt_Len_Var, Flow_Pkts/s,
Fwd_Pkts/s, Bwd_Pkts/s,
Bwd_IAT_Max,Src_Port,
Bwd_IAT_Mean, Bwd_IAT_Tot,
Flow_Duration

3.4.5. Training and Testing of Models

In the training phase, inputs and the labels are fed to machine learning algorithms
after the feature extractor extracts the features from inputs. Different machine learning
algorithms are applied in search of a best-fitting model. Each model works differently
because of the different functions on which data are trained. In the testing phase, inputs are
fed to the feature extractor to obtain the features. Then, these are fed to trained classifier
models to extract the labels which are the predictions of these models. As previously, we
labeled our data. So, the specific attack can be guessed from the label the model predicts.
A generic diagram of the training and testing phase is shown in Figure 4.

We used some evaluation parameters to find out the efficiency of models for which
we used confusion matrix’s accuracy, precision, recall, and F1 score. The testing dataset is
used for evaluation of trained models. If we used the training dataset, then accuracy or
other parameters will not be a reflection of the true error. Cross-validation is also used to
tune the models while training to improve the evaluation parameters. We evaluated our
models based on accuracy, precision, F1 score, and recall.
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Figure 4. Training and testing of ML models.

3.5. Report and Statistics

The research environment proposed is designed for machine-to-machine (M2M) com-
munication based on IoT devices. Unique IP addresses assigned to IoT devices and other
machines are of the private network. The intention of designing the environment is to
completely study the forensics on IoT communication using machine-to-machine connec-
tivity. In this environment, multiple attacks are executed on IoT devices. All the network
traffic of IoT devices is redirected to the snort logging server. The logs generated by the
logging server are transferred to a forensic server security onion, where network packets
are regenerated and analyzed. The dataset is used for machine learning models to automate
this proposed model. With both machine learning analysis and forensic tools analysis
deployed together, detection of cyberattack becomes more efficient and can evolve with
time. After these, multiple reports are generated with the details about the type of attack
and the number of times an attack is launched and the recommended action that could
be taken. This forensic detail helps to draw the complete attack scenario and makes the
tracing of attackers possible.

4. Results and Discussion

In the proposed framework, forensic analysis of IoT devices is performed. Low
memory and low processing powered IoT devices perform predefined instructions. So, a
built-in mechanism for forensics cannot be integrated. It is resolved by logging servers. In
this research, cyberattacks are launched on an IoT device and traffic is redirected to the
logging server using IPtables of the IoT device. On the logging server, traffic is matched
with rules defined for these attacks. On a successful match, alerts and logs are generated
and stored for forensic analysis. Forensic analysis is performed using both forensic tools
and machine learning models. Our experimentation results are also compared with other
proposed systems to evaluate the performance of the proposed framework.
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4.1. Traffic Generation of Attacks on IoT Device

In the traffic generation of attacks on IoT device Raspberry Pi, we used Kali Linux as
an attacking machine, which has the IP address 192.168.56.3, to launch attacks on victim
IoT device with IP address 192.168.56.101. Multiple attacks such as Port scanning using
NMAP tool, brute force attack using Metasploit tool, denial of service (DoS) Syn Flooding
attack using HPING3, and Man in the Middle (MITM) ARP spoofing using Ettercap were
launched on the IoT device.

Port scanning is used to locate the target IoT device’s entry ports to conduct a cyberat-
tack. The NMAP software is used to locate the target IoT device’s open ports and services
for this purpose. After gaining the necessary information about the targeted IoT device, an
SSH connection has been established to connect virtually. We used Metasploit framework
to launch brute force attacks on an IoT device that opened port 22. Metasploit tries all
combinations of usernames and passwords to find the correct one. As Metasploit succeeds
in matching the correct username and password, an SSH connection is established between
the Kali Linux (attacking device) and Raspberry Pi (IoT device). It is analyzed that when
Metasploit opens an SSH session with an IoT device. Then, on the IoT device, there is no
footprint found that it has an SSH session with attacking system 192.168.56.3. For testing,
a normal SSH session is created from another system having the IP address 192.168.56.4,
which is security onion being used as the forensic server. Now, the IoT device shows that it
had only one opened remote SSH session with the system having IP address 192.168.56.4
but did not show any information of SSH session from 192.168.56.3 attacking system.

Denial of service (DoS) attack is launched through the HPING3 and Metasploit soft-
ware using the Kali Linux platform. Multiple instances of DoS attacks were started to
make the attack scenario more severe. After some time, the DoS attacks occupy all the
resources of the IoT device and, as a result, the IoT device stops communication with the
other devices. After the DoS attack completion, logs are analyzed to find out the cause and
destruction of the attack. The log files generated by the logging server are gathered for
forensic purposes. Log files of the DoS attack are monitored through the Wireshark and
squert. Wireshark shows the detail of captured packets and highlights that source address
192.168.5.3 attack on port 80 of destination address 192.168.56.101 using TCP-Out-of-Order
packet sequence number. We observed the traffic coming to the IoT device using Wireshark
which shows plenty of traffic coming from the attacker but Raspberry Pi failing to respond
to this traffic and halts its services.

Man-in-Middle attack on IoT devices using Ettercap is launched. ARP spoof changes
the ARP entries of target systems with the MAC address of the attacking system. All the
communication between the victim machines is intercepted by the attacker because the
attacking system resides between them. To verify that the attack is successful, the ARP
tables of both source and destination change the destination MAC addresses of each other
with the attacking system. For further analysis, the log files generated by the logging server
are analyzed through Wireshark. Wireshark also points out the duplication of addresses in
the network packets. The target IP addresses are of both the attacking device and victim
machine and are set as 192.168.56.3 and 192.168.56.101, respectively.

Ettercap provides many attack options, we selected ARP poisoning. Remotely sniffing
is selected. Ettercap starts listening at the eth0 of the IoT device, which has the IP address of
192.168.56.101. While an IoT device tries to make communicate with any other device, then
it can be observed via Ettercap. We opened the Raspbian browser, then it can be observed.

4.2. Traffic Redirected to Logging Server

Traffic is redirected to the logging server to store the logs on a third-party server,
where forensics on these logs is applied. Because of the limitation of low memory and
low processing power of IoT devices, it is impossible to store network logs on IoT devices.
Therefore, network traffic is redirected to the logging server to store the network logs.
For the redirection of packets, we used IPtables. To perform this action, we enabled the
forwarding on the device. After enabling the forwarding, which is also called routing, we
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access our IPtables to configure. So, the required packets can be redirected to the logging
server which is installed on Windows 10 as Snort IDS with IP address 192.168.56.2. A packet
filter framework named Netfilter is generally used in the Linux kernel. This framework
allows a Linux machine with a sufficient number of network adapters to function as a
NAT router. We used the command utility “IPtables” to establish complicated rules for
packet modification and filtering. The most important NAT rules are pre-routing, output,
and post-routing. Packets that have just arrived at the network interface are routed using
pre-routing. Depending on the routing decision, the traffic will either be interpreted locally
or transmitted to another machine on a different network interface. The routing decision is
taken after the traffic has passed through pre-routing. If the receiver is a local machine, the
traffic will be sent to the appropriate process, and we will no longer have to worry about
NAT. If the receiver is in a separate network with a different local network, the packet will
be forwarded to that interface if the machine is set to do so.

# iptables -t nat -A PREROUTING –I eth0 -j redirect-gateway 192.168.56.2

4.3. Logs and Alert Generation by Logging Server Snort

When the traffic from Raspberry Pi is redirected to logging server snort, then the logs
and alerts generation process starts. Redirected traffic is received on the Ethernet port of
a logging server having the IP address of 192.168.56.2. Snort matches traffic with rules
written for attacks. If the match is successful, then the log file is generated. The log files are
generated with a different name every time the command is started. Moreover, new log
files are generated after the log file reached its defined maximum capacity. The generation
of log files with a new name arises a problem while implementing the agent-based log
monitoring. So, individual log files of respective attacks are generated manually. These
files are stored on the logging server with different names. Snort is configured to capture
the malicious traffic by writing the rules in the file local.rule, which is presented in the
directory of snort. When snorts starts, it scans for different interfaces to track the malicious
traffic. After setting up the rules for all attacks, the configuration file is updated and
tested; these rules are incorporated in the snort rules. After running snort IDS mode, it
monitors the network traffic which was redirected from the Raspberry Pi. This traffic is
compared with rules. When a DoS attack is launched, then incoming traffic matches with
the rule and snort starts to generate alerts and stores the logs of this traffic. These logs are
further analyzed with forensic servers and machine learning models for the detection of
attacks. Figure 5 shows that log directory. The rules for denial of service (DoS) attack is de-
scribed below. Similarly, rules for other attacks are also incorporated into the rules directory.

alert tcp any any – $HOME_NET 80 (flags: S; msg:” possible DoS attack Type: SYN
flood”; flow: stateless; sid:1000003; detection filer: track by_dst; count: 100; seconds 5;)

Figure 5. Logs and alerts generated by the snort.
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4.4. Forensic Analysis Using Security Onion

Forensic analysis using security onion is applied on logs captured by the logging server
snort. As Figure 6 shows, logs based on rules are regenerated in the security onion. We used
security onion as the forensic server, which is a free and open-source Linux distribution
with security monitoring, intrusion detection, and log management capabilities. It includes
many tools; we used sguil and squirt for logs analysis. Snort is CLI based, where logs
are not properly analyzed. Therefore, sguil is GUI for snort and logs are easily visualized.
Security onion has two network interface cards (NICs). One interface enp0s3, which has
the IP address of 192.168.56.4, is used for the management of the security onion, while
other interfaces enp0s8 work in the promiscuous mode. It means that it is connecting to the
virtual server and monitoring all the network traffic presented in this network. It sends
packets to all network interfaces of the complete network to obtain information about the
connected devices. We have captured the log files through the snort IDS. These logs are
regenerated through security onion. There are many ways to import these logs as follows

• tcpreplay: Logs captured at the logging server can be imported as the new traffic with
current timestamp.

• so-replay: Import all logs samples in /opt/samples and replay them with the cur-
rent timestamp.

• so-import-pcap: Logs captured at the logging server can be imported as the new traffic
with the original timestamp and date.

Figure 6. Integration of logging server and forensic server.

Sguil with a user-friendly interface gives you access to real-time events, session
statistics, and raw packets captured. While setting up the sguil, we have to check NIC
whom we want to monitor. For forensic purposes, the log files from the logging server
are analyzed through Wireshark and sguil. Figure 7 shows the regenerated alerts of the
logs and details about the attacker IP address, port number, etc. Each type of attack is
with a different color. It is basically a GUI for snort being used as the logging server.
When packet’s inspection pane and obtaining the details of each log record, details about
the attack can easily be fetched. When brute force attack generated from Kali Linux to
obtain the SSH connection, then it applies the IDS rule “ET SCAN Potential SSH Scan
OUTBOUND” and shows that IP address 192.168.5.3 is trying to obtain SSH service access
on IP address 192.168.5.101, but that exceeds the SSH login limit within the specific period.
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Figure 7. Sguil interface shows the alert for attacks.

Squert, on the other hand, uses metadata and time series representations to help
provide further context to the attack events. When the DoS attack is launched from Kali
Linux 192.168.56.3 to IoT device, Raspberry Pi 192.168.56.101, snort generates the alerts
for SYN DoS attack on the IoT device and logs are stored. When these are regenerated
in the forensic server, squert provides a holistic summary about each attack. Without
having to understand the underlying data or events, squert’s visualization tools help detect
suspicious sessions or activities. As the views are changed, the events are displayed in a
variety of formats, making it easier to understand the packets and information. This shows
the series of events when the attack occurred with targeted IP address and ports as shown
in the Figure 8.

Log file of the DoS attack is also analyzed through the squert. Squert analysis shows
that their source, address 192.168.55.3, attacks, 18,705 times on the SSH service of destination
address 192.168.56.101. Squert also shows that during a DoS attack, the attacker does not
establish a communication connection with the target and bombarded the packets having
no payload. On the forensic server, the log file gathered from the log server is analyzed and
found the traces of NMAP port scanning. It is further explored to find the information of the
IoT device such as operating system, open ports, and services, SSH-Host Key, Traceroute,
Hope count, and MAC address, etc.

Figure 8. Squert interface shows attacks information.
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4.5. Forensic Analysis Using Machine Learning

The purpose of forensic analysis using machine is to automate the process of attack
detection. Numerous models of ML are used on the dataset generated from the logs
captured by the logging server. We used various feature extraction and selection techniques
such as feature importance, k-best, and backward elimination. After performing different
tests, we finally used the k-best feature extraction and selection technique to use the most
efficient feature of the dataset. This dataset is divided into 70% and 30% ratio for training
and testing. To evaluate the models, we incorporated several parameters such as accuracy,
recall, F1 score, and precision. Table 5 displays performance comparison of ML algorithms.
A confusion matrix displays performance of various classifiers applied on a test dataset
through known true values. The terms used in the confusion matrix are defined as False
Positive (FP), True Positive (TP), False Negative (FN), True Negative (TN), respectively.

Table 5. Performance comparison of ML algorithms.

Algorithm Accuracy Precision Recall F Score

Random Forest 0.96 0.96 0.88 0.92
Decision Tree 0.97 0.96 0.89 0.93
Naive Bayes 0.45 0.25 0.84 0.39
LDA 0.77 0.73 0.77 0.73
MLP 0.81 0.72 0.81 0.73
Ensemble (Voting Classifier) 0.97 0.97 0.97 0.97

4.5.1. Accuracy

The accuracy can be defined as a total classifications successfully predicted in a model
divided by the total predictions made, and it can be represented as below [59].

Accuracy =
TN + TP

FN + TN + TP + FP
(1)

4.5.2. Precision

The precision can be defined as a total true positives divided by total true positives
added to the total false positives.

Precision =
TP

TP + FP
(2)

4.5.3. Recall

It is the ratio that describes how many samples are correctly predicted positive samples
in all relevant collections of samples. It is also known as “sensitivity measure”.

Recall =
TP

TP + FN
(3)

4.5.4. F-Score

F1 score is a process of integrating the model’s accuracy and recall. It can also be
defined by the harmonic means of these parameters [59].

F1-score =
2 ∗ Recall ∗ Precision

Recall + Precision
(4)

4.6. Results of Proposed Framework ML Model

In the ML approach, a dataset derived from logs is utilized. In order to preprocess
the data, we used a variety of techniques. We remove unnecessary fields, remove any
characteristics that do not contribute to classification, encode categorical features, and
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numerical features are also scaled within the range of 0 and 1 to ensure data consistency,
completeness, and soundness. For feature selection and extraction, we used a variety
of techniques such as feature importance, backward elimination, and k-best. Changing
k-values in the k-best technique yielded efficient results. The dataset is divided into two
parts: training and testing, with a 70/30 split. As mentioned in the previous section, various
classifiers are used to train and test ML models. The decision tree classifier achieved 97.29%
accuracy after training and testing multiple classification models. The accuracy of various
machine learning models used in our proposed system is depicted in Figure 9. In the
forensic process, these models aid in the detection of attacks faster and more reliably.

Figure 9. Accuracy comparison of ML models.

4.7. Comparison with Existing Framework

When compared to existing anomaly detection models, the results of our proposed
framework outperformed the “Scheme for Generating a dataset for Anomalous Activity
Detection in IoT Networks” (ullah2020scheme) machine learning technique for attack
detection [62]. The accuracy of various ML approaches is shown in Figure 10. The authors
first described the flaws in several intrusion detection datasets in this framework. Second,
they provided a new dataset for detecting IoT device attacks. Finally, a new intrusion
detection technique is proposed based on the generated dataset. For classification, various
machine learning models are used. The proposed techniques achieve an accuracy of 88%.
On the other hand, our proposed framework not only provides a scheme to generate the
dataset for IoT devices but also performs the forensic analysis using forensic server-based
tools and machine learning models with accuracy of 97.29%.

Figure 10. Comparison with existing framework.
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4.8. Real-Time Deployed Model

Because the Raspberry Pi has an onboard device that can connect to multiple IoT
devices such as sensors and cameras [63], it can be used as an IoT device. We connected
a Pi camera to the Raspberry Pi to test the efficiency of our proposed system. As a result,
we used the Pi camera traffic dataset to evaluate our proposed system’s efficiency. The
accuracy of the model is slightly decreased, but it is still efficient than the existing approach
mentioned in the above section. The progress of the trained model on the testing dataset
and real-world data using the Pi camera is shown in Figure 11. The blue bar shows the
accuracy of models in the training testing phase of models, while the orange bar shows
the accuracy of a real-time deployed model with a Pi camera attached to the Raspberry Pi
IoT device.

Figure 11. Accuracy comparison of testing and real-time deployed testing.

4.9. Comparative Analysis with Various Frameworks

IoT devices are gaining traction in every industry, from smart homes to smart cities.
However, because of the security flaws in these devices, entire systems are compromised,
and no evidence is found. This is due to a lack of processing power and memory constraints.
To address these issues, we proposed this framework which stores logs as evidence of
these attacks on a third-party logging server called snort and then applies forensic analysis
to them using forensic server security onion and machine learning algorithms. Through
attacks that are quickly detected, ML-based analysis improves the framework’s efficiency.
It is applicable not only in a post-analytical setting, but also in a real-time setting. Snort
rules are required for all of this work. Real-time alerts and logs are generated when traffic
matches these rules, which were also investigated in order to determine the source of
the attack and the perpetrator. The comparison of our proposed framework with similar
frameworks is shown in Table 6. Based on various parameters that distinguish our research
from previous work, our framework outperforms these frameworks.
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Table 6. Comparative analysis with various frameworks.

Research Paper Logs Acquisition
Logs Analysis
Using Forensic

Server

ML Based Logs
Analysis

Real-Time Traffic
Monitoring

Snort Rules
Generation for

Attacks

Dataset
Generation

Scheme

Forensic Analysis
on Internet of
Things (IoT)
Device using
Machine to

Machine (M2M)
Framework

X X X X X X

Smart Digital
Forensic

Readiness Model
for Shadow IoT

Devices [40]

X 5 5 X 5 5

Roadmap of
Digital Forensics

Investigation
Process with
Discovery of

Tools [33]

X X 5 5 5 5

A new network
forensic

framework based
on deep learning

for Internet of
Things networks:
A particle deep
framework [32]

5 5 X X 5 5

A Comprehensive
Review on
Malware
Detection

Approaches [36]

5 5 X 5 5 5

DistLog: A
distributed

logging scheme
for IoT forensics

[47]

X X 5 X 5 5

Identification of
IoT Devices for

Forensic
Investigation [42]

X X 5 5 5 5

5. Conclusions and Future Work

Forensic analysis refers to the deep investigation of the crime after it happened to
explore the reasons behind the crime. Our proposed forensic analysis system overcomes the
low power and low memory limitation of IoT devices. The proposed forensic system makes
the forensics of IoT devices in a directly connected environment more efficient and reliable.
Without interruption of communication between devices, network traffic is redirected to
the logging server, and traffic is analyzed by comparing with rules. These logs of malicious
traffic are stored and can be regenerated in the forensics server by different methods. After
capturing the logs of attacks launched on IoT devices, not only are the logs regenerated,
but a dataset is also created. Multiple machine learning models are trained and tested
for the detection of attacks. The decision tree algorithm performed well, with the highest
accuracy of 97.29%. Our proposed system is tested in a real-time environment when a Pi
camera is installed in the network. Performance of machine learning models was slightly
decreased with decision tree with the highest accuracy of 96.01%. Then, multiple reports
are generated to describe the details about the type of attack, the number of times an attack
was launched, and the recommended action that could be taken. This forensic detail will
help to draw the complete attack scenario and make the tracing of attackers possible.
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The area of this research can be extended by adding more attacks with categories and
sub-categories. Our dataset is limited to the most common attack on IoT devices. The
attributes/features can be enhanced by applying more techniques. We can also include
the dataset of IoT devices that we used in our daily routine to enhance the footprint of
ML-based forensic analysis.
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