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Abstract

:

Automatic ways to generate video summarization is a key technique to manage huge video content nowadays. The aim of video summaries is to provide important information in less time to viewers. There exist some techniques for video summarization in the cricket domain, however, to the best of our knowledge our proposed model is the first one to deal with specific player summaries in cricket videos successfully. In this study, we provide a novel framework and a valuable technique for cricket video summarization and classification. For video summary specific to the player, the proposed technique exploits the fact i.e., presence of Score Caption (SC) in frames. In the first stage, optical character recognition (OCR) is applied to extract text summary from SC to find all frames of the specific player such as the Start Frame (SF) to the Last Frame (LF). In the second stage, various frames of cricket videos are used in the supervised AlexNet classifier for training along with class labels such as positive and negative for binary classification. A pre-trained network is trained for binary classification of those frames which are attained from the first phase exhibiting the performance of a specific player along with some additional scenes. In the third phase, the person identification technique is employed to recognize frames containing the specific player. Then, frames are cropped and SIFT features are extracted from identified person to further cluster these frames using the fuzzy c-means clustering method. The reason behind the third phase is to further optimize the video summaries as the frames attained in the second stage included the partner player’s frame as well. The proposed framework successfully utilizes the cricket videoo dataset. Additionally, the technique is very efficient and useful in broadcasting cricket video highlights of a specific player. The experimental results signify that our proposed method surpasses the previously stated results, improving the overall accuracy of up to 95%.
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1. Introduction


Digital videos have become pervasive, therefore the proficient approach of pulling out the information from the video becomes gradually more important [1]. Videos contain an enormous amount of data and intricacy that makes the analysis more challenging. In the past few years, various techniques have been presented for video summarization to solve the problem such as extracting information from lengthy videos. Video summarization has pragmatic in numerous domains inclusive of sports [2,3], medical [4,5], web [6], and surveillance system [7,8]. In recent years there have been more efforts in automated video summarization of sports highlight generation [9,10].



Manual highlight generation specific to player is tedious work for long-duration videos for example cricket videos. Moreover, a massive collection of cricket videos are broadcasted, including many additional events that lack viewers’ interest. Therefore, automatic cricket video summarization specific to player can be performed via machine learning algorithms, which aims to automatically assign a label to a specific shot to determine whether that segment is specific to player and interesting to viewers or not. Most video summarization techniques are based only on visual features such as crowd, audience noise, and pitch view and do not focus on individual player’s performance.



Various works have been proposed by researchers focusing on cricket video summarization, however, if any research has provided player-specific summary then it is based on a textual log only [11]. Therefore, the results are not considerable on unseen videos due to avoidance of visual features. In [12], original cricket event video is divided into shots and then shots having significant events are included in the summary. In [13], cricket highlights generation has been done based on low-rank visual features such as color histogram (CH). The replay detection technique is used to generate highlights in sports videos [14], which take advantage of the gradual transition effect at the beginning and end of the re-play segment and lack of score caption in the re-play shot. Video summaries are generated in [15], by applying text processing on the shots of the speech through speech recognition but completely avoiding visual features. The rank-based algorithm is implemented to generate a video summary that utilizes quality, user attention, representativeness, temporal coherence, and uniformity to select key frames [16]. Additionally, audio-based techniques have also been exploited to generate highlight summaries. However, these are unable to use important visual events. Various existing techniques have been suggested for cricket video summarization, however the generated summaries still include unnecessary frames and they are generalized.



Therefore, to overcome the above-mentioned challenges we propose a hybrid model for the cricket highlights generation specific to player. In first stage, we used OCR which focuses on log information to find player specific frames. Then, we trained AlexNet, a pre-trained model for the classification of frames to discard unnecessary ones. In third step, we optimize the summarized video employing a person detection algorithm to further cluster the frames using fuzzy c-means clustering based on SIFT descriptor. The proposed system is a successful execution for player specific summary generation for cricket videos.



The main contributions of this study are as below:




	
A novel technique to generate player-specific summaries of cricket videos is introduced using the Deep Neural Network along with person detection and other machine learning operations.



	
Dataset for training and testing is used from 4 famous broadcasters such as Sky Sports, Fox Sports, ESPN, and Ten Sports. The benefit of using a Deep Neural Network is that a small dataset is required for training purposes. Therefore, we utilized minimal frames while attaining the significant results such as accuracy of 95%.



	
The technique can be generalized to generate video summaries for other sports games as well i.e., soccer, football, tennis, etc.



	
To the best of our knowledge, our proposed model is first one to consider the generation of video summaries specific to player in cricket videos.








This work presented in this paper is organized as: Section 2 describes the proposed technique, while results and discussion are presented in Section 3. At last, the conclusion is given in Section 4.




2. Related Work


Various video summarization techniques have been researched in the literature [17,18]. Generally, most of the methods are using visual features at the initial phase and then some threshold criteria to include frames in the final output summarized video. keyframes-based techniques and object tracing give better information, are proposed in [19,20,21], in which the subset of frames are selected for summarized video, while Story-board is used in [22]. Skimmed video methods divide the original video into short clips and then specific shorts are selected based on some criteria for video summarization [23,24]. Most of the above techniques are based on unsupervised algorithms. Some research-ers have used supervised algorithms such as to create regions through supervised learned metrics [25], or trained algorithms to generate canonical viewpoints [26]. In [27], convolutional neural network-based summarization technique is applied to surveillance videos. Shot segmentation is used on deep features, hence the highest image entropy and memorability are used as keyframe detectors to include in the video summary. In [28], unsupervised object-level summarizations are created through the auto-encoder technique based on segmented video clips.



Firstly, all moving objects in videos are detected through the Markov Decision Process (MDP), then the super-frame segmentation technique is used to cut video clips based on motion logs. In [29], video summaries are generated deep attentive mechanism with the application of GoogleNet to get visual features. Then, Bi-directional Long Short Term Memory (BiLSTM) is applied as an encoder in which input flows in both directions and the proposed attention mechanism is used. Later Long short term memory (LSTM) is used for decoding to predict the scores of frames. In the end regression and distribution [29], losses are used as final objective functions to add the keyframes in the output video.



In [11], textual commentary is used based on n-gram, to detect the specific events for cricket videos. The algorithm is tested against the commentary lines which give recall and precision approximately 90%. But the drawback of this technique is that it doesn’t depend on visual features and relies only on a textual log. But in our proposed algorithm we are generating highlights based on text and visual features both and attain a result of 95% accuracy. Ali et al. [14] introduced the local octal pattern features for the representation of video shots. They trained the model using extreme learning to classify them into replay and non-replay classes. They produced the significant summaries, however, the proposed model was not verified for player specific summaries. Mahum et al. [6] developed a video summarization system for abnormal activities that may be utilized for videos using combined form of Zernike moments and R-transform. Moreover, the authors employed KNN and AlexNet for further classification of frames. The system attained valuable results representing key-events of original videos. In [3], the authors utilized transfer learning technique for the generation of summarized videos and verified results for lectures and surveillance datasets. Various deep learning algorithms have been proposed for different domains such as medical [30,31], agriculture [32], and surveillance systems, however, AlexNet has been proved one of the simplest deep learning algorithm. The purpose of [33] study was to extract both visual and audio features. Speech-to-text framework and audio energy were used to detect the excitement frames. The template learning process was used to locate the score box with the use of SIFT features. A deep learning model was used for the extraction of text from the score box.



To handle the limitations of existing techniques such as avoiding high-level visual features and text summary, camera variations, low network bandwidth, time constraints, computational complexity, etc. a computationally expert method is presented for automatic video summarization specific to the player. The proposed technique utilizes text summary from cricket video with the help of optical character recognition (OCR) to extract frames of a specific player and a pre-trained deep learning algorithm which is exploited to classify which frames should be included in the summary. Furthermore, fuzzy C-means (FCM) clustering aided with SIFT features and histogram is applied to remove extra frames. The classified frames which will be included in the summarized video represent the important events related to the specific player such as sixes, fours, out, etc. and hence reduce the redundant data. The presented technique is dynamic to camera variations, velocity, logo designs, etc. The pro-posed method is applied to publicly available datasets having three diverse categories from cricket videos. The results produced after experiments specify that the system attains the summarization accuracy approximately 94% using videos.




3. Methodology


The proposed technique is comprised of three main stages, (1) Frames identification of specific player through OCR, (2) Classification through deep learning model, (3) Fuzzy c-means clustering on SIFT features. The block diagram of the proposed technique is shown in Figure 1.



Fin is a collection of frames that are extracted sequentially from the original video. Initially, these Fin frames are used to find Fsel frames that are contending with the specific player by finding SFs and LFs through OCR. Fsel is selected from the initial collection of frames Fin to reduce the complexity. False Negative (FN) are frames of the negative class, while False Positive (FP) represents frames of the positive class. FP and FN are used for training of the deeply learned model. Fcp denotes classified frames of positive class which should be included in a video. In a cricket game, there are two possible players available for batting, so if Fcp has a person’s view, therefore it is needed to identify that whether that person is a specific player. For this cause, Fclus frames are passed through the SIFT feature extraction algorithm. Furthermore, N clusters are made and all those frames which do not be-long to the relevant cluster are subtracted. At last, those frames which belong to Fcp and are stored in Fn are also added sequentially to Fout to make a complete summarized video.



3.1. Frames Identification of Specific Player through OCR


At the first stage we need all frames specific to the player name. Therefore, the Optical Character recognition (OCR) mechanism is used to extract text from score captions (SC) detail to identify the frames which include details i.e., name and status of a specific player as shown in Figure 2. This stage includes the following steps:



As a first step, the frames are preprocessed to prepare them for later use. As there are 24 frames per second in a video, which makes it is difficult and complex to process. To minimize this complexity, we reduce the number of frames and preprocess frames to enhance the visibility of frames with step size 10. For enhancement of frames, we improved the contrast of images. Moreover, identification of a region of interest (ROI) is required to summarize the video, however, in our technique ROI is SC in cricket videos. We resized the frames, though text detail is shown in the lower part of the frame. In the end, the OCR mechanism is used to extract text information from SC. Now we have those frames on which we will apply our technique of video summarization.




3.2. Classification through Deep Learning Model


Since Convolutional Neural Networks (CNNs) have multiple layers which take sequential weeks for the training of large-scale datasets. Although GPUs can accelerate the processing speed but still the computational time is a critical challenge to deal with. The solution to this can be to reduce network layers but it is found [34] that this continuously decreases the performance. Instead of reducing the layers, we use the transfer learning technique (pre-trained network: AlexNet) for the classification of frames. The AlexNet [35] contains 5 convolutional network layers and 3 layers that are fully connected. A softmax function is applied to the final fully connected layer to measure the class scores for classification. This function implements the following equation:


  σ    z   i  =    e   z i        ∑   l = 1  k   e   z l        f o r   i = 1 , … , K ,  



(1)




where K is the dimensionality of vector z and ez is a vector range (0,1) which adds up to 1. Figure 3 shows some example frames which are used for training.



3.2.1. Conversion to Gray Scale Image


After extracting frames from the cricket videos the first step is to convert all the frames into the grayscale so that they can be used in later stages as shown in Figure 4.




3.2.2. Resizing


In [35], it is defined that training of architecture can be done with sub-images of size 227 × 227. Therefore, grayscale images from the above step are resized up to 227 × 227 to be used in our experiment.




3.2.3. Training


The transfer learning models have been already trained on millions of images [35]. Here we have used 40 different images include 20 images for the positive class (which should be included in the summary) and 20 images for the negative class (which should not be included in the summary). The parameters of the AlexNet are reported in Table 1.




3.2.4. Testing


Testing is performed on thousands of images from cricket videos, which include scenes of positive class (player, ball view, bowler, catch the view, etc.) and negative class (crowd, pitch view, advertisement, etc.) and model accurately classifies them as positive and negative class.





3.3. Clustering


After classification, the need is to remove frames (partner player) that should not be included in highlights of the viewer’s choice player. For this purpose fuzzy c-means clustering (FCM) [36], is used along with scale-invariant feature transform (SIFT) [37]. Following steps are implemented to remove extra frames




3.4. Person Detection


To classify frames according to the player, such frames are needed which include that specific player in them. For this purpose aggregated channel feature [38] algorithm is applied which gives a bounding box for each person in the frame. These bounding boxes are used in later steps for classification purposes. Figure 5 shows a bounding box having a person detected. Person re- identification can be performed as in [39], however, it costs more complexity for the proposed method.




3.5. Cropping


In this step, those frames are croped to 137 × 197 dimension that contain the bounding box around the player, therefore, frames can be clustered based on the player in next step. On the other side, at this step, those frames are discared which don’t have any bounding box, which consequently reduce the number of frames for next step. Figure 6 shows a cropped form of the original frame.




3.6. SIFT


Scale Invariant Feature Transform (SIFT) was introduced in 2004 to extract idiosyncratic in- variant features from frames [40]. A classic frame of 500 × 500 dimensions will have almost 2000 stable features but it al-so depends on the content of the frame and different parameters The proposed system also exploited it to ex-tract feature data from all the frames having a player. Figure 7 shows extracted SIFT features of the detected per-son.




3.7. FCM


Fuzzy C-means clustering [36] is implemented on above extracted features data with 100 centroids. Let I = (I1, I2, …, In)) represents an image having N pixels to separate into C clusters, while Ii denotes features data. This algorithm decreases the cost function as follows:


  J =   ∑   j = 1  N    ∑   i = 1  C       u  i j  m         I j  −  V i       2  ,    



(2)






         v i  =     ∑   j = 1  N   u  i j   m      I j      ∑   j = 1  N   u  i j   m           ,  



(3)




where uij denotes the membership of pixel Ij in ith cluster, Vi is cluster center I and variable m controls the fuzziness. Cost function is decreased when pixel near to the centroid of its cluster is allocated high membership value while pixel far from its centroid is assigned low membership value. This membership function describes the possibility of pixel belonging to any cluster. Membership functions and centers of clusters are changed through the following:


     v i  =     ∑   j = 1  N   u  i j   m      I j      ∑   j = 1  N   u  i j   m       ,  



(4)







FCM starts with a guess for each cluster center, then converges for vi which represents the local minima of cost function. Converging point is detected by comparing two consecutive cluster center iterations or changes in member function. The working of the proposed method is given below as Algorithm 1.



	Algorithm 1. Algorithm for the proposed system



	Input: Collection of frames    F  i n    



	Output: Sequential frames having only key events    F  o u t    



	Step 1: Take    F  i n    , extract text to select    F  s e l     (specific to player) by finding SFs and LFs



	Step 2: Training of model with    F N    and    F P   



	Step 3: Classify    F  i n     through model to get    F  c p    



	Step 4: Person detection in    F  c p     to categorize frames according to specific player  p 



	       if    F  c p     €  p 



	        {   F  c l u s     =    F  c p    ; Do step 5;}



	       else



	        {   F n  =  F  c p    ;  Continue;}



	Step 5: SIFT features extraction of    F  c l u s     from step 4



	Step 6: Fuzzy c-means clustering in N clusters



	       For I = 1 to N



	       Check for matching and cluster it in respective cluster    C i   



	       End



	        F  o u t   =  F  c p   −   ∑   k = 1    C  N − 1        F  c p    



	   F  o u t   =  F  o u t   +  F n   



	End









3.8. Video Summary


Following FCM Clustering, the histogram is generated for each image having 100 feature vector lengths. As clusters of frames have been made through FCM, frames have been sequentially classified into positive and negative classes. To generate output video frames of the positive class are combined to generate a summarized video specific to the player.





4. Results and Discussion


For performance evaluation, our method is assessed on a dataset of 20 cricket videos. Measuring metrics such as precision, recall, error rate, and accuracy are applied for assessment.



4.1. Dataset


To evaluate the performance of the proposed method a dataset of 181 videos having a time duration of 8 h is formed. The dataset comprises videos from various sources. Our dataset has videos of varying shots such as long or medium length, close-up, and crowd shots. We included videos having diverse illumin conditions i.e., day light and artificial light. Further, each frame in videos has a resolution of 640 × 480 and a frame rate of 25 fps. Detail explanation of datasets is given in Table 2. The purpose of constructing the dataset from these resources has the following benefits:




	
The samples are suitable for classification having various challenges for highlights generation.



	
The selected images are from well-known sources that are easily accessible.








In-text extraction from video coordinates are set to [100, 329, 230, 16]. SF and LF are identified by matching the name of that specific player in the extracted text. AlexNet [41] is trained for the classification of 2 classes i.e., firstly for those frames which have meaningful information such as players and fielders, secondly for those which include signboards, runs detail, and audience, etc. Figure 8 shows the basic architecture of AlexNet used for the proposed method.




4.2. Performance Evaluation


This section provides detailed results of the experiment conducted on videos along with a comprehensive analysis. The efficacy of our method is assessed by generating highlights of several players of each cricket video in the dataset. SFs and LFs are detected through OCR, classified with the supervised deep learned model, and clustered through FCM to separate frames to generate summarized videos. Results are computed on individual video based on four main parameters such as True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). We utilized four metrics for the performance evaluation of the proposed system such as precision, recall, accuracy, and error rate. As videos are comprised of frames and our proposed system generated the final summarized video consisting of keyfames while discarding non keyframes. Therefore, we considered included frames as TP and discarded frames as TN. The overall performance of the proposed method is computed as the average of individual video performance.



More specifically, TP shows the number of frames correctly classified as a positive class, FP represents the number of frames incorrectly identified as a positive class, TN presents the number of frames correctly classified as a negative class and FN represents the number of frames incorrectly classified as negative class. The recall is the measurement of the ability to correctly classify positive frames. The recall is the measurement of the classifier’s ability to correctly classify Negative Frames. Precision is the measurement of the classifier’s ability to correctly classify positive frames. Accuracy is the measurement of the classifier’s ability to correctly differentiate positive and negative class frames. Error rate refers here to the erroneous percentage of the proposed technique. Equations for precision, recall, accuracy, and error rate are given below:


  recall =   TP   TP + FN   ,  



(5)






  recall =    frames   correctly   classified   as   positive        frames   correctly   classified   as   positive + positive   frames         incorrectly   classified   as   negative       ,  



(6)






  precision =   TP   TP + FP   ,  



(7)






  precision =    frames   correctly   classified   as   positive        frames   correctly   classified   as   positive + negative   frames         incorrectly   classified   as   positive       ,  



(8)






  accuracy =   TP   TP + TN   ,  



(9)






  accuracy =    frames   correctly   classified   as   positive        frames   correctly   classified   as   positive + frames         correctly   classified   as   negative       ,  



(10)






   error   rate  = 100 − accuracy ,  



(11)







In Figure 9, 399 average frames which have to be classified as positive or negative class. Positive class refers to, frames that should be included in the final summarized video. Among which, 245 frames are those which are correctly classified with our proposed technique in positive class. While 135 frames are those which are correctly classified as negative class. The remaining 19 frames are those which are not classified correctly. Figure 10 shows overall results for each video after the implementation of the proposed method on the dataset.




4.3. Comparison with Existing Techniques


In this experimentation performance of our proposed scheme is compared with the previous state of the art. Precision and Recall are applied to assess performance as shown in Table 3. Figure 11 shows the comparison graph of precision and Recall of proposed and previous techniques based on the results of Table 3. It can be observed from the boldface results in Table 3 that the proposed technique achieves high-performance measures as compared to other existing techniques. [42] proposed the method of soccer video summarization and applies it to a dataset of 17 videos. It can be seen in the graph that our proposed technique gives 5% better precision than [43]. In [44], the proposed method for slow-motion replay detection in basketball videos and applied it on 10 videos of cricket. Whereas, our proposed technique also provides more than 1% better precision than slow-motion replay detection technique as shown in Table 3.




4.4. Results


Test performance of the proposed system is examined via the receiver operating characteristic (ROC) curve. Figure 12 represents the ROC curve for our system. As result, it can be noticed that the performance of our method is very effective such as the classification of frames and generation of summary.



In Table 4 detail of the videos from dataset is given, that depicts the detail analysis of videos. It is clear from table that the frames in output videos are minimized comprehensively. These are the frames which were classified as positive class and depict the performance of any one specific player of viewer’s choice.



In Table 5 performance of our proposed system is presented individually on 12 videos from dataset and Accuracy rates are satisfactory. Our proposed technique is compared with state of the art techniques, and results show that our technique outperforms the existing techniques. Performance of our proposed system is mainly depends on the deep neural network classifier. As through OCR, we get all frames of specific player i.e., when he starts playing to when he gets out, but further selection of key-frames is due to a deep neural network. AlexNet uses visual features while training or testing, therefore we trained algorithm with only two classes. First class is positive, that belongs to frames which have exciting events such as six, fours, catch, out, player running towards wicket, etc. The negative class belongs to those frames, which shows audience, banners or ground etc. Therefore, for summarization of videos, negative class images should not be added in final video. At this stage, proposed algorithm had a drawback that it included all those frames in which partner player of viewer’s choice player comes for batting. But we need only specific player’s key frames, so to remove this drawback Fuzzy C-means clustering is applied on frames to divide those frames into different clusters according to players. At the end, only those cluster’s frames are added in final video which purely belong to specific player. Hence, after application of three stages i.e., OCR, Deep Neural network i.e., ALexNet and Fuzzy C-means clustering, our proposed system generates the summaries of cricket videos specific to the player very well.





5. Conclusions


In this study, we suggest a competent procedure for sports highlight the generation of a specific player. Although, there exist various techniques for the videos summary generation, however, our proposed model is first one to tackle the challenge of player specific video summaries generation in cricket games. We utilized machine learning and deep learning techniques to separate the frames of specific players to produce a final video. First, we employed OCR to separate frames of specific player. The proposed scheme reveals that SF and LF do not guarantee to include frames of only one player. Therefore, the proposed technique utilized deep learning algorithm i.e., AlexNet for to discard irrelevant frames performing binary classification. The proposed model does not depend only on AlexNet classification for the player-specific summary which turns it more efficient. Moreover, to optimize the videos we employed person detection technique along with SIFT features descriptor. Then, we applied FCM algorithm to separate only those frames which are related to specific player in form of cluster. The proposed technique is easily adaptable for variations such as camera, score description, broadcaster’s limitations, symbol design, and placement. The efficiency of the proposed scheme is analyzed on various real-world cricket videos. Results of our experiments illustrate that we achieve overall classification accuracy greater than 94%. During experiments, it is observed that in videos with high variations, the performance of the proposed technique degrades slightly. Hence, we aim in the future to imrpove our model while redcucing its complexity and analyze the performance of the proposed scheme on another type of sports video in future.
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Figure 1. Block Diagram of the proposed system. 
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Figure 2. Extraction of Frames based OCR. 
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Figure 3. Some sample frames from positive and negative class. 
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Figure 4. Conversion of color frame to gray scale. 
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Figure 5. Bounding box showing detected person after application of aggregated channel features algorithm. 
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Figure 6. The resized frame of 137 × 197 dimension. 
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Figure 7. Extracted SIFT features of the detected person. 
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Figure 8. The architecture of AlexNet for the proposed method. 
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Figure 9. Confusion Matrix for the proposed system. 
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Figure 10. Visual representation of the performance of our proposed model. 
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Figure 11. Comparison graph of the proposed method with state of the art. 
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Figure 12. ROC curve for the proposed system. 






Figure 12. ROC curve for the proposed system.



[image: Electronics 12 00065 g012]







[image: Table] 





Table 1. The parameters for AlexNet.
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	Parameters
	Value





	Dropout rate
	0.5



	Learning policy
	Step-down



	Epochs
	40



	Training batch size
	128



	Momentum
	0.9



	Weight decay
	0.005
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Table 2. Description of Datasets.
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	Dataset
	No. of Videos
	Video Length (Hours)
	No of Frames
	Resolution
	Format





	South Africa vs. New Zealand
	50
	2
	180,000
	640 × 480
	Avi



	Bangladesh vs. Pakistan
	48
	2
	180,000
	640 × 480
	Avi



	Germany vs. Brazil
	67
	3
	270,000
	640 × 480
	Avi



	India vs. Pakistan
	16
	1
	90,000
	640 × 480
	Avi
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Table 3. Performance comparison of the proposed method with existing techniques.
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	Techniques
	Length (Hours)
	Format
	Frame
	Resolution
	No. of Videos
	Precision
	Recall





	[42]
	13
	MPEG-1
	30 fps
	352 × 240
	17
	85.2%
	80%



	[45]
	18
	-
	-
	-
	06
	61.3%
	77%



	[46]
	3:30
	MPEG-7
	-
	-
	05
	83%
	66%



	[44]
	2:30
	-
	-
	-
	08
	61.2%
	74.8%



	[43]
	3
	X64
	30 fps
	320 × 240
	04
	80.2%
	81.1%



	[47]
	6
	-
	-
	-
	10
	55.8%
	80.7%



	[44]
	25
	MPEG-2
	30 fps
	480 × 352
	10
	90%
	92.8%



	Proposed System
	8
	AVI
	25 fps
	640 × 480
	181
	91.21%
	93%
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Table 4. Detailed analysis of videos.
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	Video No.
	No. of Frames
	Starting Frame (SF)
	Ending Frame (EF)
	Frames in Output
	TP
	TN
	FP
	FN





	1
	2602
	560
	2602
	390
	320
	25
	5
	40



	2
	1728
	01
	1218
	580
	545
	5
	10
	20



	3
	1727
	143
	307
	230
	174
	40
	4
	12



	4
	1728
	757
	1728
	690
	420
	235
	10
	25



	5
	1727
	001
	1727
	515
	308
	200
	7
	0



	6
	1727
	686
	1197
	501
	265
	224
	5
	7



	7
	1727
	18
	1727
	320
	180
	120
	10
	10



	8
	1717
	1
	1717
	245
	27
	210
	3
	5



	9
	1728
	1
	1728
	233
	85
	130
	12
	6



	10
	1727
	172
	1727
	202
	25
	165
	6
	6



	11
	1728
	01
	1728
	440
	280
	140
	10
	10



	12
	1712
	184
	1712
	464
	314
	135
	10
	5



	Avg
	
	
	
	
	245
	135
	7
	12
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Table 5. Results of Video Summarization for Cricket Video dataset.
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	Video No.
	Precision Rate (%)
	Recall Rate (%)
	Accuracy Rate (%)
	Error Rate (%)





	1
	98.5
	89
	88.5
	11.5



	2
	98.2
	96.5
	95
	5



	3
	98
	94
	93.04
	7



	4
	98
	94.4
	95
	5



	5
	98
	100
	97
	3



	6
	98.2
	97.4
	98
	2



	7
	95
	95
	94
	6



	8
	90
	82
	97
	3



	9
	86.41
	93.4
	92.3
	7.7



	10
	81
	81
	94.1
	5.9



	11
	97
	97
	94.5
	5.5



	12
	97
	98.4
	97
	3



	Avg
	94.6
	93.2
	94.7
	5.4
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