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#### Abstract

Datasets are the basis for research on deep learning methods in computer vision. The impact of the percentage of training sets in a dataset on the performance of neural network models needs to be further explored. In this paper, a twice equal difference enumeration (TEDE) algorithm is proposed to investigate the effect of different training set percentages in the dataset on the performance of the network model, and the optimal training set percentage is determined. By selecting the Pascal VOC dataset and dividing it into six different datasets from largest to smallest, and then dividing each dataset into the datasets to be analyzed according to five different training set percentages, the YOLOv5 convolutional neural network is used to train and test the 30 datasets to determine the optimal neural network model corresponding to the training set percentages. Finally, tests were conducted using the Udacity Self-Driving dataset with a self-made Tire Tread Defects (TTD) dataset. The results show that the network model performance is superior when the training set accounts for between $85 \%$ and $90 \%$ of the overall dataset. The results of dataset partitioning obtained by the TEDE algorithm can provide a reference for deep learning research.
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## 1. Introduction

Deep learning methods are widely used in various fields of research, such as artificial intelligence, machine vision, and speech recognition. The performance of deep learning methods is mainly influenced by three factors: computing power, algorithms, and data. With arithmetic power and algorithms largely established, data play an important role in the process of implementing deep learning tasks in general [1].

Deep learning is only one type of machine learning classification algorithm, and each classification algorithm has its advantages and disadvantages [2]. Taking the medical field as an example, Done Stojanov et al. used a logistic regression algorithm for risk prediction of cardiovascular diseases and achieved the best distinction between heart failure and chronic ischemic heart disease outcomes [3]. Mostafa Langarizadeh et al. used a plain Bayesian network for disease prediction and found that disease prediction based on the plain Bayesian network had the best performance in most diseases [4]. Wenchao Xing et al. proposed an improved KNN classification algorithm based on clustering denoising and density clipping to classify healthcare big data, and the improved KNN algorithm changed the deficiencies of the traditional KNN algorithm in handling large data sets [5]. G Battineni et al. applied SVM to dementia prediction and found that low gamma values (1.0 $\times 10^{-4}$ ) and high regularization values $(C=100)$ were better for predicting dementia [6]. Christian Schüldt et al. used the SVM classification algorithm for human action recognition, and their results proved the superiority of the SVM classification algorithm in recognizing complex motion patterns [7].

Usually, deep learning algorithms come in the form of convolutional neural network structures, and data are an important foundation for convolutional neural networks to
form network models with practical analysis capabilities. In machine vision-based object detection tasks, scholars have investigated various aspects of convolutional neural networks and data. Sangwon Kim et al. proposed the Squeeze Vit method to study facial expression recognition with squeezed vision converters. They set the training set (validation set + training set) and the test set of the FER dataset at $80.0 \%$ and $20.0 \%$, respectively [8]. Xiangkui Jiang et al. proposed a smoking behavior detection method based on YOLOv5 [9], using a homemade smoking behavior dataset for training and setting the proportion of training set to test set to 7:3. Fei Yang et al. proposed a street image external air conditioner unit detection method [10], setting the homemade air conditioner external unit dataset in the proportion of training set (validation set + training set) and test set as 7.4:2.6. Ziyu Zhao et al. proposed a real-time monitoring method for particleboard surface defects based on an improved YOLOv5 [11], setting the particleboard dataset in the proportion of $8: 2$ between the training set (validation set + training set) and the test set. Kai Huang et al. used Vision Transform [12,13] deep neural network to improve the automatic classification accuracy of the network model. Using the officially given proportions for the expanded TrashNet dataset, the training set, validation set, and test set were set to $53.0 \%, 17.0 \%$, and $30.0 \%$, respectively. Xufei Wang et al. proposed to divide the Udacity Self-Driving dataset into seven training sets (validation set + training set) and test sets with different proportions, and they trained in the YOLOv4 algorithm, and they found that the proportion of training and test sets has an impact on the detection accuracy of the network model [14]. Pengfei Wang et al. achieved the detection of complex road objects by improving YOLOv5 [15,16]. The expanded MS COCO dataset is divided according to the proportion of the training set, validation set, and test set as 8:1:1. Bengio Y proposed that better results can be obtained when the dataset is around 10,000, so Train:Val:Test $=6: 2: 2$ can be used. When the dataset reaches a million data, Train:Val:Test $=9.8: 0.1: 0.1$ is used to partition the dataset [17]. Chen H. et al. improved YOLO-v4 network to quickly and effectively identify the students' actions in the smart classroom, and he divided the whole dataset into the training set $80 \%$ and the test set $20 \%$ [18]. Jia Yao et al. proposed a YOLOv5-based detection algorithm [19] by distributing the homemade Kiwi dataset in the proportions of $8: 2$ between the training set (validation set + training set) and the test set. S. Zhu et al. used four methods to divide the dataset using the SPXY method, K_S method, duplex method, and equal interval division method, and they finally determined the SPXY method as the optimal dataset division method [20]. The optimal division of the prediction and correction sets was 4.8:5.2 for the blood samples and 9:1 for the imitation body solution samples.

In summary, datasets have a very important role in tasks, such as object detection, and they can affect the accuracy of the analysis results, but there is no uniform method for dividing the proportion of datasets. Sangwon Kim et al. [8,10-12] divided the dataset into a training set, as well as a test set; Jia Yao et al. [9,13,14,18] divided the dataset into a training set, validation set, and test set. Kai Huang et al. [13,14,18] used dataset partitioning proportions recommended by neural network authors, and Sangwon Kim et al. [7-12,18] did not specify the method of dataset grouping proportions. It can be seen that scholars have grouped the datasets in such a way that the proportion of the training set to the dataset as a whole varies between $60 \%$ and $98 \%$, and the effect of different percentages of the training set in the dataset on the performance of the network model needs further study. In addition, especially when scholars build a new data set when studying a new problem, inexperienced scholars face confusion when dividing the training set. Therefore, the objective of this paper is to investigate the effect of network models on target detection accuracy when the number of samples in the data set varies and the number of target classes varies. In fact, it is necessary to find a recommended data set partitioning proportionality relationship.

In this paper, we propose a twice equal difference enumeration algorithm to investigate the effect of different training set percentages in the dataset on the performance of the network model and determine the optimal percentage interval of the training set.According to the TEDE algorithm, by selecting the Pascal VOC dataset [21]. It was first randomly
divided into six different datasets from $100 \%$ to $50 \%$, and then each dataset was divided into the datasets to be analyzed according to five different training set percentages, respectively, and the optimal neural network model performance, corresponding to the training set percentage interval, was determined by using the YOLOv5 [17] convolutional neural network to train and test the 30 datasets. Finally, the Udacity Self-Driving dataset was tested with the homemade tire tread defect dataset [22].

Briefly, the contributions of this paper include the following two points.
(1) The same dataset, when divided into training and test sets, has a detection accuracy of the network model that is not sensitive to the number of training set samples, either for all samples or for some samples.
(2) When the dataset is divided into training and test sets, the detection accuracy of the network model on the test set is higher when the proportion of training set samples is between 0.85 and 0.9.

The remainder of this paper is organized as follows: In Section 2, the work related to the YOLOv5 network, the dataset, and its division and evaluation indicators are briefly described. In Section 3, a twice equal difference enumeration algorithm and its application are briefly introduced. Section 4 describes the experimental procedure and results, and the optimal dataset proportional partitioning interval is tested by generalization experiments. The paper is summarized in Section 5.

## 2. Related Work

### 2.1. YOLOv5

YOLO [23] is a deep learning-based convolutional neural network commonly used in the field of object detection. YOLO is capable of end-to-end fast and high-accuracy detection of multiple objects. Based on YOLO, the network performance has been gradually improved through the continuous optimization of network structures, such as YOLOv2 [24], YOLOv3 [25], YOLOv4 [26], and YOLOv5 [17].

The YOLOv5 uses the overall layout of the YOLO family, consisting of Input, Backbone, Neck, and Prediction. Backbone refers to a convolutional neural network that aggregates and forms images at different image fine-grains. The neck is a series of network layers that mix and combine image features and pass the images to the prediction layer. The Neck structure of YoloV5 consists of a FPN + PAN structure and a CSP2 structure [27]. FPN is a top-down, side-by-side connection to build a high-level semantic feature graph at all scales, which is the classical structure of a feature pyramid; PAN is a bottom-up structure to fuse feature graphs from different levels by using a convolutional layer, which can effectively enhance the localization information [28,29]. The CSP2 structure designed using CSPNnet can effectively improve the network feature fusion [30]. YOLOv5 uses three enhancement methods, mosaic data enhancement [31], adaptive anchor frame calculation, and adaptive image scaling [32], to improve the detection of tiny objects.

### 2.2. Dataset and Its Division

In the process of building a deep learning model, the quality of the dataset has an impact on the performance of the network model. Two public datasets and one homemade dataset were selected for this study, and the three datasets are described as follows:
(a) The Pascal VOC common dataset includes 21,504 images with four major categories, which are subdivided into 20 subcategories on top of that, and the name of the subcategories are aeroplane, bicycle, bird, boat, bottle, bus, car, cat, chair, cow, diningtable, dog, horse, motorbike, person, pottedplant, sheep, sofa, train, and tvmonitor. The dataset comes from the Pascal VOC challenge organized by the Pascal network and is mainly applied to the field of object detection [15].
(b) The Udacity Self-Driving common dataset includes 24,423 images in four categories, and the names of the five categories are Car, Truck, Pedestrian, trafficLight, and biker.

It is a dataset prepared by Udacity for its self-driving algorithm competition, which is mainly applied to study the object detection area of autonomous driving [16].
(c) The Tire Tread Defect (TTD) dataset consists of 1487 images in four categories, and the names of the four classes are crack, punctured, scratches, and bulge. The dataset was produced by the authors themselves by collecting the images, which were applied to the study of detecting tire tread defects in automobiles.
According to the introduction, it is known that scholars have two approaches to dividing the dataset training set and test set, and one divides the dataset into a training set, a validator, and a test set. The different division of these two datasets is mainly due to the need for network model building. When using the YOLOv5 for research, the network requires that the data set be divided into a training set and a test set, where the training set contains the validation set within it. The proportions of the dataset divided into training and test sets determine the number of samples in the training set. The number of samples in the training set affects the results of neural network training, which further affects the detection accuracy, speed, and generalization ability of the network model. Therefore, it is necessary to investigate the percentage of the training set in the dataset, and it is meaningful to explore the optimal proportional relationship.

### 2.3. Model Evaluation Indicators

The study of the effect of different proportions of dataset division on network performance needs to be determined by the performance evaluation parameters of the network model. In this paper, we use the mean average precision $(m A P)$ to calculate this. The $m A P$ is the average of the mean precision of all classes in the dataset, and the higher the value, the higher the average detection precision and the better the performance. The map is calculated by the following, Formula (1).

$$
\begin{equation*}
m A P=\frac{1}{N} \sum_{i=1}^{N} P_{i} \tag{1}
\end{equation*}
$$

In Formula (1), $N$ denotes the number of categories of objects in the dataset, and $P_{i}$ is the average accuracy rate of the $i$ th category.

Precision (P) represents the proportion of positive cases that are correctly predicted to the data predicted to be positive. $P$ is calculated by Formula (2), as follows.

$$
\begin{equation*}
P=\frac{T P}{T P+F P} \tag{2}
\end{equation*}
$$

In Formula (2), $T P$ indicates the number of correctly detected objects, and $F P$ is the number of incorrectly detected non-objects.

## 3. Twice-Equal Difference Enumeration Grouping Algorithm

### 3.1. Tede Algorithm

In this paper, we propose a new algorithm that firstly, divides the initial dataset into multiple new datasets according to the equal partition pattern; secondly, it divides each group into two subsets, the training set and the test set, and, in each group, the samples of the training set will be divided according to the equal partition pattern, and the remaining samples in the same group will be used as the test set. Thus, multiple datasets with different sample numbers of the two subsets in each group were constructed. Then, through neural network group learning and testing, select a set of datasets that make neural network detection performance the best, and the relationship between the number of samples in this dataset is the optimal group ratio. The grouping method of the dataset is called the Twice-Equal Difference Enumeration (TEDE) algorithm.

### 3.2. Principle of the Twice-Equal Difference Enumeration Grouping Algorithm

The complete dataset is denoted by D , the proportion of the new dataset in the whole dataset D is reduced from 1.0 to 0.0 according to the arithmetic sequence, and the stride
is S , which is recommended to be $0.05,0.1,0.2$., to obtain $\mathrm{D}_{\mathrm{i}}(i=1,2,3, \ldots, \mathrm{n})$; then, each dataset $\left(\mathrm{D}_{\mathrm{i}}\right)$ is divided into two subsets, the training set and the test set, which are represented by Training Set $\left(T r i r_{i j}\right)$ and Test set(Teij), respectively. The idea for the grouping dataset is shown in Figure 1.

According to the grouping idea in Figure 1, $\operatorname{Tr}_{11}{ }^{\prime}$ and $T e_{12}{ }^{\prime}$ are used to represent the proportion of Training set ( $T r_{i j}$ ) and Test set ( $T_{i j}$ ) of each subset in each group. The number and size of the datasets in each group were calculated according to Formula (3).


Figure 1. Grouping idea of two equal difference enumeration.
$T r_{i}^{\prime}$ and $T e_{i}^{\prime}$ in Formula (3) represent the proportions of $T r_{11}$ and $T e_{12}$ in the entire dataset, respectively. At the same time, the proportion of the training set in the whole dataset $\operatorname{Tr}_{11}{ }^{\prime}$ is reduced from 1.0 to 0.5 according to the arithmetic sequence, and the stride is S , which is recommended to be $0.05,0.1,0.2$. According to this algorithm, two subsets of a dataset can be divided into $(1 / S+1)$ groups of different quantities. Then, the $(1 / S+1)$ group is trained and detected, respectively, by using neural network algorithm. By comparing the generalization ability and detection ability of neural network in the $(1 / S+1)$ group, the dataset with the best detection performance is determined as the optimal proportion of the two subsets.

### 3.3. Grouping of Pascal VOC Dataset

The partitioning of the Pascal VOC dataset is performed in two steps. In the first step, according to Equation (3) of the TEDE algorithm, we set the proportion of the new dataset in the complete dataset D to be reduced from 1.0 to 0.5 , and the stride $S$ value of the equal-variance sequence is 0.1 , and the complete Pascal VOC dataset is divided into six new datasets with $\mathrm{D}_{\mathrm{i}}(i=1,2,3,4,5,6)$. The number of images and the number of labels contained in the six new datasets are shown in Table 1.

Table 1. Number of images and labels for the six datasets.

| $\mathbf{D}_{\mathbf{i}}$ | Proportion | Images | Labels |
| :---: | :---: | :---: | :---: |
| $\mathrm{D}_{1}$ | $100 \%$ | 21,504 | 52,576 |
| $\mathrm{D}_{2}$ | $90 \%$ | 19,353 | 43,946 |
| $\mathrm{D}_{3}$ | $80 \%$ | 17,202 | 36,719 |
| $\mathrm{D}_{4}$ | $70 \%$ | 15,053 | 31,114 |
| $\mathrm{D}_{5}$ | $60 \%$ | 12,902 | 25,847 |
| $\mathrm{D}_{6}$ | $50 \%$ | 10,752 | 20,350 |

In the second step, because you cannot use the entire Pascal VOC dataset as a training set, or no training set, the ratio $\operatorname{Tr}_{11}{ }^{\prime}$ cannot be 1.0 and 0 . According to the TEDE algorithm, we set the proportion of the training set in $D_{i}$ to be reduced from 0.9 to 7.0 , and the stride $S$ value of the equal-variance sequence is 0.05 , as shown in Table 2.

In this way, after a two-step division of the Pascal VOC dataset using the TEDE, 30 sets of datasets $\mathrm{D}_{\mathrm{ij}}$ including training and test sets awaiting training analysis can be obtained. The full dataset thus obtained using the TEDE is denoted as $\mathrm{D}_{\mathrm{ij}}=\operatorname{Tr}_{i j} / T_{i j}(i=1,2,3,4,5,6$; $j=1,2,3,4,5)$. The 30 sets of $\mathrm{D}_{\mathrm{ij}}$ are trained by the network to obtain the corresponding 30 network models, denoted as $\mathrm{N}_{\mathrm{ij}}$.

Table 2. Proportions of the five group divisions.

| $j$ | $\mathbf{T r}_{i j}{ }^{\prime}$ | $\mathbf{T e}_{\mathbf{i j}}{ }^{\prime}$ | $\mathbf{D}_{\mathbf{i j}}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.90 | 0.10 | $9: 1$ |
| 2 | 0.85 | 0.15 | $8.5: 1.5$ |
| 3 | 0.80 | 0.20 | $8: 2$ |
| 4 | 0.75 | 0.25 | $7.5: 2.5$ |
| 5 | 0.70 | 0.30 | $7: 3$ |

## 4. Experiments

### 4.1. Experimental Platform

The hardware devices for this experiment include CPU: Inter(R) Core(TM) i9-10900X CPU@2.30 GHz, 64 GB RAM, and GPU: NVIDIA GeForce RTX 3080, 10 GB. The training is performed based on Windows 10 OS and Pytorch1.7 deep learning framework, and the acceleration environment is CUDA11.3, OpenCV4.5.

### 4.2. Experimental Methods

After establishing the experimental environment, the YOLOv5 network was selected, and the parameters of the network model were set to a total number of 100 iterations, an initial learning rate of 0.01 , and a weight decay coefficient of 0.0005 . The $30 \operatorname{Tr}_{i j}$ obtained after dividing the Pascal VOC dataset using the TEDE method were trained separately to obtain $30 \mathrm{~N}_{\mathrm{ij}}$ and then tested on the corresponding test set $T_{i j}$ separately to obtain the mAP results of $30 \mathrm{~N}_{\mathrm{ij}}$. The variation of mAP is analyzed to determine which proportion of the dataset the optimal mAP comes from, respectively, and the optimal division proportion is determined by analyzing the relationship between the number of images in the dataset and mAP .

### 4.3. Experimental Results Analysis

According to the experimental method, the experimental results are obtained using Dij which has been divided into training and test sets for training and testing. The values of the statistical evaluation index mAP (@.5) are presented side by side in Table 3.

Table 3. mAP (@.5) results for $\mathrm{N}_{\mathrm{ij}}$.

| $\mathbf{D}_{\mathbf{i}}$ | $\mathbf{D}_{\mathbf{i} \mathbf{1}}$ | $\mathbf{D}_{\mathbf{i} \mathbf{2}}$ | $\mathbf{D}_{\mathbf{i} 3}$ | $\mathbf{D}_{\mathbf{i} 4}$ | $\mathbf{D}_{\mathbf{i} 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{D}_{1}$ | 0.874 | 0.882 | 0.873 | 0.852 | 0.864 |
| $\mathrm{D}_{2}$ | 0.871 | 0.862 | 0.865 | 0.845 | 0.839 |
| $\mathrm{D}_{3}$ | 0.853 | 0.852 | 0.844 | 0.840 | 0.839 |
| $\mathrm{D}_{4}$ | 0.831 | 0.840 | 0.817 | 0.827 | 0.812 |
| $\mathrm{D}_{5}$ | 0.817 | 0.818 | 0.800 | 0.802 | 0.811 |
| $\mathrm{D}_{6}$ | 0.795 | 0.796 | 0.786 | 0.790 | 0.754 |

As can be seen from Table 3, the size of mAP is different for each row corresponding to $D_{i}$. The size of mAP is also different for each column corresponding to $D_{i j}$. The values of mAP (@.5) are organized into line graphs, as shown in Figure 2.

As seen in Figure 2, when the number of images $D_{i}$ of the Pascal VOC dataset decreases sequentially with the increase in $i$, its corresponding mAP (@.5) also decreases sequentially, respectively. The mAP reaches the highest point when the dataset division proportion is taken as $\mathrm{D}_{\mathrm{i} 1}$ or $\mathrm{D}_{\mathrm{i} 2}$, respectively, and the other mAPs increase and decrease. Specifically, $D_{1}, D_{4}, D_{5}$, and $D_{6}$ reach the maximum $m A P$ at $D_{i 2}$, respectively, and $D_{2}$ and $D_{3}$ reach the maximum mAP at $\mathrm{D}_{\mathrm{i} 1}$.


Figure 2. mAP (@.5) variation curve.
To understand the change in mAP (@.5:.95) after the increase in the IoU threshold, mAP (@.5:.95) was counted in Table 4.

Table 4. mAP (@.5:.95) results for $\mathrm{N}_{\mathrm{ij}}$.

| $\mathbf{D}_{\mathbf{i}}$ | $\mathbf{D}_{\mathbf{i} \mathbf{1}}$ | $\mathbf{D}_{\mathbf{i} \mathbf{2}}$ | $\mathbf{D}_{\mathbf{i} \mathbf{3}}$ | $\mathbf{D}_{\mathbf{i} \mathbf{4}}$ | $\mathbf{D}_{\mathbf{i} \mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{D}_{1}$ | 0.699 | 0.700 | 0.702 | 0.692 | 0.688 |
| $\mathrm{D}_{2}$ | 0.686 | 0.680 | 0.679 | 0.656 | 0.650 |
| $\mathrm{D}_{3}$ | 0.667 | 0.677 | 0.655 | 0.652 | 0.651 |
| $\mathrm{D}_{4}$ | 0.649 | 0.648 | 0.630 | 0.641 | 0.621 |
| $\mathrm{D}_{5}$ | 0.621 | 0.630 | 0.608 | 0.608 | 0.612 |
| $\mathrm{D}_{6}$ | 0.616 | 0.622 | 0.605 | 0.604 | 0.567 |

As can be seen from Table 4, the size of mAP is different for each row corresponding to $D_{i}$. The mAP is also different in size for each column corresponding to $D_{i j}$. The values of mAP (@.5:.95) are organized into line graphs, as shown in Figure 3.

As seen in Figure 3, when the number of images $D_{i}$ of the PASCAL VOC dataset decreases sequentially with the increase in $i$, its corresponding mAP (@.5:.95) also decreases sequentially, respectively. The mAP (@.5:.95) reaches the highest point when the dataset division proportion is taken as $D_{i 1}$ or $D_{i 2}$, respectively, and the other mAPs have increased and decreased. Specifically, there are $D_{1}, D_{3}, D_{5}$, and $D_{6}$ with maximum mAP at $D_{i 2}$, and $\mathrm{D}_{2}$ and $\mathrm{D}_{4}$ with maximum mAP at $\mathrm{D}_{\mathrm{i} 1}$, respectively.

The analysis of the mAP (@.5) and mAP (@.5..95) data showed similar trends in the overall mAP values, with the maximum values of mAP occurring at proportions of $\mathrm{D}_{\mathrm{i} 1}$ or $\mathrm{D}_{\mathrm{i} 2}$, respectively.

The results illustrate that, when experimenting with the Pascal VOC dataset based on the YOLOv5, regardless of the number of dataset images, the mAP of the network model test results can reach a high level when the proportion of $D_{i 1}$ or $D_{i 2}$ is chosen when dividing the number of training and test sets.


Figure 3. mAP (@.5:.95) variation curve.
To verify the above conclusions in more detail, we choose $\mathrm{N}_{2 \mathrm{j}}$, obtained after $\mathrm{D}_{2 \mathrm{j}}$, which is trained by YOLOv5 when mAP (@.5) is used as the reference standard. Then, we choose a typical picture in the Pascal VOC dataset, and the picture is shown in Figure 4a. There are two types of objects in the image, person, and sheep, among which there are six person objects, $\mathrm{p} 1-\mathrm{p} 6$, from the left end to the right end of the image, as well as six sheep objects, s1-s6 from the left end to the right end of the image. Five network models are used to detect the 12 objects in Figure 3a, respectively. The detection results are shown in Figure 4b-f.

In Figure $4 \mathrm{~b}-\mathrm{f}$, the blue boxes in the detection result pictures indicate the location of the person class object, the purple boxes indicate the location of the sheep class object, and the upper part of the box line is the object class label and the precision rate of the object.

According to the detection results of the pictures in Figure 4, the same number of objects are detected in (b)-(f), and all of them are six persons and five sheep, because the overlapping of sheep objects in the pictures increases the difficulty of detection, resulting in one sheep object not being detected. The detailed data are shown in Table 5.

Table 5. Detailed data on detection results.

| $\mathbf{N}_{\mathbf{2} \mathbf{j}}$ | p1 | p2 | p3 | p4 | p5 | p6 | s1 | s2 | s3 | s4 | s5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{N}_{21}$ | 0.95 | 0.95 | 0.95 | 0.95 | 0.95 | 0.88 | 0.93 | 0.93 | 0.95 | 0.93 | 0.94 |
| $\mathrm{~N}_{22}$ | 0.96 | 0.95 | 0.95 | 0.94 | 0.94 | 0.90 | 0.92 | 0.93 | 0.93 | 0.92 | 0.90 |
| $\mathrm{~N}_{23}$ | 0.95 | 0.94 | 0.94 | 0.94 | 0.93 | 0.93 | 0.92 | 0.92 | 0.94 | 0.92 | 0.90 |
| $\mathrm{~N}_{24}$ | 0.94 | 0.94 | 0.94 | 0.93 | 0.93 | 0.94 | 0.91 | 0.94 | 0.93 | 0.93 | 0.91 |
| $\mathrm{~N}_{25}$ | 0.94 | 0.94 | 0.93 | 0.94 | 0.88 | 0.91 | 0.92 | 0.92 | 0.94 | 0.92 | 0.91 |

As can be seen from Table 5, among the object detection results in Figure 3b, p4, p5, s1, and s3-s5 have the highest precision rates, and among the object detection results in Figure 3c, p1 and p6 have the highest precision rates. The two objects, p2 and p3, in Figure $3 b, c$ are tied for the highest accuracy rate. The corresponding dataset proportions in Figure $3 b, c$ are $D_{21}$ and $D_{22}$, respectively. Therefore, the network model detection obtained when the proportion of dataset $D_{2}$ is divided into $D_{21}$ and $D_{22}$ is better.


Figure 4. Detection results of $\mathrm{N}_{2 \mathrm{j}}$ on objects in the Pascal VOC dataset.

In summary, taking Pascal VOC as an example, regardless of the whole or part of Pascal VOC, when the dataset is divided into training and test sets with the proportion set according to $D_{21}(9: 1)$ or $D_{22}$ (8.5:1.5), the accuracy rate of both mAP and individual objects of the network model were highest.

### 4.4. Local Results Analysis

We further analyzed whether there is a better proportional relationship between $D_{i 1}$ and $D_{i 2}$, which can lead to higher performance of the network model. In Tables 3 and 4, the mAP, when taking $D_{i 1}$ and $D_{i 2}$ for each dataset, is selected for subtraction. They are denoted as $\left|\mathrm{D}_{\mathrm{i} 1}-\mathrm{D}_{\mathrm{i} 2}\right| \mathrm{mAP}(@ .5)$ and $\left|\mathrm{D}_{\mathrm{i} 1}-\mathrm{D}_{\mathrm{i} 2}\right| \mathrm{mAP}(@ .5, . .95)$, respectively, as shown in Table 6.

Table 6. mAP subtraction of $\mathrm{D}_{\mathrm{i} 1}$ and $\mathrm{D}_{\mathrm{i} 2}$.

| $\mathbf{D}_{\mathbf{i}}$ | $\left\|\mathbf{D}_{\mathbf{i} 1}-\mathbf{D}_{\mathbf{i} 2}\right\| \mathbf{m A P}(@ .5)$ | $\left\|\mathbf{D}_{\mathbf{i} 1}-\mathbf{D}_{\mathbf{i} \mathbf{2}}\right\| \mathbf{m A P}(@ .5, . .95)$ |
| :---: | :---: | :---: |
| $\mathrm{D}_{1}$ | 0.008 | 0.003 |
| $\mathrm{D}_{2}$ | 0.009 | 0.006 |
| $\mathrm{D}_{3}$ | 0.001 | 0.01 |
| $\mathrm{D}_{4}$ | 0.009 | 0.001 |
| $\mathrm{D}_{5}$ | 0.001 | 0.009 |
| $\mathrm{D}_{6}$ | 0.001 | 0.006 |

From Table 6, when mAP (@.5) is used as the reference standard, the largest difference in mAP is 0.009 when the division proportions of $\mathrm{D}_{2}$ and $\mathrm{D}_{4}$ are taken as $\mathrm{D}_{\mathrm{i} 1}$ and $\mathrm{D}_{\mathrm{i} 2}$, and the largest difference in mAP is 0.01 when the division proportions of D 3 are taken as $D_{i 1}$ and $D_{i 2}$ when mAP (@.5:.95) is used as the reference standard.

When using the two mAP reference standards, the mAP values of the network models obtained from training after $D_{i}$ was divided using $D_{i 1}$ or $D_{i 2}$ were similar. Therefore, in future practical applications, there is no need to continue the subdivision of the proportion between $D_{i 1}$ and $D_{i 2}$.

### 4.5. Generalizability Experiments

To increase the reliability of the conclusions obtained with the Pascal VOC dataset only, the Udacity Self-Driving dataset (Udacity) and the TTD dataset (TTD) are then used for their validation. Using their datasets as a whole each divided the training set and test set into five groups, according to the second step of the TEDE algorithm, 10 datasets can be obtained for the experiments and trained using the 4.2 experimental methods, and the statistical experimental results are shown in Table 7.

Table 7. mAP (@.5) results for $\mathrm{N}_{\mathrm{ij}}$.

|  | $\mathbf{D}_{\mathbf{i} 1}$ | $\mathbf{D}_{\mathbf{i} 2}$ | $\mathbf{D}_{\mathbf{i} 3}$ | $\mathbf{D}_{\mathbf{i} 4}$ | $\mathbf{D}_{\mathbf{i} 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Udacity | 0.882 | 0.89 | 0.871 | 0.859 | 0.870 |
| TTD | 0.676 | 0.67 | 0.654 | 0.65 | 0.651 |

As shown in the table above, the highest mAP reached 0.89 for the Udacity SelfDriving dataset when the division proportion was taken as $D_{i 2}$, and 0.676 for the TTD dataset when the division proportion was taken as $\mathrm{D}_{\mathrm{i} 1}$. Therefore, the experimental results are consistent with the findings obtained using the Pascal VOC dataset and are generalizable in practical applications.

To further verify the above conclusions, we select $\mathrm{N}_{\mathrm{ij}}(\mathrm{i}=1 ; \mathrm{j}=1,2,3,4,5)$, obtained after the Udacity Self-Driving dataset was trained by YOLOv5, and then we select a typical image from the Udacity Self-Driving dataset, as shown in Figure 5a. There are two types of objects in the figure, person, and car, where there are six person objects and six car objects. The 12 objects in Figure 5a are detected by five network models, respectively. The detection results are shown in Figure 5b-f.

In Figure 5b-f detection results, the blue box in the picture indicates the person class object location, from the left end to the right end of the picture in the order of p1-p3; the yellow box indicates the car class object location, from the left end to the right end of the picture in the order of c1-c4; and, the upper part of the box line is the object class label and the accuracy rate of the object.

Based on the detection results of the images in Figure 5, it can be obtained that the same number of objects are detected in (b)-(e), which are three person objects and four car objects. The overlapping of prediction frames resulting in the accuracy rate of individual objects cannot be seen, three-person objects and two-car objects are missed at the same time, and the detailed data are shown in Table 8.


Figure 5. Detection results of $\mathrm{N}_{1 \mathrm{j}}$ on objects in the Udacity Self-Driving dataset.

Table 8. Detailed data of detection results.

| $\mathbf{N}_{\mathbf{1 j}}$ | $\mathbf{p 1}$ | p2 | p3 | $\mathbf{c 1}$ | c2 | c3 | c4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{N}_{11}$ | 0.64 | 0.71 | 0.84 | 0.70 | 0.28 | 0.58 | 0.96 |
| $\mathrm{~N}_{12}$ | 0.76 | 0.27 | 0.80 | 0.76 | 0.31 | 0.63 | 0.95 |
| $\mathrm{~N}_{13}$ | 0.74 | 0.66 | 0.84 | 0.73 | 0.41 | 0.57 | 0.95 |
| $\mathrm{~N}_{14}$ | 0.51 | 0.59 | 0.85 | 0.75 | 0.34 | 0.54 | 0.95 |
| $\mathrm{~N}_{15}$ | 0.51 | 0.53 | 0.79 | 0.69 | 0.47 | 0.30 | 0.95 |

According to the results in Table 8, it can be seen that p2 and c4 has the highest accuracy rate among the object detection results in Figure 5b, and p1, c1, and c3 have the highest accuracy rate among the object detection results in Figure 5c. A total of five detected objects has the highest accuracy rates when the dataset is divided using $\mathrm{D}_{\mathrm{i} 1}$ and $\mathrm{D}_{\mathrm{i} 2}$. Therefore, the network model detection is better when the proportion of the Udacity Self-Driving dataset is divided into $\mathrm{D}_{\mathrm{i} 1}$ or $\mathrm{D}_{\mathrm{i} 2}$.

## 5. Conclusions

For how to choose the best division proportion method for datasets, this study proposes a twice-equal difference enumeration (TEDE) algorithm for datasets. Using the YOLOv5, six datasets with different amounts of data were divided based on the common dataset PASCAL VOC, and experiments were conducted on each dataset under five different division proportions to obtain a total of 30 sets of experimental results. The experimental results showed that, when mAP (@.5) and mAP (@.5:.95) were used as evaluation metrics, the highest prediction precision of the network model was achieved when the proportion of the training set station dataset as a whole was set to $0.85-0.9$ for datasets with different amounts of data. The generalizability experiments use the Udacity Self-Driving dataset and the TTD dataset and prove that $\mathrm{D}_{\mathrm{i} 1}$ or $\mathrm{D}_{\mathrm{i} 2}$ are the optimal division proportions of the dataset with certain reliability and generalizability. The above conclusion is further supported after testing using real images. Therefore, the TEDE algorithm can provide a reference for researchers engaged in deep learning-based computer vision when working on dataset partitioning, which helps to improve the performance of network models and is important for the establishment of network models.
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