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Abstract: The proliferation of flying ad hoc networks (FANETs) enables multiple applications in
various scenarios. In order to construct and maintain an effective hierarchical structure in FANETs
where mobile nodes proceed at high mobility, we propose a novel FANET clustering algorithm by
using the Kalman-filter-predicted location and velocity information. First, we use the Silhouette
coefficient to determine the number of clusters and the k-means++ method is utilized to group nodes
into clusters. Regarding the external disturbances in highly mobile scenarios, a Kalman filter is
used to predict locations and velocities for all nodes. When clustering, the relative speeds together
with relative distances are considered, and the previous selected cluster heads (CHs) are utilized to
initialize current centroids. Furthermore, we propose two metrics, including the cluster stability and
the ratio of changed edges, to evaluate the network performance. Relevant simulation results reveal
that our proposal can yield a cumulative distribution function (CDF) of cluster stability values close to
the sensor-measurement-based data. Moreover, it can reduce communication overheads significantly.

Keywords: FANET communications; network clustering; Kalman filter prediction; k-means++ algorithm;
cluster stability metric

1. Introduction

With the advent of huge numbers of small-size and lightweight gadget devices for
remote wireless communications, ad hoc networking encounters multiple far reaching ap-
plications, such as military, crisis scenarios, logistics and transportation, etc. [1]. Possessing
the merits of high mobility and high adaptability, the ad hoc network can be utilized in
those disaster scenarios or restricted places without wireless signals. Furthermore, multiple
nodes are arranged as a swarm to cooperate with each other to accomplish more compli-
cated tasks such as rescuing, searching, etc. Generally speaking, the ad hoc networks can
be classified into several types based on their different applications, such as the mobile ad
hoc network (MANET) for cellular phone scenarios, vehicular ad hoc network (VANET)
for vehicle scenarios, wireless sensor network (WSN) for sensor scenarios, and the flying
ad hoc network (FANET) for unmanned aerial vehicle (UAVs) scenarios, etc. [2]. Currently,
the FANET is attracting increasing interests from academia, industrial and military fields
with advantages of high mobility and flexibility.

In FANET, multiple nodes are organized cooperatively and collaboratively to complete
difficult missions with high efficiency [3]. Nonetheless, the FANET encounters some new
challenges such as high mobility, frequent topology variations, external disturbances and
non-negligible packet loss rate, etc., especially in highly mobile scenarios for large-scale
networks. The self-organized networking is the fundamental path to the intelligent ad hoc
network, where nodes can manage themselves and are grouped into several clusters even
after being disturbed by the external interference [4]. Usually, the network management of
a FANET is highly related to nodes’ movement velocities and positions and it aims to form
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highly adaptive self-organized groups with low message exchange overheads. However,
the high mobility leads to severe challenges. On one hand, highly mobile node-to-node links
experience severe Doppler frequency shift caused by relative velocity difference, increasing
packet loss rate. On the other hand, nodes with high velocities are more vulnerable to
external disturbances such as winds, unsteady airflow, control error, etc. As shown in
Figure 1, all nodes are grouped into two clusters, and two cluster heads (CHs) are elected.
For highly mobile FANETs such as UAV swarms and missile swarms, nodes are influenced
by external disturbances and deviate from predefined routines when proceeding, which
may cause the new selection of CHs. Consequently, a novel FANET networking scheme
for highly mobile scenarios is pivotal for further routing protocol design and network
performance optimization.
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Figure 1. A diagram of the FANET: nodes are organized into clusters. The network topology varies
as time proceeds.

Contributions

In this paper, we investigate FANET networking in high-mobility scenarios and
propose a Kalman-filter-assisted networking algorithm. Based on the proposed method,
we analyze the cluster stability and networking overhead cost. The major contributions of
this paper are presented as follows.

1. A FANET clustering algorithm is proposed in this paper. First, the Silhouette coef-
ficient is used to determine the number of clusters for given nodes’ positions and
velocities. It aims to find an optimal number of clusters with the highest average
coefficient value. Then, the k-means++ algorithm is used to group all nodes into
clusters periodically. When calculating nodes’ distance, both position and velocity
differences are considered. Moreover, the CHs of the previous iteration are used to
initialize the centroids of the current iteration.

2. A high-mobility FANET networking scheme is proposed based on the linear Kalman
filter. To model nodes’ mobility influenced by external interferences, we use the
Gaussian–Markov process to characterize nodes’ mobility influenced by external
interferences. Specifically, we establish the state transfer relationship of position and
velocity between two adjacent times and the Kalman. On this basis, the Kalman filter
is utilized to predict the positions and velocities of all nodes.

3. This paper further evaluates the networking performance from three aspects, i.e.,
the cluster stability, ratio of changed edges based on the abstracted graph and com-
putational complexity. The first metric measures the relative position and velocity
difference within a cluster, whereas the second metric reflects the required communi-
cation overhead costs during the network evolution.

4. Extensive simulations are conducted to evaluate the performance of our proposal
under different node trajectories and velocities. Thereafter, we compare it with
the existing FANET networking algorithms. The simulation results show that the
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proposed scheme outperforms the conventional schemes marginally from the aspects
of cluster stability coefficient and ratio of changed edge numbers. Nonetheless, it
presents a relatively low computational complexity in contrast to other algorithms;
this implies that the proposed scheme is applicable in high-mobile scenarios, which
require fast and reliable networking.

The remainder of this paper is outlined as follows. Section 2 present a review of related
work. In Section 3, we describe the stochastic mobility model of the FANET node and
introduce the prediction method based on the Kalman filter. In Section 4, the clustering
method based on k-means++ is elaborated, and the performance evaluation metric includes
cluster stability and overhead cost. The simulation and numerical results are presented and
discussed in Section 5. Relevant conclusions are finally drawn in Section 6.

2. Review of Related Works

The ad hoc network mobility models serve as the cornerstones of network design,
performance evaluation and routing protocols design, etc. For example, Wan et al. in [5]
proposed a smooth turn mobility model, which can capture the acceleration correlation
for UAVs over different time and positions while failing to consider the randomness.
Currently, extensive studies have been conducted and some random mobility models
have been proposed, such as the widely used random walk (RW), random direction (RD),
random waypoint (RWP) models [6,7]. Specifically, the RWP model assumes that all nodes
are independent and nodes are assigned with random destinations and velocities. Once
arriving, they pause for a random break before proceeding to the next random destination.
These works take the stochastic process into account to emulate the random deviation or
jitter due to external interference. Nevertheless, they fail to depict the correlation between
two adjacent times. In other words, the speed is influenced by the previous state. In [8],
Camp et al. summarized the mobility models that are widely used in the simulations of ad
hoc networks, including the Gaussian–Markov model, which model current speeds and
movement directions based on the corresponding former speeds and directions.

The network topology architecture is a foundation for further FANET management,
and unreasonable networking may increase the communication overheads, and even
jeopardize or paralyze the entire network. Considering the existence of multiple mobile
nodes, considerable researchers have focused on it and proposed some classical models.
In [1], Xiao et al. summarized the three typical network topologies of FANET, i.e., the
star topology, mesh topology, and the cluster-based hierarchical topology. In contrast to
the star topology structure, the mesh topology possesses merits of high flexibility and
autonomy and it can overcome the high link path loss or interruptions in some harsh
scenarios via multiple hops. However, it requires quantities of overheads to realize data
packet transmission via multiple hops. Regarding the cluster-based networking methods,
this hybrid hierarchical topology can evidently reduce the management complexity and
communication overheads. Furthermore, this scheme can group nodes into different
clusters based on different application scenarios and arrangement strategies. Nonetheless,
it encounters some new challenges, such as the determination of number of cluster and
the election of CH. In [9], Shao et al. proposed a border patrol clustering algorithm (BPCA)
via a cooperative architecture, which optimizes the CH selection by taking the effects of
relative speed, separation distance, and nodes’ movement model into account. In [10],
Tropea et al. introduced a FANET simulator, which considers human mobility behaviors,
UAV/drone behavior models, and energetic issues.

In highly mobile scenarios, the network needs frequent updates to maintain a stable
structure, which leads to an increase in control overhead and transmission latency. To tackle
the mobile scenario, the authors in [11] proposed a FANET clustering algorithm based
on the k-means model. It considers both the mobility and relative positions to boost the
network reliability. Furthermore, the authors derived the optimal cluster sized based on the
maximum coverage probability of CH. In [12], Wang et al. determined the cluster number
based on bandwidth balance and used the k-means algorithm to group all nodes. Then,
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they proposed a deep Q-learning (DQN)-based cluster head selection algorithm. Another
promising method is to predict the node information to assist further clustering. For
example, Zang et al. in [13] proposed a mobility-prediction-based clustering algorithm by
using the attributes of moving UAVs. Specifically, they presented a dictionary trie structure
prediction algorithm and link expiration time mobility model. In [14], Cai et al. proposed a
clustering algorithm by considering the residual energy, relative velocities difference and
connections with neighbor nodes. Furthermore, a novel group mobility metric combining
the instantaneous velocities and directions is proposed. To better highlight our contribution,
a table-based comparison is presented in Table 1.

Table 1. Comparison among different references.

Citation Networking Method Clustering Metric

[9] border patrol clustering
algorithm

relative speed and separation
distance

[11] k-means mobility and relative positions

[12] k-means bandwidth balance

[13] weighted clustering algorithm

node mobility, connectivity
degree, total distance to

neighbors, and consumed
battery power

[14] group mobility based
clustering algorithm

residual energy, relative
velocities difference, and

connections with neighbor
nodes

[15] hybrid gray wolf optimization
method

inter-cluster distance,
intra-cluster distance, residual

energy, and geographic
location

[16] bio-inspired localization and
clustering schemes

cluster building time, number
of clusters, cluster lifetime,
and energy consumption

3. Location and Velocity Prediction
3.1. Framework of the Proposed Algorithm

In this section, we will introduce the Kalman-filter-assisted prediction of nodes’ infor-
mation for the FANET. To start with, the procedure flowchart of our proposed algorithm is
presented in Figure 2 and we will elaborate each step in detail in the following text. Our
proposed algorithm mainly contains the following three steps, which are

1. Initialize the simulation parameter settings at time t0, including the total node number,
nodes’ locations and velocities. Determine the number of cluster K(t0) by using the
Silhouette coefficient and group all nodes into clusters. Find the CH for each cluster
based on the k-means++ algorithm.

2. Predict the node location p̂n(ti) and velocity v̂n(ti) based on the Kalman filter. Cluster
all nodes based on the predicted information via k-means or k-means++ algorithm.
Update simulation time ti ← ti−1 + ∆t.

3. Repeat step 2 until the preset simulation time tend is reached or other convergence
conditions are satisfied.
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Figure 2. The flowchart of the proposed algorithm.

3.2. Initialization and Modeling of Node Movement

First, we generate several stochastically distributed nodes with high mobility based
on the Gaussian mixture distribution. Specifically, we set a number of cluster K(t0) at
the initial simulation time t0. For the i-th node belonging to the k-th cluster, marked as
nk,l in brief, we assume that the corresponding location obeys the three-dimensional (3-D)
Gaussian distribution, i.e., p(nk,i) ∼ N (µk, Σk), where µk and Σk represent the average
location matrix and the covariance matrix, respectively. Regarding the initial movement
speed v(t0), it is assumed that all nodes proceed in a direction with the same speed v0 at
the initial simulation time t0.

During the proceeding process, nodes are expected to travel along the pre-defined
trajectories. However, they may be influenced by external obstacles, winds and other
airflow interferences, etc., presenting stochastic mobility processes consequently. To depict
this feature of all network nodes, we adopt the Gauss–Markov mobility model (GMMM),
which can be adapted to various levels of randomness by tuning a single parameter [8].
However, when applying this model in a network with a bunch of nodes, it assumes every
node is completely independent of another. Hence, it fails to model those nodes’ mobility
behaviors that move together or in groups. Therefore, we combine the GMMM with a
group mobility model, namely the reference point group mobility (RPGM) model [17].
Specifically, our proposal mainly contains two phases, i.e.,

1. Generate group center nodes and model their movements based on GMMM. First,
initialize the center nodes with given positions, velocities, and moving directions at
the initialization time t0. Then, update these three parameters based on the following
three equations, which are

v(tk) = αv(tk−1) + (1− α)v +
√
(1− α2)vxk−1 , (1)

θ(tk) = αθ(tk−1) + (1− α)θ +
√
(1− α2)θxk−1 , (2)
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φ(tk) = αφ(tk−1) + (1− α)φ +
√
(1− α2)φxk−1 , (3)

where v(tk) means the moving speed at time tk, v is a constant, which denotes the
average speed and vxk−1 is a random variable following the Gaussian distribution. α
is a parameter that controls the movement randomness. Specifically, the case of α = 0
represents a totally random process, i.e., the Brownian motion, whereas the case of
α = 1 means a completely deterministic process.
Since flying nodes are moving in 3-D Euclidean space, we use two angular variables
to depict the movement direction. Variables θ and φ denote the elevation and azimuth
angles of the speed vector, respectively. The meanings of variables θ, φ, θxk−1 , and
φxk−1 are similar to those of Equation (1). Finally, the location at time tk can be obtained
based on the previous location, speed and moving direction at time tk−1, which arepx(tk)

py(tk)
pz(tk)

 =

px(tk−1)
py(tk−1)
pz(tk−1)

+

cos φ(tk−1) sin θ(tk−1)
sin φ(tk−1) sin θ(tk−1)

cos θ(tk−1)

v(tk−1)∆t, (4)

where ∆t is the updation time interval. Note that px, py, and pz are the corresponding
x, y and z coordinates of the node’s position, respectively.

2. As for each group center, generate some nodes around the center randomly, of which
locations are assumed to obey the Gaussian distribution, and their centers are set as the
mean values. Their locations and velocities are derived based on the corresponding
centers. According to [8], the velocity vk,i of node nk,i belonging to the k-th group can
be obtained by adding a random motion vector ∆vr,i to the center speed vector vC

k as
shown in Figure 3.
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Figure 3. The diagram of the group mobility.

This relationship between group center and member velocities can be expressed as

vk,i = vC
k + ∆vr,i, (5)

∆vr,i = vr

cos φr sin θr
sin φr sin θr

cos θr

, (6)

where vr is distributed uniformly within a specified maximal speed vr,max, i.e.,
vr ∈ [0, vr,max]. The random elevation θr angle is uniformly distributed within (0, 2π]
and the azimuth angle φr varies evenly within a range of (0, π].

3.3. Kalman-Filter-Based Trajectory Prediction

The trajectories of network nodes are pivotal to further system optimization and
routing protocol design. However, the movement of nodes is easily influenced by external
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disturbances such as noise, airflow interference, etc., which causes deviations from the
intended paths. Specifically, all nodes need to broadcast messages periodically to exchange
position information with surrounding nodes. In highly mobile scenarios, this procedure
is frequently conducted, creating quantities of overheads consequently. To handle this
issue, we adopt the Kalman filter to predict the node trajectories, aiming to reduce the
overheads with aid of predicted location and velocity. Kalman filter is a recursive solution
to the discrete data linear filtering problem [18]. With high prediction accuracy and low
computational complexity, it has been used in extensive research and applications, such as
control, navigation, filtering, etc. Some works have implemented it in the ad hoc network,
e.g., the authors in [19] used the Kalman filter to estimate the cooperative awareness
messages (CAMs). The main procedure of the Kalman filter contains two phases, i.e., time
updation and measurement updation. The time updation contains two formulas, which are

x̂−k = Ax̂k−1 + Buk−1, (7)

P−k = APk−1 AT + Q, (8)

where the superscript “−” indicates that vectors are obtained before the measurement,
symbol hat notation “·̂” indicates the estimated results. Hence, x̂−k is the estimated state
at the k-th step based on the prior process to the current step. x̂k means the estimated
posterior state at the k-th step based on the current measured result zk. State transfer matrix
A relates two adjacent states of previous and current steps, and input matrix B relates the
control input uk−1 to state x. P−k and Pk denote the prior and posterior estimated error
covariances, respectively. Q is the process noise covariance matrix.

As for the measurement updation, it includes the following three equations, i.e.,

Kk = P−k HT
(

HP−k HT + R
)−1

, (9)

x̂k = x̂−k + Kk
(
zk − Hx̂−k

)
, (10)

Pk = (I − Kk H)P−k , (11)

where Kk means the Kalman gain at the k-th step, measurement matrix H relates the
state xk to the measured value zk and R is the measurement noise covariance matrix.
The time-updating procedure aims to predict states, whereas the measurement updating
procedure tries to correct the state based on current measurement results. By using these
two recursive procedures, the Kalman filter can realize high-precision prediction with low
computational cost.

In this paper, the Kalman filter is utilized to predict the velocities and positions of
all nodes in highly mobile scenarios. Consequently, we take these two key variables into
account and combine them into a state x with an expression of x = [px, py, pz, vx, vy, vz]T.
As for the input matrix B, it is set to 0 since no external input is considered for this case.
Based on the relationship between position and velocity, the state transfer matrix A can be
presented as

A =

(
I3×3 ∆tI3×3
03×3 I3×3

)
6×6

. (12)

On this basis, we can predict the positions and velocities for all nodes via the previous
prediction and current measurement results.

4. Network Clustering
4.1. Number Determination of Clusters

Based on the estimated information of positions and velocities, we aim to group these
nodes into several clusters by using the k-means++ algorithm, which is an unsupervised
learning method [20]. Before performing clustering, it is essential to determine the cluster
number. Herein, we adopt the widely used Silhouette coefficient, which does not need to
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know the labeling of the dataset [21,22]. It gives a metric of the separation between clusters
and thus provides a way to assess the number of clusters. For each node, the corresponding
Silhouette coefficient is expressed as

s(i) =
b(i)− a(i)

max{a(i), b(i)} , (13)

where a(i) is the average distance between node ni and the rest members belonging to the
same cluster, b(i) denotes the average distance between node ni and all other members
belonging to the nearest cluster. The detailed expressions of a(i) and b(i) are presented as

a(i) =
1

|C(i)| − 1 ∑
C(i),i 6=j

D(i, j), (14)

b(i) = min
i 6=j
{ 1
|C(j)| ∑

j∈C(j)
D(i, j)}, (15)

where |C(i)| is the total member number belonging to the cluster assigned to ni. According
to Equation (13), it can be learned that this metric has a range of [−1, 1]. To determine
the optimal number of clusters, we iterate different numbers of cluster and calculate the
average silhouette coefficient of all nodes for a given number of cluster. The number with
the maximum value is regarded as the optimal choice. Furthermore, multiple rounds are
conducted and the average number is used to eliminate the randomness error.

4.2. k-means+ Clustering Algorithm

Since the k-means algorithm is sensitive to the initialization of the centroids, we utilize
the k-means++ to overcome this drawback. The k-means++ algorithm mainly contains the
following three steps [23].

1. Choose a node from the set X randomly as the centroid of the 1st cluster, marked
as c1.

2. For a node marked as ni(i ∈ X ), calculate its distance from the nearest previously
chosen centroids and obtain the distance vector. It can be expressed as

D(i) = min
k∈K
{D(i, k)}, (16)

where K is a set containing all previously chosen centroids.
3. Choose a node nj ∈ X as the centroid of next cluster with a probability of

P(j) =
D2(j)

∑nj∈X D2(j)
, (17)

This formula implies that the probability of a node being selected as the next centroid
is highly related to its separation from the nearest, previously chosen centroid.

4. Repeat Step 2 and Step 3 until K centroids have been determined.
5. Use the k-means algorithm to cluster all nodes and obtain the centroids.
6. For the k-th cluster, search a CM from the assigned CMs Xk with the nearest distance

to the centroid ck and take it as the CH, i.e.,

CHk = arg min
k∈Xk
{‖p(k)− ck‖}. (18)

It is noteworthy that the distance between any two nodes, namely ni and nj, during
the clustering procedure not only depends on their relative positions but also is related to
their relative speed differences, which can be expressed as

D(i, j) = ‖pi − pj‖+ ∆t‖vi − vj‖, (19)
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where symbol ‖ · ‖ calculates the 2-norm, i.e., the 3-D Euclidean distance. The second
part of this equation indicates a possible separation distance at a short update interval ∆t.
Hence, this equation implies that a higher speed difference should not be ignored even
under the case of close position distance.

As for the convergence condition, it contains the judgment of maximal iteration and
CH position difference, which proceeds as follows: (1) If current iteration reaches the pre-set
maximal iterations, then it will stop regardless of the position difference. This condition
is set to cater to the requirement of low computational time for highly mobile scenarios.
(2) If the cluster head position differences between the pre-iteration and current iteration
are smaller than the given threshold, then it will stop.

4.3. Dynamic Clustering Evaluation
4.3.1. Communication Overhead Metric

In our proposal, the network is established based on the concept of cluster intending
to manage nodes separately and autonomously [24]. The clustering algorithm is usually
conducted based on some metrics such as Euclidean distance, cosine distance, Hamming
distance, etc. For a given cluster, it consists of a CH and several nearby cluster members
(CMs) which are reachable from the CH by single or multiple hops. As such, they need
to exchange messages periodically to maintain the existing topology or form a new one.
The number of changed edges is highly related to the communication overheads. If a
link connecting two nodes breaks, the involved nodes will send cooperative awareness
messages (CAMs), containing key safety-related information such as speed and position,
and they wait responses from the nearby nodes. Then, a new link will be established
with another CH. It can be seen that the new link is established at a cost of additional
CAMs. The more links change, the more CAMs are required. Consequently, it is reasonable
to use the number of changed links to measure the communication overheads in this
paper. Nonetheless, mobile nodes cause time-varying network topology, especially in
high-mobility scenarios, yielding rapid cluster stability degradation. As such, it is essential
to check and update the network topology periodically and select new CHs for a purpose
of adapting to new environments.

Generally speaking, the topology variation contains the CM change case and the CH
change case. As shown in Figure 4a, for a given topology structure at time t, assume
two clusters are constructed and the node nk,i(t) is grouped into the k-th cluster at time t.
As time proceeds, node nk,i(t) moves forward to a new position, which will be classified
into the (k + 1)-th cluster, denoted as nk+1,i(t + ∆t). To complete this procedure, the CHs of
these involved two clusters need to exchange control overheads. The second case involving
the change of CH is presented in Figure 4b, which indicates the CH of the k-th cluster
changes from time t to t + ∆t. Obviously, this case results in more changed links. For
instance, a new single-hop link needs to be established in Figure 4a, whereas four new
single-hop links are involved in Figure 4b. Assuming the communication overhead cost is
proportional to the number of changed links, we consequently focus on this aspect during
the mobile process in the following text.

To quantify the changed link number, we abstract the topology into an undirected
graph with an expression of G = {V, E} herein, where V means the vertex set of all
nodes, and E is the edge set connecting two adjacent nodes. To depict the connection
relationship between nodes, we establish a binary connection matrix with an expression of
C = [cij]N×N . As for the matrix element cij, its value is set according to nodes’ connection
relationships, i.e.,

cij =

{
0 ni = nj

1 ni ↔ nj
(20)
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Obviously, if node ni is connected to nj directly, then cij = 1. Otherwise, cij = 0. On this
basis, the changed edge can be found by comparing two adjacent connection matrices,
which is

D(t, t + ∆t) = C(t)⊕ C(t + ∆t), (21)

where symbol “⊕” is the exclusive or operator. Since the connection matrix C is symmetric,
the changed edge number from time t to t + ∆t can be expressed as

Nc = card{D 6= 0}/2, (22)

where function card{·} calculates the cardinal number of a set. The worst case happens
when the updated graph is totally different from the previous one, hence we use the ratio
of changed edge number to depict the evolution situation, which is about

γ =
Nc

C2
N

, (23)

where N represent the total node number, C2
N is the number of combinations.
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Figure 4. The diagram of the time-varying topology, (a) variation of a CM, (b) variation of a CH.

4.3.2. Cluster Maintenance Metric

To characterize the cluster maintenance, Rossi et al. in [25] took both the relative mean
speed Sk and distance Dk into account and proposed a novel CH selection index to evaluate
the cluster maintenance in three-dimensional (2-D) Euclidean space. In this paper, we
extend it to the 3-D Euclidean space. For a node nk,i belong to the k-th cluster Φk, its cluster
maintenance metric ξk,i can be expressed as

ξk,i = Sk,i + Dk,i, (24)

Sk,i =
∑Nk

j=1 ‖vk,i − vk,j‖
Nk max{Ωk,i}

(25)

Dk,i =
∑Nk

j=1 ‖pk,i − pk,j‖
Nk max{Zk}

(26)
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where Ωk,i denotes the speed difference set among different nodes within the cluster set Φk
and it is calculated by

Ωk,i = {‖vk,i − vk,j‖|∀nk,j ∈ Φk. (27)

Nk is the element number of Φk. Set Zk,i consists of all Euclidean distances between CMs of
Φk and node nk,i and it can be calculated as

Zk,i = {‖pk,i − pk,j‖|∀nk,j ∈ Φk}. (28)

Based on Equation (24), we can learn that the value of ξk varies within the range of [0, 2].
Calculate the stability metric values for those nodes belonging to Φk, and take the average
value as the cluster maintenance metric, which is expressed as

ξk = ∑
i

ξk,i/Nk. (29)

5. Simulation and Analysis

In this section, we will present a series of simulation works to verify our proposed
network clustering algorithm. The simulation scenario is set to a mobile UAV FANET
scenario, where a swarm of UAVs proceeds at high mobility. Note that all nodes are
at high altitudes and there are no obstacles around them. They proceed at predefined
trajectories with influences from external winds and currents, which causes deviations
from routines. Hence, their corresponding node motions are characterized by the proposed
RPGM. Furthermore, higher motion velocity causes more severe disturbances to both
positions and speeds. Nodes send CAMs periodically to maintain the topology structure.
Once a link is disconnected, then a bunch of CAMs are required to establish a new link.
The simulation is performed on the MATLAB platform in a Windows operating system. To
start with, we set the initialization number of clusters K(t0) as 4 and generate 20 nodes per
cluster randomly. Then, we initialize the node locations based on the Gaussian distribution
with mean positions of (0, 0, 80) m, (0, 80, 40) m , (80, 0, 40) m, and (80, 80, 0) m, respectively.
All nodes move in the same direction of (φ0, θ0) = (45◦, 45◦) at the initial time t0. The
RPGM is used to model the movement of all nodes and the initialized group center speed
is 30 m/s. The maximal random speed is set to 3 m/s. On this basis, the proposed Kalman-
filter-assisted networking algorithm is utilized to reduce communication overheads. The
detailed simulation parameter values are presented in Table 2.

Table 2. Simulation settings.

Parameters Values Parameters Values

α 0.5 θ 10◦

v 5 m/s φ 10◦

Initial direction
(φ0, θ0)

(45◦, 45◦) Updation interval ∆t 0.1 s

Evolution interval
∆tevol

0.4 s Total simulation time 10 s

Initial number of
clusters K(t0)

4 Maximal random
speed vr,max

3 m/s

Cluster center speed
vC 30 m/s Number of node N 80

Initial pC
1 [0, 0, 80] m Initial pC

2 [0, 80, 40] m
Initial pC

3 [80, 0, 40] m Initial pC
4 [80, 80, 0] m

5.1. Node Initialization and Prediction

Figure 5a presents the initialized node positions. To determine the optimal number of
clusters, we calculate the Silhouette coefficients over different numbers of clusters as shown
in Figure 5b. It can be observed that the highest average value appears at the number 4,
which corresponds to the preset number of clusters. Then, all nodes are grouped into
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discernible clusters based on the k-means++ algorithm. To better illustrate the clustering
effects, nodes belonging to the same cluster are painted by the same color and lines
connecting CMs and CH are also drawn. Obviously, four clusters can be identified and CHs
lie at the center of clusters. Consequently, the nodes in Figure 5a are plotted in 4 different
colors, where one color indicates one cluster.

(a)
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(b)

Figure 5. The initialization of all nodes at time t0 = 0 s, (a) clustering results, (b) average Silhouette
coefficient values.

Figure 6 plots the trajectories of all nodes during the whole simulation process, where
curves of the same color represent trajectories belonging to the same cluster. It can be
observed that nodes deviate slightly away from the desired paths as a result of external
disturbances. Nonetheless, nodes belonging to the same cluster still gather together instead
of moving in chaos and they can be separated with others easily. Hence, it implies that the
proposed RGPM presents a good modeling capability of the group mobility.

Figure 6. The nodes’ trajectories during the whole simulation process.

Figure 7 presents the emulated trajectory of the 1st node from t = 5 s to t = 10 s,
where Figure 7a,c,e denote the speed components on x, y and z axes. Figure 7b,d,f represent
those of the position components. In these figures, the true data are denoted by black
triangles, the measured data are obtained based on GPS and speed/acceleration sensors.
They are marked by red circles. We can find some differences between true data and
measured data, which stems from the white Gaussian noise. Furthermore, we plot the
Kalman-filter-assisted prediction results, marked by blue stars. It can be learned that the
prediction result presents a good fit to the measured results, even though the time-varying
data are non-stationary. Then, the predicted data are utilized to assist the networking.



Electronics 2023, 12, 2731 13 of 20

5 6 7 8 9 10

Time [s]

-20

-10

0

10

20

30

40

50

x
 s

p
e
e
d
 [
m

/s
]

True values

Measured values

Estimated values

(a)

5 6 7 8 9 10

Time [s]

240

250

260

270

280

290

300

310

320

x
 p

o
s
it
io

n
 [
m

]

True values

Measured values

Estimated values

(b)

5 6 7 8 9 10

Time [s]

-10

0

10

20

30

40

50

y
 s

p
e
e
d
 [
m

/s
]

True values

Measured values

Estimated values

(c)

5 6 7 8 9 10

Time [s]

190

200

210

220

230

240

250

260

270

y
 p

o
s
it
io

n
 [
m

]

True values

Measured values

Estimated values

(d)

5 6 7 8 9 10

Time [s]

-20

-10

0

10

20

30

40

50

60

z
 s

p
e
e
d
 [
m

/s
]

True values

Measured values

Estimated values

(e)

5 6 7 8 9 10

Time [s]

100

120

140

160

180

200

220

z
 p

o
s
it
io

n
 [
m

]

True values

Measured values

Estimated values

(f)

Figure 7. The Kalman-filter-assisted prediction results of node speed and position, (a) x position,
(b) x speed, (c) y position, (d) y speed, (e) z position, (f) z speed.

5.2. Performance Evaluation

Figure 8 presents a demonstration of the time-varying network topology, where
Figure 8a,b denote two constructed topologies at two different times with an interval of
∆t = 0.1 s. The scatters plotted in one color belong to the same cluster and they are
connected to a CH via edges with the same color. Figure 8c,d plot the corresponding graph
matrices based on Equation (20). On this basis, the changed edge number can be easily
calculated based on Equation (21). In Figure 8, we can find that the majority of the changed
edges stem from the newly selected CH as a result of node movement, and no cross-cluster
changed edges appear during this process.
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Figure 8. The demonstration of the time-varying graph, (a) network topology at time 0 s, (b) network
topology at time 0.1 s, (c) connection matrix at time 0 s, (d) connection matrix at time 0.1 s.

Figure 9 plots the average stability metric results during the whole simulation, whereas
Figure 9a plots the average stability metric values of all clusters at different time. In
this figure, the black solid curve denotes the results based on the measured positions
and velocities, whereas the dashed blue curve refers to that of the Kalman-filter-assisted
estimated results. Obviously, the whole values of these two cases fluctuate around a value
of 1. Figure 9b draws the corresponding cumulative distribution function (CDF) curves
of these two data. It can be observed that the predicted results present a similar trend
to the measured data, proving that our proposal can be used to assist the highly mobile
FANET networking.
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Figure 9. The stability metric results, (a) stability metric values at different time, (b) CDF results.

Figure 10 presents the ratio of changed edge number compared to the sensor
measurement-based data over different group movement velocities, including 10 m/s,
30 m/s, 60 m/s, and 100 m/s. Moreover, we assume the maximal random speed vr,max
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is proportional to the group speed vC, implying that a higher vC is accompanied by more
severe interferences. We can observe that the proposed algorithm can yield an overall
ratio of 2–3% regardless of different group velocities, proving a good option to reduce
communication overheads.
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Figure 10. The statistical results of the changed edges during the whole simulation process over
different velocities, (a) vC = 10 m/s and vrmax = 1 m/s, (b) vC = 30 m/s and vrmax = 3 m/s,
(c) vC = 60 m/s and vrmax = 6 m/s, (d) vC = 100 m/s and vrmax = 10 m/s.

5.3. Comparisons with Existing Methods

We also compare with the existing algorithms to validate our proposal. Specifically,
three different algorithms are compared, i.e., (1) Method 1: the conventional k-means
algorithm is used. Note that the number of clusters is set to a constant of 4 during the
whole simulation process. Moreover, the distance between nodes consists of their relative
speed difference [25]. (2) Method 2: the method is similar to Method 1, but the distance
between nodes does not consider the speed information [26]. (3) Method 3: the method is
similar to Method 1, but it uses the k-means++ algorithm [27].

Figure 11a plots the stability CDF results of these 4 different algorithms during the
whole simulation process at a speed of 30 m/s. It can be observed that these four al-
gorithms show approximate performance, where Method 2 presents a slight advantage.
Nonetheless, more comparisons using different metrics are needed to verify our proposal.
Figure 11b plots the ratio CDF of the changed edges, where three different methods men-
tioned above are compared with our proposal. Generally, a smaller value of the ratio of
changed edges implies a well-predicted network graph with respect to the actual network
graph, resulting in fewer communication overheads consequently. From this figure, it can
be seen that our proposal is slightly lower than these three algorithms, proving a good
evolution performance.
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Figure 11. Comparisons with different algorithms, (a) CDF of average stability, (b) ratio CDF of
changed edges.

The computational complexity of these four algorithms is compared in Table 3. The
conventional k-means algorithm has a complexity of O(kdN) for each iteration, where N
is the number of nodes, D is the number of dimensions, and k is the number of clusters.
As such, the computational complexity of Method 2 is half of Method 1 since the data
dimension only considers the distance. The k-means++ algorithm owns a higher complexity
since it calculates the selection probability for all nodes during the centroid initialization.
The complexity of our proposal lies between Method 1 and Method 3, where parameter
α ∈ (0, 1) means the proportion of the k-means procedure during the whole simulation pro-
cess. Furthermore, we obtain the time consumption results of these algorithms via the Mat-
lab platform running on a computer with an Intel(R) Core(TM) i7-9750H CPU@2.60 GHz.
The corresponding is also listed in Table 3. Note that calculating the number of clusters is
omitted to highlight the performance of clustering algorithms herein.

Table 3. The computational complexity comparisons of different algorithms.

Algorithm Computational Complexity Time Consumption

Our proposal O(αkdN2 + (1− α)kdN) 0.93 s
Method 1 O(kdN) 1.04 s
Method 2 O(kdN) 0.51 s
Method 3 O(kdN2) 2.62 s

5.4. Simulations over Different Trajectories

Furthermore, we add more simulations over different node trajectories, and the corre-
sponding results are presented in Figure 12. As for the first simulation case, the azimuth
angle increases along with the simulation time and a bending curve can be observed as
shown in Figure 12a. The relevant stability CDF results based on estimated and measured
positions and speeds are plotted in Figure 12c. Figure 12b shows a case of time-varying
motion directions and the corresponding stability CDF results are presented in Figure 12d.
Compared with the measured data results, we can learn that our proposal shows a good
approximation and it is still validated at different node trajectories.
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Figure 12. The comparison results over different node trajectories, (a) curves of Trajectory 1, (b) curves
of Trajectory 2, (c) stability CDF of Trajectory 1 based on our proposal, (d) stability CDF of Trajectory
2 based on our proposal, (e) stability CDF comparisons of four algorithms for Trajectory 1, (f) stability
CDF comparisons of four algorithms for Trajectory 2, (g) ratio of changed edges CDF for Trajectory 1
of 4 algorithms, (h) ratio of changed edges CDF for Trajectory 2 of 4 algorithms.
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We further investigate the networking performance over different node trajectories
from aspects of network stability and the ratio of changed edges to validate our proposal.
Figure 12e,g represent the CDF results over Trajectory 1 of these two metrics, respectively,
and Figure 12f,h denote that of Trajectory 2. Indeed, our proposal shows marginal improve-
ments or even approximate performance compared to the existing methods based on the
metric of average stability. Nonetheless, it presents almost the lowest result regarding the
ratio of changed edges and low computational complexity as shown in Table 3. Considering
the metrics of network stability, the ratio of changed edge number, and the computational
complexity comprehensively, it is reasonable to state that our proposal outperforms the
existing methods. Consequently, our proposal can still provide some insights into further
FANET networking research.

5.5. Limitation and Applicability of the Proposal

In the aforementioned subsection, we performed some simulations and made compar-
isons with the existing methods from three aspects, i.e., the network stability coefficient,
ratio of changed edges, and the computational complexity. Even though our proposal
presents marginal improvements regarding the latter two metrics, the limitations of our pro-
posal should also be fully noted. Our simulation scenarios involve highly mobile scenarios
without any surrounding obstacles, but with some external turbulences, which makes the
nodes deviate from the predefined motion trajectories. Moreover, the turbulences get more
severe with the increasing motion velocity. Consequently, the network topology changes
quickly as nodes proceed forward. Based on the above analysis, our findings are applicable
and can be used in some highly mobile scenarios. On one hand, the external disturbances
cannot be ignored and even get stronger at higher velocities, which causes nodes to deviate
from predefined trajectories severely. On the other hand, it requires a low-computational
algorithm to adapt to fast time-varying scenarios. The potential application scenarios are
such as UAV swarms and missile swarms, etc.

6. Conclusions

In this paper, we focus on the FANET networking for high-mobility scenarios and
propose a novel network clustering algorithm based on the Kalman-filter-predicted position
and speed information. First, we focus on node clustering and use the Silhouette coefficient
to determine the number of clusters. On this basis, the k-means++ method is utilized to
group those nodes with similar properties into a cluster. To cope with the disturbance in
high mobility scenarios, we propose a location and velocity prediction-assisted networking
method, which uses the Kalman filter to predict this information. Furthermore, we use
the cluster maintenance metric and the ratio of changed edges to evaluate the networking
performance. The simulation results reveal that the Kalman filter presents a good prediction
result event at high mobility with strong external disturbance, and our proposal can reduce
the communication overheads evidently. Our findings provide insights into the future
high-mobility FANET networking.

Nonetheless, the improvements of our proposal is still marginal comparing with
the existing algorithms in highly mobile scenarios considering the inteference of external
turbulences. In the future, it can be improved from two aspects. (1) Accurate and precise
node trajectory prediction under the case of external disturbances can be realized by
algorithms such as the extended Kalman filter, deep learning, Q-learning, etc. (2) Another
aspect refers to optimizing clustering algorithms, such as taking the topology variation into
the cost function, fuzzy C-means algorithms, etc.
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