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Abstract: The number of money laundering crimes for Ethereum and the amount involved have
grown exponentially in recent years. However, previous studies related to anomaly detection for
Ethereum usually consider multiple types of financial crimes as a whole, ignoring the apparent
differences between money laundering and other malicious activities and lacking a more granular
detection targeting money laundering. In this paper, for the first time, we propose an improved
graph embedding algorithm specifically for money laundering detection called GTN2vec. By mining
Ethereum transaction records, the algorithm comprehensively considers the behavioral patterns of
money launderers and structural information of transaction networks and can automatically extract
features of money laundering addresses. Specifically, we fuse the gas price and timestamp from
the transaction records into a new weight and set appropriate return and exploration parameters to
modulate the sampling tendency of random walk to characterize the money laundering nodes. We
construct the dataset using real Ethereum data and evaluate the effectiveness of GTN2vec on the
dataset by various classifiers such as random forest. The experimental results show that GTN2vec can
accurately and effectively extract money laundering account features and significantly outperform
other advanced graph embedding methods.

Keywords: money laundering detection; graph embedding; Ethereum

1. Introduction

Blockchain is a distributed, open-source, immutable, public digital ledger shared
among connected peers [1]. Each block contains details of transactions and assets (i.e., ether
or bitcoin) exchanged between users. Ethereum is a special type of blockchain platform
that includes more than just monetary transactions. Users can create smart contracts on it
to run different types of applications [2]. The code for smart contracts is executed during
the mining process, which makes the data structure of Ethereum more complex than
other blockchains.

Ethereum [3], the second largest blockchain platform, has been worth nearly $100 billion
since its launch in 2015 and is also the largest blockchain platform in support of smart
contracts today. However, with its rapid development, several issues related to various
cybercrimes, such as money laundering, phishing, bribery, and Ponzi schemes, have been
rapidly increasing. Money laundering, in particular, has become an issue worrying the
world. In cryptocurrencies like Ethereum, decentralization can easily resist control and
censorship [2]. Transactions are difficult to link to real people because of their anonymity,
which makes them highly attractive to money launderers. Although governments and
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international organizations have implemented some strict anti-money laundering (AML)
regulations, the problem of money laundering on Ethereum is still severe.

As of 17 August 2022, Tornado Cash received 74.7% of the total amount laundered
on the Ethereum network, up to ETH 300,160, with another approximately 24% still in
the hackers’ wallets, while 1.5% was sent to trading platforms, according to a report by
SlowMist [4]. The FBI announced on its website [5] that the North Korean hacker group
Lazarus Group and APT38 were the attackers of Harmony Bridge, a hacker group that used
malware called TraderTraitor and a privacy protocol called Railgun to launder more than
USD 60 million stolen from Ethereum on 23 June 2022. Such money laundering cases have
increased in recent years. Therefore, it is essential to investigate more effective detection
methods for money laundering crimes for Ethereum.

Malicious behavior with Ethereum includes attacks that exploit vulnerabilities in smart
contract code, such as honeypot contracts. These vulnerabilities in the code can be verified
and analyzed using formal modeling methods [6,7]. As for other malicious behaviors,
such as phishing scams, money laundering, gambling, Ponzi schemes, etc., researchers
in previous studies usually detect them in one category. However, money laundering
for Ethereum is significantly different from other malicious activities. Phishing scams for
Ethereum, for example, typically employ emails and phishing websites to obtain sensitive
information and money from users. Money laundering, on the other hand, is the process by
which stolen money obtained by hacking and other means is laundered through layers and
disguised as legitimate funds. The transaction patterns of money laundering accounts and
phishing scam accounts are also very different in terms of money trajectories [8]. Therefore,
we would like to subdivide these categories to more specifically characterize the money
laundering accounts among them and design an algorithmic model specifically for money
laundering detection. Since blockchain data are transparent and we can directly access all
transaction data by synchronizing the full nodes, it is very intuitive to collect blockchain
data and analyze the patterns in them. In order to accurately identify whether an Ethereum
account is a money laundering account or a normal account, it is critical to extract features
that accurately represent a money laundering address.

Ethereum’s transaction records can be constructed as a high-dimensional graph of
financial transactions. Analyzing the graph can help us to make good use of the information
hidden in the graph. The graph embedding algorithm can convert a high-dimensional
graph into a single or a set of low-dimensional vectors, preserving the structure and infor-
mation of the graph, and the whole feature extraction process is automated [9]. Therefore,
for data analysis in Ethereum, graph embedding is a more efficient method. In graph em-
bedding, the weights on the edges can more accurately reflect the similarity between nodes.
Therefore, we focus on the impact of the money launderer’s behavioral patterns on the
labels in the transaction records of Ethereum. The gas price in Ethereum transaction records
can be set by the trader and affect the processing speed of the transaction, and money
launderers usually want to disperse their funds as quickly as possible. The timestamp in
the transaction records represents the time of each transaction and can reflect the degree of
correlation between transactions. Therefore, we choose to enhance feature extraction by
fusing the gas price with the timestamp as the weights of edges in the input graph.

In this paper, we first obtain the real transaction data and addresses with money laun-
dering labels from authoritative Ethereum websites and construct a large-scale Ethereum
transaction network. By merging the gas price and timestamp and considering the net-
work’s structural information, we propose a graph embedding algorithm based on a biased
random walk called GTN2vec. We obtain the embeddings of nodes by GTN2vec and
use various classifiers, such as random forest, for the classification task. Overall, the
contributions of our paper are as follows:

• We propose a novel Ethereum money laundering-detection scheme based on an
improved graph embedding-based algorithm called GTN2vec. To the best of our
knowledge, it is the first algorithm dedicated to detecting Ethereum money laundering
accounts precisely.
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• For the first time, this algorithm uses gas price and timestamp in the Ethereum trans-
action network as auxiliary information for graph embedding. It comprehensively
considers the behavioral patterns of money launderers and the structural information
of the transaction network, which can accurately extract the characteristics of money
laundering addresses on Ethereum.

• We obtain real money laundering addresses from Ethereum and construct the dataset.
On the real dataset, we evaluate the effectiveness of GTN2vec. Experimental results show
that the GTN2vec algorithm outperforms other advanced graph embedding methods.

The rest of this paper is organized as follows. Section 2 introduces our paper’s back-
ground, including Ethereum, graph embedding algorithms, money laundering, and related
works. Section 3 presents the technical details of the proposed overall detection framework
and the GTN2vec embedding algorithm. Section 4 describes the experimental evaluation
of the proposed approach’s effectiveness in detecting Ethereum money laundering. Finally,
we conclude the paper in Section 5.

2. Background and Related Works
2.1. Accounts and Transactions on Ethereum

There are two types of accounts on Ethereum, externally owned accounts (EOAs) and
smart contract accounts. Each EOA has a private key and can send a message to another
EOA or smart contract account by creating and signing a transaction using its private key.
Smart contract accounts are automatically created by the EOA when the contract deploys.
Smart contract accounts cannot initiate transactions but only passively trigger transactions
upon receipt to execute pre-written smart contract code. Various operations on Ethereum
consume gas, such as data storage, contract creation, and invocation. The amount of gas
consumed to complete the operation and the current price of gas affect the transaction fee.
Senders can also decide for themselves the maximum amount of gas they can consume per
transaction and specify the gas price. The higher the gas price that the sender pays, the
higher the priority of the transaction, as the miner can be paid more. By setting a lower
gas price, the sender can save money, but the later the transaction becomes loaded into the
block. The timestamp is generated from the time record and the hash value extracted from
the block. It is present in the details of each transaction along with the gas price, which is a
valid proof of the existence of each transaction containing time information.

2.2. Money Laundering

Even before cryptocurrencies, money laundering was a common financial crime.
Criminals obtain funds through illegal channels and then inject them into the financial
system as seemingly legitimate funds. Money laundering usually involves large sums of
money, and criminals try various methods to evade scrutiny and law enforcement, some of
the most basic of which are still used today. There are three distinct stages to the common
money laundering model: placement, layering and integration [10]. In the placement phase,
criminals like hackers introduce illicit funds into the financial system. In the layering phase,
these illicit funds are transferred to different accounts and financial institutions as discretely
as possible to hide the source. Finally, in the integration phase, the money is remitted to the
criminals when the source of these funds looks legitimate.

Similar activity exists in cryptocurrencies such as Ethereum and is much more difficult
to control. Despite calls for adopting a global AML regime for cryptocurrencies based
on know-your-customer (KYC) and customer identification procedures (CIPs) to capture
accurate customer information and prevent illicit financial activity, there is currently no
uniform regime. AML regulatory regimes for cryptocurrencies vary widely from country
to country [11]. Current AML systems are often designed with complex rules for money
laundering activities and generate red alerts when suspicious financial transactions are
identified. However, these rules can erroneously intercept many legitimate transactions, so
a significant amount of human resources is devoted to verifying that red-alert transactions
are involved in money laundering crimes [12].
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2.3. Graph Embedding

Graphs in life are generally high-dimensional and challenging, so most graph analysis
methods require significant space and time resources. Graph embedding can transform
graph data into a low-dimensional space with full retention of the graph structure infor-
mation and attributes. The output of graph embedding can help us to implement many
applications, such as node classification, node clustering, and link prediction. With the
popularity of graphs in various fields, research on graph embedding has started to use
graphs as input and auxiliary information to facilitate embedding [9]. Existing approaches
to network embedding mainly include factorization-based approaches [13], random walk-
based approaches [14], and deep learning-based approaches [15]. What we are trying to
implement is a node classification problem. An exemplary node embedding must pre-
serve the graph’s structure while focusing on node connections. Choosing the appropriate
auxiliary information is the focus of this paper’s research.

2.4. Related Work
2.4.1. Money Laundering Detection.

In the current regulatory research on money laundering crimes, some parts consider
improving the existing AML system regarding the cost of review and validation. Ref. [12]
proposed a machine learning classification model to reduce the false positives of AML
rule-based systems, but it does not replace the rule-based system and is only used to
handle alert events. The study explored anti-money laundering for traditional financial
institutions, such as banks. Cryptocurrencies, such as Ethereum, are more popular with
money launderers due to their decentralization and other characteristics, and the methods
used to launder money are more flexible and therefore more difficult to control. On the
other hand, some studies have considered using machine learning methods to identify
illegal behaviors, such as money laundering. However, their detection targets are coarse
grained and encompass many financial crimes. Ref. [16] used the XGboost classifier to
detect malicious accounts based on Ethereum’s transaction history. Ref. [17] used the
LGBM method for detection, with a dataset consistent with [16], and their model achieved
98.60% accuracy. Ref. [18] used supervised learning methods to classify malicious and non-
malicious addresses in Ethereum and found that linear and non-linear machine learning
methods outperformed integrated learning methods for address classification. These
studies do not separate the detection of various malicious activities. In contrast to these
studies, we specialize in the detection of money laundering among them and instead of
using traditional feature learning methods, we choose to use graph embedding techniques
for the automatic extraction of features.

2.4.2. Anomaly Detection Based on Graph Embedding.

In recent years, there has been a large amount of research work applying graph
embedding methods to anomaly detection on Ethereum. Ref. [19] constructed a heteroge-
neous graph transformer network (S_HGTNs) by extracting features, using the relationship
obtained from the meta-paths learned from the network matrix as the input to the convo-
lutional network, and finally classifying malicious smart contracts by node embedding.
Ref. [20] proposed a biased random walk-based link prediction framework to study trans-
action tracking, demonstrating the impact of transaction frequency and amount on the
evolution of the transaction network. Refs. [21,22] used different graph embedding meth-
ods to detect phishing scams on Ethereum, respectively. Ref. [21] used the Node2vec [23]
method, and the absolute accuracy of the model was 84.6%. Ref. [22] proposed a new
network embedding model, trans2vec, for detecting phishing scams on Ethereum by com-
bining the amount and timestamp of transactions. Although these studies use graph
embedding techniques, they target other financial crimes on Ethereum. The effectiveness
of these methods in detecting money laundering is yet to be proven, considering that
the behavioral patterns of various financial crimes are very different. Ref. [24] used the
Metapath2vec graph embedding algorithm to compute a feature vector representation of
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malicious nodes and performed a clustering analysis based on the feature vectors. However,
the experimental results could not prove the effectiveness of the identification.

3. Methodology

In this section, we propose a graph embedding-based GTN2vec algorithm for money
laundering detection.

3.1. Overview

As shown in Figure 1, the overall framework we use to detect money laundering is di-
vided into three parts. First, we obtain the Ethereum real data to construct the graph dataset
as an input to the graph embedding. In the graph, we denote addresses with money laun-
dering markers in orange and normal addresses in blue. Using these addresses as source
points, we obtain records of transactions between them and their adjacent second-order
neighbors. Each edge contains the gas price and timestamp of that transaction, ultimately
constructing a directed weighted graph. In the second part, we design a GTN2vec biased
random walk strategy that can proportionally fuse the gas price and timestamp of the
transaction edges into new weights and generate the transition probability of the walk in
conjunction with the structure of the graph. Based on the transition probability, the algo-
rithm obtains embedding vectors that represent the characteristics of each node. Ultimately
we use the embedding vectors of the nodes for the classification task to identify the money
laundering accounts. The details of our dataset construction approach and the rationale for
the GTN2vec algorithm are described next.

Data Collection

Node Classification
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Figure 1. GTN2vec money laundering detection framework (author’s own processing).

3.2. Ethereum Money Laundering Dataset

Money laundering on Ethereum is when hackers obtain large amounts of illicit funds
after committing theft or fraud and launder the funds through layers of transfers. Obtain-
ing account information and transaction records involved in money laundering crimes on
Ethereum to construct graphs is a prerequisite for solving money laundering detection
problems using graph analysis. In November 2019, the Upbit exchange was hacked to
steal 342,000 ETH (USD 48.1 million).In the year following this highly influential case,
hackers continued to launder the stolen funds by sending them to major exchanges through
decentralized transfers and other means. The judiciary, blockchain security research organi-
zations, and major exchanges joined forces to analyze the money laundering patterns and
continuously track the flow of funds, which led to the freezing and recovery of some of the
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funds. In this experiment, we use all the addresses that have been labeled as “Upbit Hack”
in this case as money laundering accounts.

First, we obtained all transaction records on Ethereum by synchronizing all block data
up to June 2022 through the Ethereum Geth client. Each transaction record contains the
address of the sender and receiver of the transaction, the transaction hash, the transaction
amount, the gas price, the timestamp, and other information. Our approach requires some
of the information on the transaction records as an aid for the subsequent embedding phase.

Second, we obtained the addresses of 815 EOA and smart contract accounts tagged
with the Upbit Hack, according to Etherscan (https://etherscan.io/ (accessed on 15 May
2022)), the authoritative Ethereum block browser. The detection of money laundering
accounts in Ethereum can be modeled as a binary classification problem, so we randomly
selected 815 addresses of accounts without money laundering labels as normal data from
the span of blocks involved in the data with money laundering labels. To ensure that
these non-money laundering accounts were normal enough, we further compared them
to the 1259 fraud accounts in the Ethereum Fraud dataset [22]. In the end, we selected
815 accounts that did not have any negative labels.

Finally, we obtained the 2-order transaction records for 815 money laundering and
815 normal addresses. We represent each account address as a network node and each
transaction between the accounts as an edge connecting the nodes. By taking the 1630 nodes
as centroids, all transactions from each centroid to within its 2-order neighbors are tracked,
constituting a large number of directed weighted subgraphs. After cleaning the duplicate
and failed transactions, we combine all the subgraphs to construct a large directed weighted
financial transaction graph as the required dataset for the experiment. The final dataset
size is 45,585 nodes and 53,356 edges.

3.3. GTN2vec Algorithm
3.3.1. Problem Definition

The gas price is the cost of transaction execution on the Ethereum network, which
determines the total fee for a given transaction and is related to transaction speed and
trustworthiness. A high gas price indicates that the transaction may involve enormous
amounts of money. Criminals are usually eager to send illegal funds to financial institutions.
By setting a higher gas price, they can ensure that the transaction is prioritized. Moreover,
in order to avoid supervision, money launderers usually split large sums of money into
several small sums that do not attract attention, and disperse them. Therefore, we consider
that the gas price can be used to distinguish money laundering activities from normal
activities more prominently than the transaction amount. The timestamp contains the time
information of each transaction, and time is also a basic factor in the transaction analysis.
In the stage of the decentralized transfer of stolen money, criminals have a strategy for
the transaction time and the choice of recipients. It is very important to understand the
time pattern of funds in and out of the transfer. The fusion of gas price and timestamp as
the weight of the input graph can be extremely effective in assisting the feature extraction
of nodes in the graph embedding process. Therefore, we propose a graph embedding
algorithm based on a biased random walk, which uses the gas price and time stamp to
facilitate embedding while considering local and global information about the transaction
network. Algorithm 1 shows the pseudocode of GTN2vec. We summarize the relevant
notations in Table 1.

We denote the constructed directed weighted graph as G = (V, E), where V is a node
set, and E is an edge set. For each edge (u, v) ∈ E, w(u, v) represents the gas price on the
edge pointing from node u to node v, and t(u, v) represents the timestamp on the edge
pointing from node u to node v. Given a graph G and a dimension d, we aim to learn the
mapping function ( f : V → R|V|×d) from nodes to node embeddings while preserving as
much information about the nodes as possible. Graph embedding is divided into two steps,
and we first perform a graph-based random walk. Given a source node u, by sampling the
neighborhoods of the nodes through a specific search strategy, information about the nodes

https://etherscan.io/
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and the network structure is captured in the form of node sequences. The node sequences
are then embedded using the Skip-gram architecture. Skip-gram is a Word2vec model that
predicts the context from the target vocabulary. Here, we input the node sequences into
the model, and by maximizing the probability of predicting neighboring nodes, Skip-gram
can train and learn the prediction of neighboring nodes. The sampling strategy we devised
during the random walk phase is described next.

Table 1. Summary of notations (author’s own processing).

Notation Meaning

ρ The transition probability from the current node to the neighboring nodes
G′ A transaction graph weighted by the transition probability

paths A set of r random walk sequences of length l
path A sequence of random walks of length l

nodecur The current node during random walks
Vcurnode The set of neighboring nodes of the current node

s The next node in the random walk sampling
f The d-dimensional vector representation of each node

Algorithm 1 The GTN2vec algorithm.

LearnFeatures (Transaction graph G = (V, E, A) where A includes the gas price and
timestamp on each edge, dimentions d, walks per node r, path length l, context size c,
return p, exploration q, balance α)
ρ = TransitionProbability(G, p, q, α)
G′ = (V, E, ρ)
Initialize paths to ∅
for m = 1 to r do

for each node x ∈ V do
path = GTN2vecWalk(G′, x, l)
Append path to paths

f = StochasticGradientDescent(c, d, paths)
return f

GTN2vecWalk (Graph G′ = (V, E, ρ), Start node x, Path length l )
Initialize path to [x]
for path_m = 1 to l do

nodecur = path[−1]
Vcurnode = GetNodeNeighbors(nodecur, G′)
s =AliasSample(Vcurnode, ρ)
Append s to path

return path

3.3.2. Random Walk

Given a source node u, walk l steps from u, selecting its neighbor nodes each time
according to a specific transition probability. Finally, a sequence of nodes of length l is
generated. Specifically, let the ith node of the sequence be bi, and the probability of selecting
a given neighbor node x as bi starting from bi−1 = u is

P(bi = x|bi−1 = u) =
{ ρux

Z , if (u, x) ∈ E
0, otherwise

(1)

where ρux is the transition probability of node u to x. We normalize it by the constant Z.

3.3.3. Search Strategy

The critical issue in the random walk process is whether the sampled node neigh-
borhoods are comprehensive enough to preserve the graph properties and accurate node
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characteristics. Among several current random walk-based graph embedding algorithms,
DeepWalk [14] was the first to use a random walk mechanism for each node. The transition
probability from the source node to each neighbor is the same. The random sampling of
neighboring nodes is repeated until a sequence of nodes of length l is found. Node2vec [23]
defines two parameters based on DeepWalk to make the random walk have the proper-
ties of both depth-first sampling (DFS) and breadth-first sampling (BFS) by adjusting the
transition probability between nodes.

When detecting money laundering nodes, it is not enough to use the general graph
embedding method. For a complex financial transaction network such as Ethereum, the in-
formation on the transaction edges cannot be ignored, and choosing the correct information
can better characterize the target node. Therefore, we use the critical information of the gas
price and timestamp as the new attributes affecting the embedding for the first time based
on Node2vec. During the random walk, these new attributes can cause the neighboring
node that is more closely connected to the source node to be selected as the next node.

We define three parameters in the algorithm, the return parameter p, the exploration
parameter q, and the balance parameter α. In a random walk, the size of parameter p
determines whether to return to the previous node in the next step. The parameter q
determines whether the neighborhood sampling is closer to BFS or DFS. If q > 1, then
the random walk favors BFS and biases the selection of the surrounding nodes. If q < 1,
the random walk tends to be DFS, preferring to visit distant nodes. The parameter α
balances the gas price and timestamp weight in the transition probability, respectively.
With these three parameters, we comprehensively consider the key factors that may affect
the embedding of money laundering nodes. Specifically, as shown in Figure 2, in a random
walk, suppose the current node is u, which has just been transferred from node m and now
needs to decide the next step. We denote Vu as the set of all neighboring nodes that can be
reached directly from node u. The transition probability ρux from node u to its neighboring
node x ∈ Vu is given by

ρux = Pwtux · βpq(m, x) (2)

Using the parameter α, we fuse the gas price and timestamp on edge (u, x) starting
from u in the most appropriate ratio. We denote w(u, x) and t(u, x) as the gas price and
timestamp of the latest transaction from node u to x. The fused weight Pwtux can be
calculated as follows:

Pwtux = Pwα
ux · Pt1−α

ux (3)

Pwux =
w(u, x)

∑
x′∈Vu

w(u, x′)
(4)

Ptux =
t(u, x)

∑
x′∈Vu

t(u, x′)
(5)

Depending on the shortest distance from node m to x, we use the parameters p and q
further to adapt the search process between DFS and BFS to obtain information about the
graph’s structure:

βpq(m, x) =


1
p , if dmx = 0
1, if dmx = 1
1
q , if dmx = 2

(6)

Thus, our approach is to first perform r random walks of walk length l from each
source node, where each step is chosen based on the transition probability ρux, which takes
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into account the gas price, timestamp, and structural information of the graph, and then
perform node representation learning using the Skip-gram method of Word2vec.

x1

x2

x3m u

x1

x2

x3m u
umPwt

muPwt

1mxPwt

1uxPwt

2uxPwt

2mxPwt

x1

x2

x3m u

x1

x2

x3m u
p

Pwt um

1


q
Pwt ux

1
3


1uxPwt

2uxPwt

3uxPwt

Figure 2. Illustration of the random walk procedure in GTN2vec (author’s own processing).

4. Experiment

We experimentally demonstrate the effectiveness of this algorithm in this section. All
experiments are run on a desktop computer configured with Intel Core i5-9400 CPU @ 2.90
GHz and 8 GB RAM. The operating system is Windows 10, and the programming language
is Python 3.7.0.

4.1. Dataset

As stated in Section 3, in order to perform the node embedding and downstream node
classification tasks, we need to construct an input graph. First, we write scripts to collect
second-order transaction records for each of the 1630 addresses through the API provided
by etherscan for developers and saved them as CSV files. We then merge these transaction
records into a single CSV file, removing duplicate transactions, failed transactions, and
handling nulls. We keep only the sender address, receiver address, gas price, and timestamp
of each transaction. Finally, the directed weighted graph is constructed through Networkx.
The dataset contains 45,585 nodes and 53,356 edges. Among them, money laundering
addresses are labeled as 1, and normal addresses are labeled as 0. We divide the dataset
with 80% as the training data and the remaining part as the test data. Considering the
training speed for large-scale data, we finally choose the random forest classifier.

4.2. Baseline Method

Our experiments evaluate the learning effectiveness of the GTN2vec algorithm for
money laundering node features through a node classification task and compare the follow-
ing two graph embedding algorithms as a baseline. The sampling strategy of DeepWalk,
in which the transition probability from the source node to all neighboring nodes is equal,
is more random and does not pay special attention to the network structure. Node2vec
builds on DeepWalk by adding p and q parameters to capture the local and global network
structures. However, it does not pay attention to the impact of auxiliary information on the
embedding performance in a particular network.

We want to focus on comparing the effect of the random walk strategy of different
embedding methods on the characterization of money laundering nodes. Therefore, to be
as fair as possible, we input the same dataset and basic parameters for each algorithm in the
sampling phase so that they capture the same length of node sequences and the same num-
ber of iterations per walk. Specifically, the basic parameters are set to d = 128, r = 80, l = 80,
and c = 10. For GTN2vec and Node2vec, which further consider the network structure, we
uniformly set p = 1 and q = 0.8. For the balance parameter α in GTN2vec, we set α = 0.7.
For each algorithm, we choose the random forest classifier with a number of estimators
ranging from 120 to 1200 and a maximum depth from 5 to 30. The hyperparameters for
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the best performance are obtained by using a grid search with 5-fold cross validation and
repeated 50 times, and we compare the average results.

Depending on the true category of the sample and the recognition by the classifier,
there are four cases as follows: true positive—the true category is positive and is rec-
ognized as positive by the classifier; true negative—the true category is positive but is
recognized as negative by the classifier; false positive—the true category is negative but is
recognized as positive by the classifier; and false negative—the true category is negative
and is recognized as positive by the classifier. We judge our classification effectiveness by
four evaluation metrics, i.e., precision, recall, F1-score, and accuracy. The four metrics are
defined as follows:

Precision =
true positive

true positive + false positive

Recall =
true positive

true positive + false negative

F1-score = 2× Precision× Recall
Precision + Recall

Accuracy =
true positive + true negative

Total

4.3. Classification Performance

We compare the classification performance of different graph embedding algorithms
as shown in Table 2. The experimental results show that the GTN2vec algorithm we design
has the best Ethereum money laundering detection results, with an average accuracy
of 95.7%. All three graph embedding algorithms perform well in the classification task,
indicating that the graph embedding technique is well suited to deal with the anomaly
detection problem in financial networks such as Ethereum. Among them, Node2vec
slightly outperforms DeepWalk, indicating that careful consideration of the local and global
structure of the network can effectively improve the embedding performance. GTN2vec
significantly improves over Node2vec, indicating that the gas price and timestamp can
significantly improve the characterization of money laundering nodes. Therefore, it can
be concluded that the network structure and specific auxiliary information can effectively
help capture the characteristics of target nodes in money laundering detection. Moreover,
the experimental results also verify our inference that gas price and timestamp can indeed
reflect the specific behavioral patterns of money laundering addresses to a large extent.

Table 2. Classification performance of several graph embedding algorithms (author’s own processing).

Method Accuracy Precision Recall F1-Score

DeepWalk [14] 0.939 0.951 0.929 0.940
Node2vec [23] 0.942 0.946 0.940 0.943

GTN2vec (Ours) 0.957 0.953 0.964 0.959

Considering the performance of the classifier will also have some impact on the
experiment. In addition to random forest, we select several commonly used classifiers for
comparisons, such as logistic regression, SVM, XGBoost, and naive Bayes. The experimental
results are shown in Table 3, and it can be observed that our proposed GTN2vec algorithm
performs very well with different classifiers, which further proves that GTN2vec is very
comprehensive in extracting the features of money laundering nodes. In addition, we
experiment with DeepWalk and Node2vec on different classifiers and find that random
forest is the best choice for each graph embedding algorithm.
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Table 3. Performance of GTN2vec with multiple classifiers (author’s own processing).

Classifier Accuracy Precision Recall F1-Score

Naive Bayes 0.893 0.889 0.905 0.897
XGBoost 0.917 0.917 0.923 0.920

Logistic regression 0.929 0.905 0.964 0.934
SVM 0.936 0.915 0.964 0.939

Random forest 0.957 0.953 0.964 0.959

4.4. Parameter Sensitivity

We investigate the effect of each parameter in the GTN2vec algorithm on the results.
To fully account for the accuracy and recall of the algorithm, we choose the F1-score as the
measure. For each parameter tested, default values are used for all other parameters. The
effect of each parameter on the F1-score is shown in Figure 3. We observe that increasing
the dimension d and the number of walks r can significantly improve the performance
of GTN2vec because higher-dimensional feature vectors can retain more complex node
information, and a larger number of walks can reduce randomness and retain more real-
istic relationships between nodes. The length l of the node sequence has less impact on
the performance of GTN2vec; we speculate that l is already much larger than the num-
ber of neighbors that some nodes can access, but a longer sequence still improves the
representation of the nodes.
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Figure 3. Effect of each parameter of GTN2vec on classification results (author’s own processing).
(a) Dimension, d. (b) Walks per node, r. (c) Length of walk, l. (d) Balance, α.

For the balance parameter α, if α = 0, it means only the timestamp on the connection
edge, and conversely, if α = 1, it means that only the gas price is influential. We adjust α
from 0 to 1, explore its effect on the F1-score through lots of experiments, and finally find
that the detection effect is optimal when α = 0.7, which is significantly better than both gas
price only and timestamp only. Therefore, the combination of the gas price and timestamp
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is helpful for feature extraction, where the gas price can facilitate embedding more than
the timestamp.

For the values of the return parameter p and the exploration parameter q, we first
test the effect of a single variable on the experiment. For the parameter p, the results
indicate that GTN2vec performs better when p ≥ 1. In contrast, the exact opposite is
true for q. GTN2vec performance is higher when q < 1. These results indicate that the
optimal strategy is not to return to the previous node and explore further away during the
random walk. We also conduct experiments with different combinations, select several
representative combinations as shown in Table 4 and find the best results obtained when
p = 1, q = 0.8.

Table 4. F1-score performance of several representative combinations of return parameter p and
exploration parameter q in GTN2vec (author’s own processing).

Return-p Exploration-q F1-Score

0.5 2 0.934
0.5 1 0.943
0.8 1 0.940
1 1 0.953
1 0.8 0.956
1 0.5 0.946
2 0.5 0.950

4.5. Discussion

In our experiments, we trained the algorithmic model using data labeled with money
laundering and achieved 95.7% recognition accuracy on the test set. Moreover, our algo-
rithm has good generalization ability and can adapt well to fresh data, so it has high usabil-
ity. In practical applications, the GTN2vec model can be utilized for suspicious address
identification services. Since all the transaction data of Ethereum are open and transparent,
it can obtain the transaction records of the target address through the API of the etherscan
website, and retain the gas price and timestamp information in the records. The list of
transactions is fed into the algorithmic model to be able to obtain the identification results.

The anti-money laundering systems currently used by financial institutions, such as
cryptocurrency exchanges, are typically strict rule-based systems. The system continuously
monitors each transaction through complex rules and generates timely alerts for suspicious
transactions, such as sudden large fund transfers. However, such systems can incorrectly
raise an alert on a large number of normal transactions, with a false positive rate typically
around 95–98%. Some financial institutions arrange for 5000 or more employees to verify
each alerted transaction [25]. This model is very inefficient and wastes a lot of human
resources. Our model can further identify money laundering on the accounts involved in
the alerts after they are generated by the system. By helping regulators filter out false alerts
and pinpoint suspicious accounts, we can improve the efficiency of later reviews.

5. Conclusions

In this paper, we propose a graph embedding algorithm GTN2vec for money launder-
ing detection in Ethereum by fusing the gas price and timestamp of transactions as auxiliary
information for the first time, taking into account the local and global structure of the graph.
We first obtain real money laundering addresses from Ethereum and construct the dataset.
Then, the money laundering nodes are embedded by GTN2vec to generate vectors that
capture the node information and network structure. Finally, the effectiveness of node
embedding is verified by classifiers such as random forest. The experimental results show
that GTN2vec can accurately and effectively detect money laundering nodes on Ethereum
with an average accuracy of 95.7%, which is better than other graph embedding methods.

Existing research has paid little attention to money laundering in Ethereum, which
makes our work lack a directly comparable reference. Moreover, our work may have little
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ability to harness future changes, such as the Ethereum upgrades. In our future work, we
will study more deeply the association between money laundering and other potential
features in the transaction records to further improve the user profile of money launderers
and increase identification accuracy.
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