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Abstract: Wetland experimental images are often affected by factors such as waves, weather con-
ditions, and lighting, resulting in severe noise in the images. In order to improve the quality and
accuracy of wetland experimental images, this paper proposes a wetland experimental image de-
noising method based on the fast finite shearlet transform (FFST) and a deep convolutional neural
network model. The FFST is used to decompose the wetland experimental images, which can capture
the features of different frequencies and directions in the images. The network model has a deep
network structure and powerful feature extraction capabilities. By training the model, it can learn
the relevant features in the wetland experimental images, thereby achieving denoising effects. The
experimental results show that, compared to traditional denoising methods, the proposed method
in this paper can effectively remove noise from wetland experimental images while preserving the
details and textures of the images. This is of great significance for improving the quality and accuracy
of wetland experimental images.

Keywords: wetland experiment; denoising method; fast finite shearlet transform; deep convolutional
neural network

1. Introduction

During the process of high-dimensional wetland experiments, they are often affected
by harsh environmental noise, such as strong winds, insufficient lighting, rain, and snow.
These factors result in a large amount of noise information being mixed in the images
captured from a long distance, posing significant challenges for subsequent data analysis
in the experiments. In order to address the issue of image denoising, this field has become
a hot research direction in recent years. Researchers have proposed many image denoising
methods and achieved good research results [1–3].

There are various classifications of image denoising methods, which can be broadly
divided into: spatial domain-based denoising algorithms, such as Gaussian filtering [4],
median filtering [5]; transform domain-based denoising algorithms, such as wavelet trans-
form [6]; sparse representation-based denoising algorithms, such as discrete cosine trans-
form (DCT) [7], K-singular value decomposition (K-SVD) [8]; and deep learning-based
denoising algorithms, such as convolutional neural networks (CNN) [9], DnCNN [10],
etc. Although existing denoising algorithms have achieved good results, they still have
certain limitations. For example, median filtering often ignores important details of edges
and textures during the filtering process, leading to the loss of image edges and textures.
The wavelet transform, on the other hand, makes it difficult to achieve the optimal sparse
representation of the geometric properties of an image on different scales. Deep learning
lacks adaptive capability for handling spatially varying noise and requires training multiple
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network models for different noise levels. In response to these issues, in-depth research
will be focused on the transform domain and deep learning aspects.

In order to achieve better sparse representation and processing of images, researchers
have proposed the multiscale geometric analysis method based on the wavelet transform.
By using different thresholding rules, this method achieves a hierarchical decomposition
of the image from coarse-to-fine scales and has achieved excellent results in denoising.
Among them, the classical ridgelet transform is a new method [11] that has better nonlinear
approximation properties in two-dimensional space compared to the wavelet transform
and can obtain a more efficient sparse representation. However, the performance of the
ridgelet transform is not ideal when dealing with high-dimensional images, especially since
the problem of wrap-around artifacts after the inverse transform still exists. To address
such issues, the research on the curvelet transform by Ma et al. [12] has shown that it can
effectively remove speckle and Gaussian noise while preserving the edge details of the im-
age. However, when dealing with images with a high density of salt-and-pepper noise, this
method may result in the image becoming more blurred. Senthilkumar et al. [13] proposed
the use of the contourlet transform to effectively extract the geometric features and contour
information of an image, and further improve the image quality. By merging singularities
into the same coefficients, noise and discontinuities in the image can be reduced, resulting
in clearer and smoother image results. However, there are some limitations, such as the
slow convergence speed in the frequency domain and the potential problem of pseudo-
oscillations. In order to address this, researchers have proposed improved methods for
contourlet transform, such as nonsubsampled contourlet transform [14] and a combination
of hidden Markov tree and Gaussian mixture model [15]. Zhang et al.’s research [16]
introduces a novel shearlet transform method that possesses excellent time-frequency
characteristics, multidirectionality, and multiscale resolution advantages. This method
can more accurately capture and represent the details and structural features in an image,
thereby improving the quality and clarity of the image.

In recent years, significant breakthroughs have been made in image denoising re-
search based on deep neural networks, especially in dealing with Gaussian white noise.
Tian et al. [17] combined the advantages of sparse block, feature enhancement block, atten-
tion block, and reconstruction block on the basis of CNN, which can effectively suppress
noise in images. Tang et al. [18] proposed a multilayer perceptron, which achieved good
results in eliminating speckle noise in images. Chen et al. [19] developed a trainable nonlin-
ear reaction-diffusion model that can be applied to various image denoising tasks, such
as Gaussian image-denoising and single-image super-resolution. However, it has been
found in the research on the above model that satisfactory results cannot be obtained when
dealing with noisy images of specific noise density levels, and there are certain limitations.
To address this issue and improve the blind denoising capability of the model, Zhang
et al. [20] proposed a combination of residual learning and batch normalization methods to
accelerate the training process and enhance the Gaussian denoising capability of unknown
noise. Singh et al. [21] proposed a new algorithm based on deep residual learning that
can effectively overcome the problems of different levels of Gaussian noise and gradient
vanishing.

Despite the significant success achieved by the multiscale geometric analysis method
and deep learning methods in the field of image denoising, the current existing methods
still face the following problems:

1. Most nondeep learning algorithms require prior knowledge, such as noise density
levels and noise distribution. However, in real-world environments, these influencing
factors are often unclear, making it difficult to achieve satisfactory denoising results
using existing algorithms.

2. Multiscale geometric decomposition technique maps part of the image texture infor-
mation to high-frequency sub-bands in the noise mapping process. However, when
applying the threshold shrinkage method to denoise the high-frequency sub-band
images, excessively high thresholds can cause the image to be excessively smoothed.
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This excessive smoothing phenomenon is caused by the incorrect removal of texture
information in the high-frequency sub-bands, which is mistakenly identified as noise.

3. Currently, most deep learning algorithms are constructed based on known noisy
prior knowledge and can only effectively denoise at specific noise density levels,
typically lacking strong adaptability. Due to the network effects generated during the
upsampling process, some important image details are lost.

To address the aforementioned issues, this paper proposes an image-denoising method
called fast finite shearlet transform (FFST) combined with a deep convolutional neural
network (CNN) model, referred to as FFSTnet [22]. Firstly, the FFST algorithm is used to
decompose the original image and obtain multiple sub-band images, which are then input
as training samples into the CNN network. After training the CNN denoising network, a
denoising learning model is established to process the sub-band images. Finally, the inverse
FFST algorithm is used to reconstruct the sub-band images and obtain the denoised image.

The main contributions of this paper are as follows:

1. A new image-denoising method based on the FFSTnet network model is proposed,
which effectively overcomes the dependence of deep neural networks on large
amounts of data. By decomposing the image into several sub-band images through
FFST, the model still has good denoising effects with a small amount of data, and
improves the model’s generalization ability.

2. Due to the excellent properties of FFST and inverse FFST transforms, no information
loss occurs during image decomposition, which better preserves the texture and edge
details of the image.

3. Various random training strategies are introduced during the model training process,
which enables the model to handle the denoising of images with different noise
density levels and actual noise, enhancing the flexibility of the model.

The remaining content of this article is as follows: The second part provides a detailed
introduction to the basic theory of the fast finite shearlet transform (FFST) and convolutional
neural networks (CNN). The third part describes the FFSTnet network denoising model in
detail. The fourth part presents the analysis results of simulations and wetland experiments.
The fifth part is the conclusion.

2. Methods
2.1. Fast Finite Shearlet Transform

When using the discrete shearlet transform (DST) method for image decomposition
and reconstruction in the frequency domain [23], it may lead to the occurrence of the
Gibbs phenomenon, which directly affects the effectiveness of image denoising. In order
to effectively eliminate this phenomenon, this paper adopts a new method called FFST.
FFST is a class of multiscale geometric analysis methods that perform well in local time-
frequency processing. Compared with DST, FFST exhibits extremely rich directionality and
discriminability in different scales and directions, making it better able to represent images
with edges. FFST has many advantages, such as translation invariance and optimal sparse
approximation, which makes it have great application prospects in image denoising, edge
extraction, and other fields.

The similarities between FFST and DST in the frequency domain are that both methods
involve multiscale decomposition and directional localization processes, allowing for a
more comprehensive understanding and processing of image features. However, there are
several differences between the two methods:

(1) The window function W used in FFST is a function established based on the frequency
domain, and its selection needs to satisfy the following conditions:

2j−1

∑
l=−2j

W̃[2jn2 − l] = 1 (1)
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(2) In the multiscale decomposition process of FFST, a completely finite scale function is
used, and its mathematical expression is:

φ̂(ω1, ω2) =

{
ϕ(ω1), |ω2| ≤ |ω1|
ϕ(ω2), |ω1| ≤ |ω2|

=


1 f or |ω2| ≤ 1

2 , |ω1| ≤ 1
2

cos(π
2 υ(2|ω1| − 1)) f or 1

2 < |ω1| < 1, |ω2| ≤ |ω1|
cos(π

2 υ(2|ω2| − 1)) f or 1
2 < |ω2| < 1, |ω1| ≤ |ω2|

0 otherwise

(2)

In Equation (2), the form of ϕ(ω) is represented as:

ϕ(ω) =


1 ,|ω| ≤ 1

2

cos(π
2 υ(2|ω| − 1)) , 1

2 < |ω|
0 ,|ω| > 1

≤ 1 (3)

(3) In the process of FFST direction localization decomposition, the shear filter is used,
and its mathematical expression is as follows:

ŵs
j,l [n1, n2] = ϕ−1

p (δ̂p[n1, n2]w̃[2jn2 − l]) (4)

And needs to meet:
2j−1

∑
l=−2j

ŵs
j,l(ξ1, ξ2) = 1 (5)

In Equation (4), ϕp represents the mapping function, where all elements Si,j need to
satisfy the condition expressed by the matrix S with s2

i,j = si,j.
From Equation (4), it can be observed that in the implementation process of FFST,

the shear filter is used with the aid of the mapping function ϕp to first transform from
the pseudopolar coordinate domain to the Cartesian coordinate domain. However, in
the Cartesian coordinate domain, a specific discrete resampling method is employed
for processing in order to achieve the corresponding transformation. It is not a simple
transformation.

When using inverse discrete Fourier transform, assuming ws
l represents a shear filter

ws
0,l with a support domain of size L × L, for any function f ∈ l2(Z2

N), have:

2i−1

∑
j=−2i

f ∗ ws
j = f (6)

According to Equation (6), it can be concluded that the shear filter constructed during
the FFST transformation process is not a traditional compact support structure. In reality,
we can use a matrix size much smaller than the given image size for computation. This
method weakens the Gibbs phenomenon within a smaller support region and effectively
improves the computational efficiency of the algorithm.

2.2. Basic Model of the Convolutional Neural Network (CNN)
2.2.1. Convolution Layer

The convolutional layer is an essential component of neural networks, and its main
function is to perform convolutional operations on input images using a two-dimensional
convolutional kernel. This process involves iterating through each pixel in the image and
using a nonlinear activation function to solve for the feature map. Figure 1 illustrates this
process. The purpose of the convolutional layer is to extract local features from the input
image and adapt to different tasks and data through the parameter learning of the convolu-
tional kernel. Through convolutional operations, neural networks can automatically learn
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spatial relationships and important features in images, enabling effective processing and
analysis of the images.
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Figure 1. Schematic diagram of the convolution process.

2.2.2. Pooling Layer

After the convolutional layer, the next component in neural networks is the pooling
layer, which is an important part of the network. The main purpose of the pooling layer is
to downsample the input features by applying pooling kernels. This process reduces the
dimensionality of the features while further extracting more valuable information. This
downsampling helps to effectively reduce the number of parameters in the neural network,
thereby improving the training speed of the network. In this article, the max pooling layer
is used, which has the advantage of obtaining position-invariant feature parameters, as
shown in Figure 2.
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Figure 2. Schematic diagram of the convolution process.

2.2.3. Residual Network

The deep residual network is a network structure composed of multiple residual
blocks, which are considered the core components of the ResNet model. Here, residual
refers to the difference between the observed value and the predicted value. Figure 3 shows
two commonly used residual block structures. Figure 3a shows the standard residual
block structure, which consists of two convolutional layers, two batch normalization layers,
and two ReLU activation functions. Figure 3b shows the residual block structure with a
downsampling layer, which adds a downsampling layer to the standard residual block
structure. These two types of residual block structures play an important role in ResNet [24].
The residual block structure with downsampling layer provides convenience for internal
backpropagation by directly connecting the input and output through a shortcut path. This
structure effectively solves the problems of gradient explosion and gradient vanishing,
thereby improving the training efficiency of the neural network. Given this advantage,
this paper chooses to use the residual block structure with a downsampling layer as the
component of the network.
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2.3. Important Parameters and Optimization Methods
2.3.1. Batch Normalization

Batch normalization (BN) is an important technique that applies a unified linear
transformation to the features extracted from each layer of the network. Its core idea is to
normalize the features of each batch, making their mean 0 and variance 1. It is important
to emphasize that this normalization is not applied to the entire layer of neurons, but to
the data of each neuron independently. The advantage of BN is that it is not affected by
network parameters, has good robustness, and can maintain the relative stability of the
input data distribution for each layer of the network, thereby significantly improving the
training speed of the network.

2.3.2. Receptive Field

The receptive field refers to the mapping of the pixels on each layer’s feature map to
the area on the original image and represents the area as the size of the pixels on the feature
map. This concept is crucial for understanding the visual perception and information
extraction capabilities of a convolutional neural network. Through this method, we can
understand which regions of the original image the pixels on the feature map are paying
attention to and thus deduce the network’s sensitivity to each pixel in the image. Therefore,
the size of the receptive field directly affects the network’s perception ability and its ability
to capture image details.

3. Image Denoising Network Model Based on FFSTnet
3.1. The Structure of the FFSTnet Denoising Model

Figure 4 shows the network structure of the FFSTnet denoising model, which consists
of a total of 15 layers in the CNN denoising network module. The size of the filter is
set to 3 × 3 × a, where a = 3 represents denoising of color images, and a = 1 represents
denoising of grayscale images. First, the input image is decomposed into multiple sub-
band images using the FFSF transform, which not only enlarges the receptive field but also
effectively enhances the denoising capability of the model. However, traditional methods
of enlarging the receptive field involve increasing the size of the filter or continuously
expanding the convolutional layers, resulting in higher computational costs. Among
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them, expanding the receptive field area through dilated convolution layers increases
computational complexity and leads to the network effect. Typically, the receptive field
of a CNN is set as (2N + 1) × (2N + 1), where N represents the network layer. Therefore,
for a 15-layer CNN, the receptive field would be 31 × 31. After the FFST decomposition,
multiple sub-band images are obtained, which increases the number of samples and allows
the FFSTnet to have a receptive field of at least 66× 66 or even larger. The FFST and inverse
FFST transformations do not result in any information loss during the decomposition and
reconstruction processes. This means that they effectively preserve the texture and edge
details of the image. This approach not only enhances the denoising capability but also
reduces the computational burden.
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3.2. FFSTnet Noise Reduction Model Detailed Description

The detailed composition of each layer in the FFSTnet denoising model is as follows:
Layer 1: The input layer imports the image that needs to be denoised and uses the

FFST transform to decompose it into multiple sub-band images, which serve as the data
source for the second layer.

Layer 2: The convolutional layer consists of convolution (Conv) and rectified linear
unit (ReLU) as activation functions, which extract feature parameters from the first layer
sample images.

Layers 3–16: Composed of BN (batch normalization), ReLU, and Conv, they further
extract more valuable feature parameters and complete batch normalization processing,
which helps improve computational speed.

Layer 17: Composed only of Conv. After the image passes through each convolutional
layer, zero-padding is performed to maintain the consistency of the sub-band image sizes.

Layer 18: Using the inverse FFST transform with the same size as the input sample, it
reconstructs a series of denoised sub-images.

The number of Conv layers directly affects the performance and computational com-
plexity of the FFSTnet denoising model. Based on the trade-off between performance and
computational complexity, a denoising network with 15 layers of CNN is set according
to the simulation results. Residual learning has been proven to improve computational
capacity, batch normalization operations, and denoising effects. This is mainly because the
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output of residual learning follows a Gaussian distribution, and through multiple rounds
of convolutional layer processing, it can effectively distinguish noise from structures in the
image and capture more valuable feature information from specific noise levels. Therefore,
residual learning has excellent denoising effects when handling single tasks with additive
Gaussian white noise. To address the diversified needs of large-scale noise and single
noise, different training strategy models are adopted. In Figure 4, the red arrow represents
the denoising model for large-scale noise, which effectively improves the flexibility of the
FFSTnet denoising model. The purple arrow represents the denoising model for additive
Gaussian white noise.

3.3. FFSTnet Noise Reduction Model Important Parameter Description

The number of feature maps is a crucial parameter in the FFSTnet denoising model, as
it directly affects the quality of the denoising effect. In traditional CNN models, the same
number of feature maps is usually set to meet the denoising requirements of grayscale
and color images. However, in the FFSTnet denoising model, only one channel is needed
for grayscale images, while three channels (R, G, and B) are required for color images.
Therefore, a larger number of feature maps needs to be allocated for processing color
images. Based on experimental analysis, we found that setting the number of feature maps
to 64 for grayscale images and 128 for color images can achieve satisfactory denoising
results. This setting can better adapt to different types of image inputs and improve the
performance of the denoising model.

The FFSTnet network parameters are represented by Θ. Assuming P(w; Θ) represents
the output of the denoising model. Consider {(wi, xi)}N

i=1 as a training set, where wi
represents the i-th input image and xi represents the ground truth image. For a range noise
removal task, the loss function can be expressed as:

K(Θ)range =
1

2N

N

∑
i=1
‖(P(wi; Θ)− xi‖2

F (7)

For a specific single task denoising model with residual learning, the loss function can
be represented as:

K(Θ)speci f ic =
1

2N

N

∑
i=1
‖(P(wi; Θ)− (wi − xi)‖2

F (8)

To accelerate the training process and improve the convergence speed of the FFSTnet
model, we used the ADAM algorithm to optimize the network. During the network training
process, the learning rate gradually decreases from 10−3 to 10−4 until the training error
reaches a stable state and no longer increases. In the training phase, we set the minibatch
parameter to 128 and use conventional data augmentation techniques to expand the input
samples. When the training error is relatively stable in five consecutive steps, we fuse
each BN parameter with the adjacent filters. Additionally, as the learning rate gradually
decreases to 10−6, we also need to add an additional 50 steps to prevent the FFSTnet model
from getting trapped in local minima.

4. Experimental Data Verification
4.1. Experimental Analysis of Real Image Noise Reduction

To verify the influence of different network model parameters on the image denoising
effect, we selected the starfish image from the BSD68 image dataset and used the PSNR
metric for objective evaluation. The main network parameter settings for the proposed
FFSTnet denoising network model are shown in Table 1. When optimizing the network
using the SGDM algorithm, the PSNR value is higher when the MiniBatchSize parameter
is set to 128 compared to when it is set to 64, indicating a better denoising effect. When
optimizing the network using the ADAM algorithm and setting the MiniBatchSize param-
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eter to 128, the PSNR metric is significantly higher than the results of other parameters,
effectively verifying the effectiveness of the FFSTnet network parameter settings.

Table 1. Comparison of different network parameters.

FFSTnet FFSTnet FFSTnet FFSTnet

Solver name (algorithm) sgdm sgdm adam adam
InitialLearnRate 0.0005 0.0005 0.0005 0.0005

MaxEpochs 30 30 30 30
MiniBatchSize 64 128 64 128

ValidationFrequency 50 50 50 50
Shuffle Every epoch Every epoch Every epoch Every epoch

ExecutionEnvironment GPU GPU GPU GPU
PSNR 31.35 db 32.27 db 33.62 db 35.12 db

In terms of model training, the ImageNet dataset is used as the training sample.
In the experiment, FFSTnet uses 300 images as the training sample, and cuts the input
sample picture into 128 × 2000 image blocks of 50 × 50, so that the model can obtain good
generalization performance.

4.2. Simulation Experiment Analysis of Grayscale Image Denoising
4.2.1. Compared with Traditional Methods

The effectiveness of the proposed FFSTnet denoising method was validated in two
dimensions: traditional and classical deep learning denoising algorithms, as shown in
Table 2. In terms of validation datasets, BSD68 and Set12 were used, and the noise density
parameter in each denoising algorithm was uniformly set to (σ = 15 for low density, 25 for
medium density, 50 for high density). The objective evaluation selects the peak signal-to-
noise ratio (PSNR) metric as the criterion for judging the denoising effect.

Table 2. List of traditional noise reduction methods.

No. Noise Reduction Method Type

1 Mean filtering Belongs to linear filtering and denoising methods
2 Median filtering Belongs to nonlinear filtering and denoising methods

3 K-SVD [25] Belongs to adaptive overcomplete dictionary denoising
methods

4 BM3D [26] Belongs to nonlocal similarity denoising methods
5 DnCNN [20] Belongs to discriminative learning denoising methods

From Figures 5–7, it can be seen that when using the Meanfilter and Medianfilter
denoising algorithms to process the image, the texture details of the image will become
blurred, resulting in the occurrence of artifacts. This phenomenon will increase the blurri-
ness of the image as the noise density parameter increases. In the river image with σ = 50,
the recognition of the river and land in the enlarged area is very low.

Secondly, from the perspective of visual effects, the denoising algorithms K-SVD and
BM3D are obviously superior to the Meanfilter and Medianfilter denoising algorithms, but
the problems of blurry texture details and artifacts still exist. Compared to the previous
algorithms, the DnCNN denoising algorithm can effectively remove noise interference in
the image, thereby obtaining a clearer image.

Finally, under three different noise density conditions, the FFSTnet denoising algo-
rithm proposed in this paper is compared with five other algorithms. This method can
effectively preserve the edge texture details of the image and achieve good denoising re-
sults. The train head and smoke in Figure 5 and the river and land in Figure 7 can be clearly
distinguished. This is because FFST and inverse FFST have many excellent characteristics,
which enable FFSTnet to have a strong ability to preserve image details and achieve ideal
denoising results.
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Figure 6. Denoising results of a ship image with noise density σ = 25: (a) original image; (b) noisy
image = 20.32 db; (c) Meanfilter = 26.55 db; (d) Medianfilter = 25.73 db; (e) K−SVD = 27.91 db;
(f) BM3D = 29.82 db; (g) DnCNN = 30.20 db; and (h) FFSTnet = 30.24 db.

4.2.2. Signal-to-Noise Ratio Analysis of the Denoising Effect

To further validate the effectiveness of this method, we selected some images from
the BSD68 and Set12 image datasets and conducted objective evaluations using the PSNR
metric, as shown in Table 3. Through the analysis of Table 3, the following conclusions can
be summarized:

1. Compared to the Meanfilter and Medianfilter denoising algorithms, the proposed
FFSTnet denoising model in this paper has improved PSNR values by 5.14 dB and
5.41 dB, respectively, at σ = 15. This represents a significant improvement in image
denoising, indicating that traditional filtering-based denoising algorithms cannot
effectively preserve the texture information of the image in nonsmooth areas, resulting
in poor denoising performance. Compared to deep learning algorithms, the FFSTnet
model demonstrates better capability in extracting image features, leading to more
ideal denoising results.
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2. Compared to the K-SVD and BM3D algorithms, the PSNR values of the proposed
method generally improved by 0.19–4.24 dB, demonstrating good denoising per-
formance. Firstly, the K-SVD denoising algorithm has a strong adaptive learning
capability, which can effectively compensate for the limitations of traditional dictio-
nary matrix bases in adapting to image textures and achieve good denoising results.
However, a drawback is that it requires a large amount of computational power for
dictionary updates. Secondly, the core idea of the BM3D denoising algorithm is to use
search image similar blocks to filter in the transform domain, obtain a large number of
overlapping local block estimates, and perform weighted averaging to achieve good
denoising results. However, the proposed FFSTnet denoising model demonstrates
a good ability to obtain optimal representations containing texture, contours, edges,
etc., at different scales, directions, and resolutions when dealing with images with
regular repetitive structures, resulting in decent denoising performance. Conversely,
for images with irregular textures, this specific prior advantage may be lost, leading
to suboptimal denoising results.

3. Compared to the DnCNN denoising algorithm, the denoising performance of the FF-
STnet model improved by 0.17 dB, 0.22 dB, and 0.27 dB, respectively, at σ = 15, 25, and
50, indicating that the FFSTnet model has better denoising capabilities under the same
noise conditions, surpassing DnCNN. This is because when FFSTnet decomposes the
image, the region size exceeds that of DnCNN. The larger the receptive field area,
the more valuable spatial features and texture information can be extracted, which to
some extent improves the denoising performance of the FFSTnet model.

4. Compared with the DSTnet algorithm, when σ = 15, 25, and 50, the noise reduction
effect is improved by 0.09 db, 0.09 db, and 0.05 db, respectively, which proves that
the FFSTnet model has a better noise reduction effect than the DSTnet model because
FFST is superior to DST in the characteristics of directional localization, different
scales, and different directions.

5. From the perspective of the average PSNR values, it is evident that the FFSTnet denois-
ing model has higher PSNR values than other denoising algorithms under different
noise conditions. A higher PSNR value indicates better denoising performance. The
PSNR values are 33.34 dB, 30.99 dB, and 27.92 dB, respectively, further demonstrating
the effectiveness of the proposed method.
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Electronics 2023, 12, 3557 12 of 18

Table 3. The PSNR (db) of different methods on datasets BSD68 and Set12.

Images Starfish House test002 test003 test018 test042 Ave.

Noise level σ = 15

Meanfilter 29.98 27.59 27.89 25.85 30.65 26.10 28.01
Medianfilter 29.71 27.74 27.91 25.91 29.99 26.25 27.92
K-SVD 33.22 29.58 30.84 30.82 33.20 30.22 31.31
BM3D 34.93 34.87 34.97 35.03 35.03 35.00 34.97
DnCNN 34.95 32.03 32.68 32.52 35.25 32.03 33.24
DSTnet 35.03 32.06 32.71 32.57 35.28 32.09 33.29
FFSTnet 35.12 32.14 32.73 32.60 35.33 32.13 33.34

Noise level σ = 25

Meanfilter 27.51 26.02 26.46 24.76 28.04 24.97 26.29
Medianfilter 26.48 25.31 25.84 24.30 26.82 24.49 25.54
K-SVD 30.65 26.85 28.25 28.06 30.66 27.92 28.73
BM3D 28.57 28.56 28.60 28.50 28.47 28.57 28.55
DnCNN 33.08 29.35 30.22 30.07 33.06 29.65 30.91
DSTnet 33.21 29.37 30.24 30.09 33.10 29.66 30.94
FFSTnet 33.30 29.40 30.27 30.12 33.14 29.69 30.99

Noise level σ = 50

Meanfilter 22.76 22.27 22.85 21.73 23.07 21.85 22.42
Medianfilter 21.33 21.00 21.49 20.55 21.58 20.63 21.10
K-SVD 26.04 22.90 25.54 24.28 27.77 24.39 25.15
BM3D 26.62 26.64 26.63 26.65 26.65 26.65 26.64
DnCNN 30.01 25.75 27.28 26.93 30.36 26.68 27.84
DSTnet 30.23 25.77 27.29 26.89 30.41 26.69 27.88
FFSTnet 30.28 25.79 27.31 26.94 30.50 26.71 27.92

However, in addition to PSNR evaluation indicators, there are many other image
quality evaluation indicators, such as perceptual similarity (PSIM) [27], structural similarity
(SSIM) [28], and so on. From the observation of Table 4, it can be clearly seen that when
σ = 15, the FFSTnet noise reduction model is higher than DSTnet and DnCNN in the PSIM
and SSMI evaluation indexes. The larger the value of SSMI, the better the quality of the
noise reduction image; conversely, the smaller the value of SSMI, the worse the quality of
the noise reduction image. From the average value, the noise reduction effect of FFSTnet
is also better than the other two algorithms, which further proves the effectiveness of the
proposed method in this paper.

Table 4. When σ = 15, different image quality evaluation indexes are compared and analyzed.

Indicators PSIM SSIM

Methods FFSTnet DSTnet DnCNN FFSTnet DSTnet DnCNN

Starfish 0.9992 0.9986 0.9981 0.9449 0.9445 0.9422
House 0.9983 0.9979 0.9975 0.8876 0.8873 0.8855
test002 0.9985 0.9980 0.9976 0.9183 0.9176 0.9148
test003 0.9988 0.9983 0.9977 0.9214 0.9202 0.9171
test018 0.9987 0.9982 0.9973 0.9525 0.9517 0.9493
test042 0.9977 0.9974 0.9972 0.9112 0.9096 0.9088

Ave. 0.9985 0.9981 0.9976 0.9227 0.9218 0.9196

4.3. Experimental Analysis of Real Image Noise Reduction

To validate the effectiveness of the FFSTnet denoising model in practical applications,
actual image samples containing noise will be used to compare the actual denoising
performance of the FFSTnet model. Considering the various sources of noise in actual
noisy images, such as image acquisition, compression, and the external environment, it
is important to note that the noise exhibits characteristics such as spatial variation and
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non-Gaussian distribution. Currently, there is no accurate objective evaluation metric to
assess denoising performance. Therefore, a subjective visual evaluation method will be
used to compare the denoising results.

4.3.1. Comparative Analysis of Noise Reduction in Gray Level Image

In this paper, we selected the K-SVD, BM3D, DnCNN, and MWCNN [29] denoising
algorithms for comparative analysis. The image dataset used was grayscale images with
different noise densities from the RENIOR dataset in order to further validate the effec-
tiveness of the FFSTnet denoising model. Through the analysis of Figure 8, the following
conclusions can be summarized:
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1. Each denoising algorithm achieved the expected results when denoising the third
image. Secondly, K-SVD and BM3D denoising algorithms performed poorly when
denoising the first, second, and fourth images in Figure 7. In comparison, the denois-
ing effect of the FFSTnet denoising model on these images was significantly better
than that of DnCNN and MWCNN. However, it should be noted that both FFSTnet
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and MWCNN exhibited over-smoothing in certain cases, which means that these two
methods may partially lose the fine details of the image.

2. The overall denoising performance of K-SVD and BM3D algorithms on real noisy
images was poor. The main reason for this result is that the K-SVD algorithm has
limited denoising effectiveness on the texture and edge parts of high-frequency and
low-frequency images when optimizing the dictionary. Although the K-SVD algo-
rithm performs well in some specific scenarios, it has certain limitations when dealing
with images containing nonrepetitive structural noise. On the other hand, the BM3D
algorithm denoises by utilizing the similarity between blocks. However, when pro-
cessing images with nonrepetitive structural noise, the characteristics of this noise
result in the low similarity between blocks, which affects the denoising effectiveness
of the BM3D algorithm.

3. Compared to DnCNN, MWCNN achieved better denoising performance. This result
is mainly attributed to the excellent time-frequency localization characteristics and
detail preservation ability of the discrete wavelet transform (DWT) used in MWCNN.
Additionally, DWT can effectively balance the size of the receptive field and improve
computational efficiency, thereby further enhancing the denoising effectiveness.

In conclusion, the proposed FFSTnet denoising model in this paper demonstrates
stable denoising capabilities in practical grayscale noisy image applications. Compared to
other denoising algorithms, the reason for this stability lies in the fact that the denoising
model uses random-range noise during training. This strategy effectively eliminates Gibbs
artifacts and noise in the image while preserving more texture and detail elements.

4.3.2. Contrastive Analysis of Noise Reduction in Color Images

In this study, we selected CBM3D and DnCNN as the two denoising algorithms for
comparative analysis. To validate the effectiveness of the FFSTnet denoising model, we
used color images with different noise densities from the RENIOR dataset as samples,
as well as actual wetland experimental image data. By conducting experiments on these
samples, we can verify the performance of the FFSTnet denoising model.

From the results in Figure 9, it can be observed that, compared to the CBM3D algorithm,
both DnCNN and FFSTnet denoising algorithms exhibit better denoising performance. This
further validates the ineffectiveness of denoising algorithms that rely on nonlocal similarity
to remove noise in actual images. Compared to DnCNN, the images denoised by DnCNN
appear overly smooth in texture details and edge parts. Therefore, there is still room for
improvement and optimization in selecting methods to preserve image detail elements
and eliminate noise. The FFSTnet denoising model proposed in this study demonstrates
excellent denoising performance when dealing with actual noisy images. From a subjective
visual perspective, the texture of the denoised images is very clear, successfully removing
the noise components from the images.

From the observed actual wetland experimental image data in Figure 10, it is evident
that the CBM3D algorithm performs poorly in terms of denoising results and fails to
effectively remove noise from all images. This further demonstrates the limited adaptability
of algorithms relying on nonlocal similarity in noisy image applications. Although both
DnCNN and FFSTnet algorithms can effectively remove noise from the actual images by
observing the clarity of the wetland and distant smoke in all images, it is apparent that
FFSTnet outperforms DnCNN in terms of denoising effectiveness. This indicates that the
FFSTnet denoising model can more accurately capture and restore texture details and
edge features in actual noisy images, making it better suited for applications in different
noise environments.

In conclusion, through experiments on publicly available image datasets and wetland
experimental data, the FFSTnet denoising model has demonstrated excellent denoising
capabilities, further validating the effectiveness and robustness of this method.
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4.4. Analysis of Computational Speed

Computational speed is also an important criterion in evaluating denoising algorithms.
Table 5 presents the computation times of BM3D, DnCNN, MWCNN, and FFSTnet. The
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speed of computation is closely related to the size of the image, with smaller images
resulting in faster computation speeds, while larger images require more computation time.
The denoising computation times for grayscale and color images of three different sizes are
compared and analyzed: 1024 × 1024, 512 × 512, and 256 × 256. The experiments were
conducted on a computer with a 12-core Intel(R) Core(TM) i7-8750H @ 2.20 GHz processor,
32 GB RAM, and Nvidia GeForce GTX 1050 Ti 4 GB, all running on the Matlab(R2020b)
environment. Based on the observation and analysis of Table 5, the following conclusions
can be drawn:

1. When removing noise from color images, all denoising algorithms require more time
compared to processing grayscale images. This is because color images contain richer
information, and the transformation of luminance and chrominance components
requires more computational resources to support.

2. DnCNN, MWCNN, and FFSTnet can effectively harness the powerful computing ca-
pabilities of GPUs. However, for the BM3D model, there is a lack of GPU acceleration
support when processing color images, resulting in suboptimal computational speed.

3. The FFSTnet denoising model performs exceptionally well in handling noise in both
grayscale and color images, requiring the shortest processing time. Additionally, the
model not only exhibits flexibility to adapt to various practical application scenar-
ios, but also demonstrates outstanding denoising effectiveness. Therefore, FFSTnet
has extensive application value and strong competitiveness in solving real-world
problems.

Table 5. Calculation time of different noise reduction algorithms (seconds).

Size
BM3D DnCNN MWCNN FFSTnet

Gray Color Gray Color Gray Color Gray Color

Device CPU GPU GPU GPU
256 × 256 0.67 1.36 0.019 0.022 0.067 0.077 0.014 0.013
512 × 512 2.85 4.23 0.039 0.051 0.109 0.186 0.022 0.029

1024 × 1024 10.61 22.74 0.135 0.163 0.372 0.431 0.043 0.051

5. Conclusions

To address the common lack of flexibility in deep learning denoising models and the
difficulty of modeling through small samples. This study proposes an image-denoising
method that combines the FFST with a deep convolutional neural network (CNN) model.
By decomposing the image using FFST, the number of samples for each image is increased,
and then a superior network model is obtained through deep learning. This overcomes
the problem of overfitting in small-sample model training and improves the generalization
ability of the model. To achieve denoising with FFSTnet for different noise levels, mul-
tiple random learning strategies are employed to enhance the adaptability of the model.
The simulation results show that the proposed model achieves a good balance between
denoising effectiveness and preserving image edge details. The results on real noisy im-
ages validate that the proposed model achieves good subjective and objective evaluations,
effectively addressing spatially variant noise problems. Comparisons of computational
time indicate that the FFSTnet denoising network model has the advantages of fast speed
and low computational complexity compared to other algorithms. The research results will
provide a new idea and method for solving the noise problem in the complex background.
In the next step, we will carry out in-depth research on practical engineering applications.
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