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Abstract: The performance analysis and evaluation of satellite navigation systems under ionospheric
scintillation have been a focal point in the field of modern aviation. With the development and
upgrading of satellite navigation systems, the performance indicators and evaluation techniques
of these systems also require continuous iteration and optimization. In this study, based on the
ionospheric scintillation model and satellite navigation algorithm, we designed a software tool to
evaluate the performance of GNSS aviation services under various ionospheric scintillation intensi-
ties. The software is implemented in the C/C++ programming language and provides assessment
capabilities for different ionospheric scintillation environments and flight phases. By encapsulating
the software task modules using technologies such as dynamic link libraries and thread pools, the
software can flexibly adjust the ionospheric scintillation intensity and control the flight trajectory. This
ensures the strong scalability and reusability of the software. The software supports the performance
evaluation of aviation services during all flight phases of global flights and is compatible with GPS,
BDS, GALILEO, and GLONASS systems. Through verification of the accuracy, integrity, continuity,
and availability of the GNSS system under different flight phases and ionospheric scintillation effects,
the effectiveness of the software design has been validated.

Keywords: ionospheric scintillation; GNSS; air service performance evaluation; dynamic link libraries;
thread pools; software design

1. Introduction

The development of GNSS has established its significance as a core technology in
modern aviation over the past few decades. The exceptional reliability and precision of-
fered by GNSS have emerged as crucial factors in ensuring flight safety. Nonetheless, it
is important to acknowledge that satellite signals are vulnerable to environmental factors,
such as ionospheric and tropospheric anomalies, which serve as the primary sources of
error in GNSS for aviation applications [1]. Alterations in the ionospheric environment can
induce delay effects and ionospheric scintillation, thereby deteriorating or even impeding
the performance of GNSS systems and posing a potential hazard to aviation safety. Existing
atmospheric anomaly correction models have proven effective in mitigating the influence
of tropospheric and ionospheric delays on GNSS signals at present [2]. However, compre-
hending the intricate impacts of ionospheric scintillation on GNSS performance necessitates
conducting simulations of ionospheric scintillation environments and evaluating GNSS
performance within anomalous conditions. These endeavors hold immense value and
significance in enhancing GNSS performance and augmenting its precision.

Initially proposed by Professor A.J. Van Dierendonck, the AJ-Stanford ionospheric
scintillation model is based on a statistical approach and was subsequently implemented by
S. Pullen’s team [3]. Extensive validation and correction of the model were conducted using
a substantial volume of measured data, resulting in a high level of prediction accuracy.
While the model has achieved remarkable success in GPS applications [4], it does have
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certain limitations. Specifically, its applicability to ionospheric scintillation in equatorial
regions may be limited, as it is primarily suitable for addressing ionospheric scintillation
in moderate and high latitudes. In addition to the AJ-Stanford model, T. Humphreys
made significant contributions to the field by introducing novel statistical methods and
mathematical models, leading to the development of the Cornell model [5,6]. This model
has been made open-source, serving as a valuable resource for the simulation of ionospheric
scintillation signals. The Cornell model not only serves as an important reference in the
field but has also contributed to the advancement of ionospheric scintillation research.

Axel Garcia-Pena and colleagues conducted an analysis of performance variations
among airborne systems operating in different frequency bands and under diverse inter-
ference environments. Their research led to the development of a performance evaluation
method based on link budgets, which offers experimental validation for GNSS perfor-
mance testing and analysis efforts [7]. The magicIFP platform enables the comparative
assessment of actual flight paths and navigation solutions to evaluate the performance of
navigation systems across various aircraft models and under different weather condition
settings [8]. In addition, the Stanford GPS Laboratory has developed a simulation tool
called the MATLAB Algorithm Availability Simulation Tool (MAAST) [9] based on the
Service Volume Model (SVM). This tool allows the investigation of service performance
evaluation methods by simulating various atmospheric environments and constellation con-
figurations. Furthermore, the Galileo research team has developed an evaluation tool called
the GALILEO System Simulation Facility (GSSF) [10], which integrates raw ephemeris data
and allows users to evaluate service performance over extended durations by simulating
multiple environments.

This paper proposes a software design method that combines ionospheric scintillation
environment simulation and GNSS performance evaluation algorithms. The objective is to
simulate and evaluate the performance of GNSS aviation services in different ionospheric
scintillation conditions utilizing Receiver Independent Exchange Format (RINEX) files [11].
The software is developed for the Windows 10 operating system and implemented using
the C/C++ programming language with Visual Studio and the QT platform. It is divided
into several functional modules, including a graphical user interface (GUI) module, a data
source generation module, an anomaly detection module, and a performance evaluation
module [12]. These modules work together to simulate and evaluate the performance of
GNSS aviation services. To validate the software’s feasibility, the performance evaluation
module supports the evaluation of GNSS data from eight frequency points, including GPS
L1/L2, BDS B1/B2a, GALILEO E1/E5b, and GLONASS G1/G2. The evaluation criteria
in this study are based on the Requested Navigation Performance (RNP) defined by the
International Civil Aviation Organization (ICAO). These criteria encompass parameters
such as accuracy, integrity, continuity, and availability [13]. The software enables the
comparison and analysis of performance evaluation results for airborne GNSS systems
across different flight phases, including scenarios without ionospheric scintillation and
those with strong ionospheric scintillation environments. Its GUI interface supports flight
plan querying and track monitoring functions. Moreover, data processing techniques such
as dynamic link libraries and thread pools are employed to optimize the software’s running
speed and smoothness [14].

In Section 2 of the paper, the RINEX file generation scheme is described. This scheme
is based on flight data and is designed to simulate different ionospheric scintillation
environments. Additionally, the navigation performance requirements are analyzed in
order to develop an integrated airborne GNSS air service performance evaluation software
program that can handle simulated ionospheric anomalies efficiently. Section 3 focuses on
the implementation details of the software. It provides an overview of how the software
was developed and the specific technologies used in its implementation. In Section 4, the
evaluation results of the impact of ionospheric scintillation on airborne GNSS performance
are analyzed across different flight segments. This analysis aims to understand the effects
of ionospheric scintillation on GNSS performance in various scenarios. Finally, in Section 5,
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the paper concludes with remarks on the findings of the evaluation and suggests directions
for further research in this area.

2. System Models

The software system, as shown in Figure 1, consists of three modules: data source
generation, anomaly detection, and performance evaluation. The data source generation
module simulates ionospheric scintillation scenes and generates corresponding observed
data. The performance evaluation module combines the observed data with navigation
messages to calculate navigation solutions. These solutions are then used to assess the
accuracy, integrity, continuity, and availability of the current scenario. The anomaly detec-
tion module calculates the ionospheric scintillation index based on the observed data to
determine the intensity of scintillation in the simulated scenario and provides statistics on
satellites affected by ionospheric scintillation interference.

Figure 1. Software system architecture.

2.1. Data Generation Module
2.1.1. Ionospheric Scintillation Environment Simulation

The occurrence of ionospheric anomalies is intricately linked to the solar activity inten-
sity and the solar activity cycle’s peak. Consequently, irregular electron density variations
manifest within the ionosphere, giving rise to irregular plasma structures. When satellite
signals traverse the ionospheric region, characterized by irregular plasma structures, the
likelihood of encountering ionospheric scintillation phenomena increases [15].

In an ionospheric scintillation environment, the phase and amplitude of GNSS signals
undergo random variations, causing disruptions to the pseudo-range and carrier-to-noise
ratio of the satellites. Accurately modeling the ionospheric scintillation environment,
therefore, necessitates obtaining precise information regarding the variations in the phase
and amplitude of these signals. However, owing to the sudden and unpredictable nature
of ionospheric scintillation, acquiring reliable real-world data poses significant challenges.

To address this issue, the present study employs the Cornell model to simulate iono-
spheric amplitude and phase scintillation sequences under different levels of ionospheric
scintillation intensity [16]. By utilizing this modeling approach, this paper effectively
replicates variations in the pseudo-range and carrier-to-noise ratio of satellites within the
simulated ionospheric environment.

To quantitatively evaluate the intensity of ionospheric scintillation, it is common
practice to utilize both an amplitude scintillation index and a phase scintillation index. The
amplitude scintillation is typically assessed by utilizing the S4 [17], which measures the
standard deviation of the normalized received signal power.

S4 =

√√√√ 〈SI2〉 − 〈SI〉2

〈SI〉2
(1)

In Equation (1), SI is the power of the received signal. The higher the ionospheric
scintillation intensity, the more severe the attenuation of the signal and the higher the
value of S4. The magnitude of the phase scintillation is indicated by the phase scintillation
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index σϕ, which mainly describes the jump in the phase of the electromagnetic wave and
represents the standard deviation of the received signal phase.

σϕ =

√
〈ϕ2〉 − 〈ϕ〉2 (2)

ϕ indicates the carrier phase of the received signal. The Cornell model assumes that the
ionospheric scintillation amplitude sequence follows a Nakagami-n distribution and the
phase sequence follows a Gaussian distribution [18].

f (δA) =
2δA(1 + K)

Ω
I0(2δA

√
K + K2

Ω
)e

K+(1+K)(δA)2
−Ω (3)

K =

√
1− S2

4

1−
√

1− S2
4

(4)

f (δϕ) =
1√

2πσϕ

e
− δϕ2

2σϕ (5)

In Equation (3), δA is the amplitude variation of the satellite signal under the influence
of ionospheric scintillation and K is the Rician distribution parameter, which is related to
S4 in Equation (4). As the S4 changes, it affects the parameter K, which in turn leads to
different probability density functions for various magnitude flicker sizes. Ω = E(δI) is the
mean value of the signal strength, and I0() is the Bessel function. In Equation (5), δϕ is the
carrier phase variation of the satellite signal under the influence of ionospheric scintillation,
and σϕ represents the magnitude of the phase scintillation index. As σϕ varies, it results in
different phase probability densities.

The model represents the ionospheric scintillation signal as a combination of a deter-
ministic or direct component and a stochastic or random multi-path component.

z(t) = z(t) + ζ(t) = δAejδϕ (6)

In Equation (6), z(t) indicates the direct component, and ζ(t) denotes the random
multi-path component. The random multi-path component is generated using a second-
order Butterworth filter. The choice of the second-order Butterworth filter is based on the
observation that its amplitude–frequency characteristics closely resemble the amplitude–
frequency characteristics of the flicker present in actual data. The autocorrelation function
of this second-order Butterworth filter can be expressed as

Rζ(τ) = σ2
ζ e(−β|τ|/τ0)[cos(

βτ

τ0
) + sin(

β|τ|
τ0

)] (7)

In Equation (7), the amplitude–frequency characteristics of the scintillation signal and
the second-order Butterworth are close to those of the scintillation in order to simulate the
scintillation signal, where the parameter β = 1.2396464 ensures that Rζ(τ0)/Rζ(0) = e−1.
τ0 indicates the decorrelation time. By manipulating the autocorrelation function of the
second-order Butterworth filter, the flicker frequency is determined by the magnitude of
τ0, with smaller τ0 resulting in larger flicker frequencies. The second-order Butterworth’s
magnitude response function can be expressed as

|H( f )| = 1√
1 + ( f / fn)4

(8)
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where fn is the second order Butterworth cut-off frequency, fn = β/(
√

2πτ0). The direct
component of the model can be obtained from the parameter K of the Rician distribution,
which is related to the direct component by

K =

∣∣Z∣∣2
2σ2

ζ

(9)

where σ2
ζ = Rζ(0), and Rζ(0) is the second-order Butterworth’s autocorrelation function

taken at 0.
Figure 2 shows that the Cornell model utilizes the decorrelation time ζ0 and the ampli-

tude flicker index S4 as its input parameters. The size of S4 determines the characteristics
of the Rician distribution, while the direct component of the Cornell model is determined
by the parameter K. To obtain the desired random component, the cut-off frequency of the
second-order Butterworth filter is controlled by the decorrelation time ζ0. The direct and
random components are then summed and normalized, resulting in the generation of the
amplitude and phase sequences for the simulation of ionospheric scintillation.

Figure 2. Obtaining ionospheric scintillation sequences using the Cornell model.

2.1.2. Simulation of RINEX Files Based on Flight Data

The RINEX file [19] is a widely adopted, standardized format for the exchange of
data between GNSS receivers. It offers several advantages over other formats, such as its
cross-platform compatibility, simple and efficient structure, and ease of readability. Within
the RINEX file, the receiver stores information on the satellite signals that it receives in
the form of raw observation data. This includes crucial data such as the pseudo-range,
carrier-to-noise ratio, and other relevant information necessary for the simulation of the
ionospheric scintillation environment.

In Section 2.1.1, the ionospheric scintillation sequence is utilized to generate the
pseudo-range and carrier-to-noise ratio values that are affected by the ionosphere. These
values are then combined with the flight data, which are written in a file following a format
similar to a RINEX file. This process enables the simulation of the GNSS system under
various ionospheric scintillation intensities and during different flight phases.

This paper employs the flight altitude as a criterion to categorize different flight phases,
which helps to simulate the RINEX file based on flight data. The following classifications
are used.

1. Takeoff Phase: This phase is defined when the aircraft’s altitude is between 0 and
8000 m.

2. Cruise Phase: The cruise phase is associated with altitudes of 8000 m and above.
3. Approach Phase: When the aircraft’s altitude ranges between 1000 and 8000 m, it is

considered the approach phase.
4. Landing Phase: The landing phase refers to altitudes below 1000 m.

These divisions align with the ICAO categorization of flight segments into route,
terminal, and approach phases [20]. By utilizing this classification, we can effectively
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simulate the RINEX file based on flight data, allowing for the comprehensive analysis and
evaluation of GNSS performance in various flight phases.

The flow of the software data generation module is shown in Figure 3. The software
first calculates the position of the current visible satellite by using ephemeris data. It
then combines the flight track data to obtain the distance between the satellite and the
vehicle. After correcting for the Earth’s rotation, the software determines the actual distance
between the satellite and the vehicle. Using the ionospheric scintillation simulation module,
the software generates the amplitude scintillation sequence and converts it into a delay
to obtain the pseudo-distance information affected by the ionospheric scintillation. The
simulated carrier-to-noise ratio is determined by the free loss, atmospheric loss, and receiver
antenna gain. In the ideal condition, the free loss represents the maximum loss in satellite
signal propagation. To calculate the residual amount of the free loss, the actual distance of
the satellite is subtracted from the farthest distance of the satellite. By adding the minimum
receiving strength to the residual amount of the free loss, the ideal receiver receiving
strength is obtained. The ionospheric scintillation simulation module is used to obtain
the phase scintillation sequences. Finally, the software combines the phase scintillation
sequence and the ionospheric scintillation simulation module to determine the carrier-to-
noise ratio of the satellite under ionospheric scintillation.

Figure 3. Data generation module process.

2.2. Anomaly Detection Module

Once the RINEX file has been acquired through the method outlined in Section 2.1, the
software will employ the carrier-to-noise ratio of the satellites to estimate the ionospheric
scintillation index S4. The RINEX file does not directly provide signal intensity data, but it
does include the carrier-to-noise ratio. By leveraging the carrier-to-noise ratio and deriving
an approximate signal intensity, we can effectively calculate the ionospheric scintillation
index S4, enabling the accurate detection of ionospheric scintillation phenomena [21].

Let the signal strength be SI and the noise strength be N0, and use C/N0 to denote the
signal-to-noise ratio SI/N0 to obtain

SI/N0 = 10CN0/10 (10)

Let SIk represent the measured signal strength at time k, SI′k represent the measured
signal strength at time k after detrending, and SI′′k represent the equivalent signal strength
at time k after detrending derived from the signal-to-noise ratio.

SIk
′′ =

(SI/N0)

∑
60/times fs
i=1 (SI/N0)k−i/(60× fs)

(11)
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where fs is the sampling rate. With Equation (11), the receiver noise intensity N remains
approximately constant each time S4 is calculated [22].

SIk
′′ ≈ SIk

′ =
(SIk)

∑
60/times fs
i=1 SIk−i/(60× fs)

(12)

Combining Equation (1) with Equation (12), S4 can be approximated by the load-to-
noise ratio in the RINEX file. The processing flow is shown in Figure 4.

Figure 4. Anomaly detection module process.

In order to visualize the magnitude of the ionospheric scintillation intensity, the value
of S4 is therefore used to describe the ionospheric scintillation intensity. When S4 = 0,
it indicates the absence of ionospheric scintillation. When S4 ≤ 0.3, it indicates weak
ionospheric scintillation. When 0.3 < S4 ≤ 0.6, it is classified as moderate ionospheric
scintillation. When S4 > 0.6, it denotes strong ionospheric scintillation. The software
performs S4 calculations for visible satellites in order to assess the prevailing intensity of
ionospheric scintillation and to determine the number of satellites affected by it.

2.3. Performance Evaluation Module

The software will implement the navigation solution by utilizing the obtained RINEX
file through the method outlined in Section 2.1, as shown in Figure 5. This process involves
utilizing the pseudo-range in the observation file and the orbit parameters in the naviga-
tion message. By combining the results of the navigation solution with the performance
evaluation algorithms, the software will calculate the accuracy, integrity, continuity, and
availability of the GNSS system.

Figure 5. Performance evaluation module process.

2.3.1. Calculation of Accuracy Indicators

Accuracy evaluation is the most basic and important indicator in the evaluation of
aviation service performance. The accuracy of positioning services is related to the number
of satellites and pseudo-range involved in the positioning solution, so the parameters
related to accuracy mainly include the number of visible stars, positioning error, and
dilution of precision (DOP).

1. Visible Stars and DOP. In the navigation solution module, the software automatically
filters out satellites with a carrier-to-noise ratio below 35 dB and a satellite elevation angle
less than 15 degrees. This is because the carrier-to-noise ratio significantly impacts the
quality of the satellite signal. A lower carrier-to-noise ratio can result in poorer signal
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quality, which in turn affects the accuracy of the positioning. Similarly, satellites with a low
elevation angle may also experience more interference, leading to decreased signal quality.
By filtering out satellites that do not meet these criteria, the software selects satellites with
better signal quality for position resolution. It has been observed that a larger number of
satellites involved in positioning leads to improved accuracy. Therefore, maximizing the
number of satellites used enhances the overall positioning accuracy.

The spatial distribution of satellites is known as the geometric configuration of the
satellites and can be reflected by the DOP value. The software uses the DOP value to
predict the positioning accuracy of the system, with smaller DOP values indicating higher
positioning accuracy.

We calculate the weight coefficient matrix G using the observation matrix H defined
in Equation (13).

G = (HT H)−1 =


G11 G12 G13 G14
G21 G22 G23 G24
G31 G32 G33 G34
G41 G42 G43 G44

 (13)

We can calculate the geometric dilution of precision (GDOP), position dilution of
precision (PDOP), horizontal dilution of precision (HDOP), and vertical dilution of precision
(VDOP) using matrix G:

GDOP =
√

G11 + G22 + G33 + G44

PDOP =
√

G11 + G22 + G33 (14)

HDOP =
√

G11 + G22

VDOP =
√

G33

2. Position Errors. This reflects the accuracy of the navigation solution position and the
user’s real position. In order to reflect the positioning error more intuitively, the software
carries out statistical analysis of the positioning error from different dimensions, as shown
in Figure 6.

Figure 6. Positioning error indicators in three dimensions.

One-dimensional metrics are used to assess the horizontal and vertical positioning
errors. Of these, the root mean square (RMS) is used to describe the degree of dispersion of
the positioning error and reflects the stability of the positioning service. In order to describe
the positioning accuracy, we can rank the horizontal and vertical positioning errors in
the evaluation period in ascending order and take the value ranked at 95% as the 95%
positioning error. By comparing this with the performance requirements given by ICAO,
we can determine whether the positioning accuracy meets the indicator requirements.

Two-dimensional metrics are computed based on the longitude and latitude, or the
east and north components of the station’s central coordinate system. The 2DRMS is
determined by the standard deviation of the error in both directions and is defined as the
radius of the error circle that encloses the horizontal positioning errors. Circular error
probable (CEP) represents the 50% equal probability error. If the user’s true position is
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at the center of the error circle, and the CEP is its radius, then the positioning results are
dispersed within the circle with a 50% likelihood.

Three-dimensional metrics describe the result of the variation in the positioning results
with direction through spherical error probable (SEP), with the user’s true position as the
center of the sphere, and the user’s positioning results are distributed discrete within a
sphere of radius SEP with an eccentricity of 50%.

2.3.2. Calculation of Integrity Indicators

Integrity evaluation plays a crucial role in ensuring the reliability of GNSS navigation
positioning [23]. It is utilized to evaluate the accuracy of positioning and monitors real-time
integrity risk events. Parameters such as the protection level (PL) and alert limit (AL), as
well as the integrity risk probability, are employed in this evaluation process.

PL is a measure of the magnitude of the user positioning error and consists of two
components in the horizontal and vertical directions. The magnitude of PL reflects the sys-
tem ephemeris error and the geometric distribution of visible satellites, and it translates the
error in the pseudo-range domain into an error in the positioning domain. In representing
PL, a certain confidence probability can be used to define the error range, which allows a
more accurate description of the positioning error and acts as an envelope [24]. The general
form of PL is

PL = K • σ (15)

K =
1√
2π

∫ ∞

p
2

e−
t2
2 dt (16)

where K is the value corresponding to a certain confidence probability and σ is the observed
measurement error in the corresponding direction. By simplifying the observation equation,
the following Equation (17) can be obtained.

y = Hx + ε (17)

In Equation (17), y represents the n-dimensional vector of the difference between the
observed pseudo-range of the satellite and the estimated pseudo-range, n is the visible
satellite, x denotes the four unknowns to be solved, and ε is the pseudo-range noise error.
Based on the weighted least squares principle, the user solution x̂ is obtained:

x̂ = (HTWH)−1HTWy (18)

where the weighted array W is

W =


ω1 0 . . . 0
0 ω2 . . . 0

. . . . . . . . . . . .
0 . . . . . . ωi

 (19)

In Equation (19), ωi = 1/σ2
i and σ2

i is the sum of the squares of the errors for the
i-th satellite. The covariance array consisting of the estimation errors is obtained from the
weight array W.

(HTWH)−1 =


σ2

X σXY σXZ σXT
σXY σ2

Y σYZ σYT
σXZ σYZ σ2

Z σZT
σXT σYT σZT σ2

T

 (20)
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The horizontal and vertical errors σH , σV are obtained by Equation (20).

σH =

√
σ2

X+σ2
Y

2 +

√
σ2

X−σ2
Y

2 + σ2
XY (21)

σV =
√

σ2
Z

We calculate the horizontal protection level (HPL) and vertical protection level (VPL)
from σH , σV :

HPL = KH,PA × σH (22)

VPL = KV,PA × σV

where KH,PA is the quantile of the zero-mean Gaussian distribution with confidence proba-
bility 1.93× 10−8, taken as 6.0. KV,PA is the quantile of the zero-mean Gaussian distribution
with confidence probability 9.82× 10−8, taken as 5.33.

The availability of integrity is determined by comparing PL with AL. For each po-
sitioning solution, PL is calculated in the above way and compared with AL at different
flight phase performance indicators. If PL > AL, the completeness alarm mechanism will
be triggered; otherwise, the system is ready to complete this phase.

2.3.3. Calculation of Continuity Indicators

The purpose of the continuity assessment is to reflect the number of continuity risk
events that have occurred during the assessment cycle. In measuring the continuity risk, in
addition to the failure of the positioning service to meet expected performance indicators,
the detection of alarms in the event of satellite failure and false alarms in the event of no
system failure are also taken into account.

The probability of continuity risk is determined by counting continuity events using
a sliding window approach. A continuity event is counted when the system is initially
available at the start of the assessment period but becomes unavailable (when the protection
level crosses the alarm threshold) for at least one second within the sliding window length
Top. To calculate the probability of continuity risk, the number of continuity events is
divided by the total number of samples available during the assessment period. This ratio
between the number of continuity events and the total number of available samples in the
evaluation period yields the probability of continuity risk PCR.

PCR =
nCon

∑
tend−Top
t=tstart,t=t+T

{Bool(t)}
(23)

In Equation ((23), nCon) indicates the number of occurrences of continuity events, tstart
indicates the starting point of the evaluation, tend indicates the moment of completion of
the evaluation, and T indicates the evaluation sampling interval.

2.3.4. Calculation of Availability Indicators

1. PDOP Availability. PDOP availability means that the value of PDOP meets the
specified PDOP limits for a given time period. The constraint in the publicly available
Service Performance Specification for service evaluation is PDOP ≤ 6.

2. Locating Service Availability. In order to visually analyze the availability of location
services, an availability distribution diagram is created using the position errors (PE) as
the horizontal axis and protect level (PL) as the vertical axis to depict the horizontal and
vertical integrity risk distribution, as shown in Figure 7.



Electronics 2023, 12, 3713 11 of 26

Figure 7. Location service availability distribution.

During the evaluation cycle, the current system service availability is judged based on
the relationship between PE, PL, and AL. When PE < PL < AL, the system service meets
the specified demand and the service is available. When PE < AL < PL or AL < PE < PL,
the current service is not available. When AL < PL < PE or PL < PE < AL, it indicates that
misleading information (MI) is generated. When PL < AL < PE, an integrity risk event is
detected, in which hazardously misleading information (HMI) has occurred.

3. Implementation of the Software

The software implementation process is shown in Figure 8. The software utilizes
the QT standard framework to design the software’s upper layer GUI, which allows
for parameter settings. The underlying task function is implemented using the C/C++
language. To encapsulate and manage the task function, dynamic link libraries and thread
pools are utilized. Lastly, the QCustomplot open-source plotting library is used to visualize
the final evaluation results.

Figure 8. Software design process.

3.1. Parameter Settings

Figure 9 shows the parameter configuration interface based on the QT framework.
The settings module, located on the left-hand side, facilitates a variety of adjustments,
encompassing crucial details such as data sources, performance evaluation criteria, constel-
lation types, and frequency points. Furthermore, the ionospheric anomaly setting function
enables users to modify the strength and duration of ionospheric scintillation. Addition-
ally, users can specify the corresponding flight number and flight stage through the flight
plan settings.
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Figure 9. Parameter setting interface in software.

3.2. Data Processing
3.2.1. Encapsulation of Task Modules with Dynamic Link Libraries

The software encapsulates complex data processing modules into dynamic link li-
braries (DLLs). When the software is executed, the address of the function is identified
through a global offset table in the DLL, allowing the call to be completed [25]. The use of
DLLs eliminates the need for multiple copies of the library in the memory, which would
be required with static linking. In cases where multiple programs rely on the same library,
dynamic linking only requires one copy of the library to be stored in the memory, thus
saving memory space. Furthermore, dynamic linking simplifies the process of program
updates. Instead of having to relink all the programs, only the original target file needs
to be replaced when updating a library. This means that when the program is executed
again, the updated version of the target file is automatically loaded into the memory and
linked to the program, allowing for seamless program upgrades. Therefore, encapsulating
the complex data processing module as a DLL has significant advantages in improving
memory utilization and facilitating program updates [26].

3.2.2. Managing Task Modules with Thread Pool

Thread pooling is a technique used to manage threads, and it involves initializing
and creating a specific number of threads when the program is started. This thread pool is
responsible for selecting an idle thread from the pool to handle a task whenever it needs
to be executed. After the task module is executed, instead of destroying the thread, it
is returned to the thread pool. By encapsulating the data generation module, exception
detection, and performance evaluation module in the form of dynamic link libraries, the
program’s memory utilization is improved, and it becomes easier to update the iterative
version. Moreover, these dynamic link libraries can be shared among different threads, as
shown in Figure 10. Utilizing a thread pool helps to avoid the overhead associated with
frequently creating and destroying threads, while also improving the thread reuse and
execution efficiency [27].
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Figure 10. The principles of a thread pool.

3.3. GUI Part

The implementation principle is shown in Figure 11. The software provides users
with flight monitoring functions, including anomaly detection, performance evaluation,
and querying flight information and flight trajectories through the FlightAware API. It also
generates satellite maps using HTML and processes flight trajectory data in JavaScript. The
processed data are then communicated with the GUI interface through QWebChannel. The
GUI module processes the flight information to support the display of the flight’s start and
end points, as well as the adjustment of the trajectory simulation speed and flight detail
querying.

Figure 11. Flight monitoring system design process.

The software enables the real-time monitoring of the flight track, allowing users to
freely control the playback speed for better observation of the aircraft’s flight. Additionally,
the software offers detailed aircraft information and real-time data, allowing users to easily
obtain important information such as the exact starting moment and current latitude,
longitude, altitude, and speed of the aircraft. The flight track monitoring and observation
function of flight CES2513 from Wuhan International Airport (WUH) to Shanghai Pudong
Airport (SHA) is shown in Figure 12.
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Figure 12. GUI for flight monitoring system.

4. Analysis of Evaluation Results

This section selects the cruise phase and the approach phase of the four flight phases
as the test cases. Ionospheric scintillation effects are likely to occur in the equatorial and
mid-latitudes. Therefore, this paper chooses two flight routes in the low-latitude region
and mid-latitude region, namely flight number CDG1197 (Wenzhou to Zhuhai) and flight
number UAL235 (Berlin to Washington).

4.1. Cruise Phase Evaluation

Evaluation of GNSS System Performance during the Cruise Phase: Scintillation-Free
and Strong Ionospheric Scintillation Environments. In this section, the aviation service
performance evaluation software was utilized to evaluate the performance of the GNSS
system during the cruise phase. The specific test flight segment selected for evaluation
was the route from WenZhou to ZhuHai, with the flight number CDG1197, and Berlin to
Washington, with flight number UAL235. The trajectory of the cruise phase can be observed in
Figures 13 and 14. To assess the impact of ionospheric scintillation, the software’s parameter
setting window, as depicted in Figure 9, was utilized. The ionospheric scintillation interference
was set to a strong scintillation level, covering the entire duration of the cruise phase, from its
commencement to its conclusion. The results of the air service performance evaluation during
the designated evaluation cycle are illustrated in Figures 15–18 and Tables 1–4.

Figure 13. Reference trajectory for performance evaluation (CDG1197) in Cruise Phase.
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Figure 14. Reference trajectory for performance evaluation (UAL235) in Cruise Phase.

Figures 15 and 16 show a comparison of the accuracy evaluation for GPS L1 during
the cruise phases of flight CDG1197 and flight UAL235 in both an environment without
ionospheric scintillation and a strongly ionospheric environment. The accuracy metrics are
referenced to the standards specified by the ICAO for the prescribed route phase.

(a) Without ionospheric scintillation

(b) Strong ionospheric scintillation

Figure 15. Display of GPS L1 accuracy evaluation results (CDG1197) within the software interface.



Electronics 2023, 12, 3713 16 of 26

(a) Without ionospheric scintillation

(b) Strong ionospheric scintillation

Figure 16. Display of GPS L1 accuracy evaluation results (UAL235) within the software interface.

Table 1. A comparative analysis of GPS L1 accuracy performance in scintillation-free and strong
ionospheric scintillation environments during the cruise phase in CDG1197.

Accuracy Indicators Without Ionospheric
Scintillation

Strong Ionospheric
Scintillation

Horizontal Error (m, 95%) 1.17 3.62
Vertical Error (m, 95%) 6.39 8.80

Horizontal RMS (m) 0.32 1.08
Vertical RMS (m) 1.24 1.87
Availability (%) 100 100
CEP (m, 95%) 1.91 3.62

Table 1 shows the positioning accuracy indexes under different ionospheric scintilla-
tion intensities in CDG1197, from which it can be seen that the airborne GNSS system loses
196.58% and 37.72% of its accuracy in the horizontal and vertical 95% positioning errors
under strong ionospheric scintillation compared with that in the no ionospheric scintillation
environment, respectively. The horizontal and vertical RMS increases by 237.5% and 50.81%
under strong ionospheric scintillation compared to the scintillation-free environment, and
the DOP value shows irregular jitter compared to the scintillation-free environment, with
the maximum value of PDOP being 4.17. The circular probability error loses 89.52% of
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its accuracy under strong ionospheric scintillation compared to the scintillation-free en-
vironment. The availability is 100% in both the scintillation-free and strong scintillation
environments, which indicates that GPS L1 meets the accuracy specifications for the route
phase during the cruise phase.

Table 2. A comparative analysis of GPS L1 accuracy performance in scintillation-free and strong
ionospheric scintillation environments during the cruise phase in UAL235.

Accuracy Indicators Without Ionospheric
Scintillation

Strong Ionospheric
Scintillation

Horizontal Error (m, 95%) 1.65 5.02
Vertical Error (m, 95%) 5.21 6.04

Horizontal RMS (m) 0.86 1.89
Vertical RMS (m) 1.14 1.54
Availability (%) 100 100
CEP (m, 95%) 1.96 4.75

Table 2 shows the positioning accuracy indexes under different ionospheric scintilla-
tion intensities in UAL235, from which it can be seen that the airborne GNSS system loses
204.2% and 15.93% of its accuracy in the horizontal and vertical 95% positioning errors
under strong ionospheric scintillation compared with that in the no ionospheric scintillation
environment, respectively. The horizontal and vertical RMS increases by 119.7% and 35.08%
under strong ionospheric scintillation compared to the scintillation-free environment, and
the DOP value shows irregular jitter compared to the scintillation-free environment, with
the maximum value of PDOP being 6.19. The circular probability error loses 142.34%
of its accuracy under strong ionospheric scintillation compared to the scintillation-free
environment. The availability is 100% in both the scintillation-free and strong scintillation
environments, which indicates that GPS L1 meets the accuracy specifications for the route
phase during the cruise phase.

Table 3. A comparative analysis of GPS L1 integrity performance in scintillation-free and strong
ionospheric scintillation environments during the cruise phase in CDG1197.

Integrity Indicators Without Ionospheric
Scintillation

Strong Ionospheric
Scintillation

HPL (m) 24 38
VPL (m) 53 55

Availability (%) 100 100
M#1 (%) 0 0
HMI (%) NULL NULL

Figures 17 and 18 show a comparison of the integrity evaluation for GPS L1 during
the cruise phases of flight CDG1197 and flight UAL235 in both an environment without
ionospheric scintillation and a strongly ionospheric environment. The integrity metrics are
referenced to the standards specified by the ICAO for the prescribed route phase.

Table 3 shows the integrity metrics at different ionospheric scintillation intensities in
CDG1197. From the table, it can be seen that when the ionospheric scintillation intensity
increases, the maximum HPL and VPL of the airborne GNSS system increase by 58.33%
and 3.82% relative to the environment without ionospheric scintillation. This indicates
that under a strong ionospheric scintillation intensity, the positioning accuracy starts to
deteriorate and a larger protection level is required to ensure that the system meets the
performance requirements. Regardless of the ionospheric scintillation environment, the
integrity availability of the GPS L1 system during the cruise phase meets the ICAO-defined
performance requirements for the route phase.
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Table 4. A comparative analysis of GPS L1 integrity performance in scintillation-free and strong
ionospheric scintillation environments during the cruise phase in UAL235.

Integrity Indicators Without Ionospheric
Scintillation

Strong Ionospheric
Scintillation

HPL (m) 198 610
VPL (m) 126 229

Availability (%) 100 100
M#1 (%) 0 0
HMI (%) NULL NULL

(a) Without ionospheric scintillation

(b) Strong ionospheric scintillation

Figure 17. Display of GPS L1 integrity evaluation results (CDG1197) within the software interface.

Table 4 shows the integrity metrics at different ionospheric scintillation intensities in
UAL235. From the table, it can be seen that when the ionospheric scintillation intensity
increases, the maximum HPL and VPL of the airborne GNSS system increase by 208.08%
and 81.746% relative to the environment without ionospheric scintillation. This indicates
that under a strong ionospheric scintillation intensity, the positioning accuracy starts to
deteriorate and a larger protection level is required to ensure that the system meets the
performance requirements. The complete availability of the GPS L1 system during the cruise
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phase under strong ionospheric scintillation conditions does not meet the performance
requirements for the route phase in compliance with the ICAO regulations.

(a) Without ionospheric scintillation

(b) Strong ionospheric scintillation

Figure 18. Display of GPS L1 integrity evaluation results (UAL235) within the software interface.

4.2. Approach Phase Evaluation

For the approach phase, the performance of the BDS B1 system and GPS L1 system in
an environment without ionospheric scintillation and in a strong ionospheric scintillation
environment is evaluated in the Air Service Performance Evaluation Software. The flight
trajectory of the approach phase is shown in Figures 19 and 20. Through the parameter
setting window as shown in Figure 9, the ionospheric scintillation interference is set to
strong scintillation, and the duration is from the onset of the approach to the time that the
vehicle slides into the airport runway. The results of the air service performance evaluation
during the evaluation cycle are shown in Figures 21–24 and Tables 5–8.
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Figure 19. Reference trajectory for performance evaluation (CDG1197) in Approach Phase.

Figure 20. Reference trajectory for performance evaluation (UAL235) in Approach Phase.

Figures 21 and 22 show a comparison of the accuracy evaluation for BDS B1 and
GPS L1 during the approach phases of flight CDG1197 and flight UAL235 in both an
environment without ionospheric scintillation and a strongly ionospheric environment. The
accuracy metrics are referenced to the standards specified by the ICAO for the prescribed
approach phase.

Table 5 shows the positioning accuracy indexes under different ionospheric scintilla-
tion intensities, from which it can be seen that the airborne GNSS system loses 243.33% and
189.41% of its accuracy in the horizontal and vertical 95% positioning errors under strong
ionospheric scintillation compared with that in the no ionospheric scintillation environment,
respectively. The horizontal and vertical RMS increases by 227.3% and 39.49% under strong
ionospheric scintillation compared to the scintillation-free environment, and the DOP value
shows irregular jitter compared to the scintillation-free environment, with the maximum
value of PDOP being 1.76. The circular probability error loses 68.21% of its accuracy under
strong ionospheric scintillation compared to the scintillation-free environment. During the
approach phase, the accuracy performance of BDS B1 in a non-ionospheric scintillation
environment meets the ICAO standard for precision approach category I. The availability
in a strong ionospheric scintillation environment is 99.614%, which does not meet the ICAO
standard for precision approach category I.
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(a) Without ionospheric scintillation

(b) Strong ionospheric scintillation

Figure 21. Display of BDS B1 accuracy evaluation results (CDG1197) within the software interface.

Table 5. A comparative analysis of BDS B1 accuracy performance in scintillation-free and strong
ionospheric scintillation environments during the approach phase in CDG1197.

Accuracy Indicators Without Ionospheric
Scintillation

Strong Ionospheric
Scintillation

Horizontal Error (m, 95%) 0.60 2.06
Vertical Error (m, 95%) 1.70 4.92

Horizontal RMS (m) 0.22 0.72
Vertical RMS (m) 1.19 1.66
Availability (%) 100 99.61
CEP (m, 95%) 1.73 2.91
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(a) Without ionospheric scintillation

(b) Strong ionospheric scintillation

Figure 22. Display of GPS L1 accuracy evaluation results (UAL235) within the software interface.

Table 6 shows the positioning accuracy indexes under different ionospheric scintilla-
tion intensities, from which it can be seen that the airborne GNSS system loses 8.68% and
5.98% of its accuracy in the horizontal and vertical 95% positioning errors under strong
ionospheric scintillation compared with that in the no ionospheric scintillation environ-
ment, respectively. The horizontal and vertical RMS increases by 122.44% and 25.71% under
strong ionospheric scintillation compared to the scintillation-free environment, and the
DOP value shows irregular jitter compared to the scintillation-free environment, with the
maximum value of PDOP being 3.04. During the approach phase, the accuracy perfor-
mance of GPS L1 in a non-ionospheric scintillation environment meets the ICAO standard
for precision approach category I. The availability in a strong ionospheric scintillation
environment is 99.899%, which does not meet the ICAO standard for precision approach
category I.
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Table 6. A comparative analysis of GPS L1 accuracy performance in scintillation-free and strong
ionospheric scintillation environments during the approach phase in UAL235.

Accuracy Indicators Without Ionospheric
Scintillation

Strong Ionospheric
Scintillation

Horizontal Error (m, 95%) 6.77 7.35
Vertical Error (m, 95%) 2.55 2.70

Horizontal RMS (m) 0.49 1.09
Vertical RMS (m) 1.40 1.76
Availability (%) 100 99.899
CEP (m, 95%) 2.31 1.95

Figures 23 and 24 show a comparison of the accuracy evaluation for BDS B1 and
GPS L1 during the approach phases of flight CDG1197 and flight UAL235 in both an
environment without ionospheric scintillation and a strongly ionospheric environment. The
integrity metrics are referenced to the standards specified by the ICAO for the prescribed
approach phase.

(a) Without ionospheric scintillation

(b) Strong ionospheric scintillation

Figure 23. Display of BDS B1 integrity evaluation results (CDG1197) within the software interface.
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(a) Without ionospheric scintillation

(b) Strong ionospheric scintillation

Figure 24. Display of GPS L1 integrity evaluation results (UAL235) within the software interface.

Tables 7 and 8 show the integrity metrics at different ionospheric scintillation inten-
sities. It can be seen from the tables that the maximum HPL and VPL of the airborne
GNSS system fluctuate when the ionospheric scintillation intensity increases relative to
the non-ionospheric scintillation environment. Regardless of the ionospheric scintillation
environment, in the approach phase, the horizontal integrity availability of the BDS B1
system and GPS L1 system meets the ICAO-defined precision approach category I perfor-
mance requirements, while the vertical integrity fails to meet the ICAO-defined precision
approach category I performance requirements both in CDG1197 and UAL235.

Table 7. A comparative analysis of BDS B1 integrity performance in scintillation-free and strong
ionospheric scintillation environments during the approach phase in CDG1197.

Integrity Indicators Without Ionospheric
Scintillation

Strong Ionospheric
Scintillation

HPL (m) 11 13
VPL(m) 26.8 27.2

Availability (%) 0 0
M#1 (%) 0 0
M#2 (%) 0.193 0.193
HMI (%) NULL NULL
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Table 8. A comparative analysis of GPS L1 integrity performance in scintillation-free and strong
ionospheric scintillation environments during the approach phase in UAL235.

Integrity Indicators Without Ionospheric
Scintillation

Strong Ionospheric
Scintillation

HPL (m) 35 66
VPL(m) 50 88

Availability (%) 0 0
M#1 (%) 0 0
M#2 (%) 0.101 0.101
HMI (%) NULL NULL

5. Conclusions and Further Studies

This paper presents a GNSS aviation service performance evaluation software program,
which is designed based on the ionospheric scintillation model and satellite navigation
principles. The software is flexible and can be applied to different ionospheric scintillation
intensities. To verify the feasibility of the proposed design approach, the software assesses
the performance of GNSS aviation services’ different routes and ionospheric scintillation
intensities. The simulation results indicate that, even in the presence of strong ionospheric
scintillation, the GPS L1 system successfully meets the ICAO performance requirements,
specifically during the cruise phase of route navigation. On the other hand, the BDS B1
system, which is affected by strong ionospheric scintillation, fulfills the ICAO horizontal in-
tegrity requirements for precision approach category I during the approach phase, but does
not meet the precision and vertical integrity requirements. Furthermore, the performance
of the GNSS systems under ionospheric scintillation conditions tends to be consistent
in the mid- and low-latitude regions, which validates the feasibility of the software. To
further evaluate the performance of each flight phase in the presence of strong ionospheric
scintillation, future studies will expand the scope of evaluation to incorporate additional
joint navigation routes.
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