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Abstract: Recently, deep-learning-based quantitative investment is playing an increasingly important
role in the field of finance. However, due to the complexity of the stock market, establishing effective
quantitative investment methods is facing challenges from various aspects because of the complexity
of the stock market. Existing research has inadequately utilized stock news information, overlooking
significant details within news content. By constructing a deep hybrid model for comprehensive
analysis of historical trading data and news information, complemented by momentum trading
strategies, this paper introduces a novel quantitative investment approach. For the first time, we
fully consider two dimensions of news, including headlines and contents, and further explore
their combined impact on modeling stock price. Our approach initially employs fundamental
analysis to screen valuable stocks. Subsequently, we built technical factors based on historical trading
data. We then integrated news headlines and content summarized through language models to
extract semantic information and representations. Lastly, we constructed a deep neural model to
capture global features by combining technical factors with semantic representations, enabling stock
prediction and trading decisions. Empirical results conducted on over 4000 stocks from the Chinese
stock market demonstrated that incorporating news content enriched semantic information and
enhanced objectivity in sentiment analysis. Our proposed method achieved an annualized return
rate of 32.06% with a maximum drawdown rate of 5.14%. It significantly outperformed the CSI 300
index, indicating its applicability to guiding investors in making more effective investment strategies
and realizing considerable returns.

Keywords: quantitative investment; sentiment analysis; stock prediction; deep learning; LSTM;
Transformer

1. Introduction

With the development of data science and deep learning, quantitative investment, as
a data-driven and model-based investment approach, has been playing an increasingly
important role in the investment field. Research on using computational methods for
predicting financial markets and stock prices has gained growing attention, where quanti-
tative investment methods based on computer technology have taken on a more significant
role. Developing effective quantitative investment methods holds critical significance for
guiding investors in their strategic decisions. However, accurately quantifying investment
has remained a challenging problem because of the myriad complex factors influencing the
stock market.

Stock prediction is a key component of quantitative investment. Early prediction re-
search primarily applied statistical methods, feature engineering techniques [1], and fuzzy
theory [2] to model historical prices. Subsequently, various machine learning methods
were widely applied for this task [3–7]. However, these methods exhibit limitations such as
sensitivity to data, poor prediction stability, and weak multi-source data fusion capabilities.
With the rapid growth of stock trading data volume, traditional machine learning methods
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began revealing shortcomings in modeling capability, failing to efficiently capture infor-
mation within vast datasets. Deep-learning-based methods were then developed [8–26].
Ahmed et al. [19] summarized the application of deep learning methods in stock price
prediction. Among them, long short-term memory (LSTM) [27] and convolutional neural
network (CNN) [28] have been used to model long sequence patterns [12,13]. In terms of
input data sources for models, in addition to price information, text sentiment has also been
proven to provide predictive information on stock prices [29–47]. For example, Shynkevich
et al. [29] used different categories of financial news to predict price changes of heavyweight
stocks in the healthcare sector. However, most of these methods used text sentiment as
the sole input, neglecting other direct information such as technical indicators, thereby
failing to capture the strong association between textual sentiment and price information
and making the models susceptible to noise. Recently, some research has focused on fusing
stock price and text sentiment, such as Zhang et al. [32] combining technical indicators and
online news to develop a stock price prediction framework and Jing et al. [38] proposing a
hybrid model for stock price prediction combining deep learning methods and sentiment
analysis. In these studies, user commentary on social media platforms, such as Twitter and
StockTwits, has been widely leveraged for stock prediction. Herrera et al. [43] extracted
investor sentiment from Twitter via natural language processing and incorporated deep
learning models to forecast stock returns. Despite the proven ability of such textual content
to improve stock market prediction, the user base across social media platforms may vary,
and the posted information could be misleading. Therefore, the predictive quality of such
information requires consideration. Additionally, the prediction results may differ when
using data gathered from various platforms. As noted by Ashtiani et al. [45], while nu-
merous studies have analyzed social media to predict the stock market, less attention has
been paid to utilizing news content. Additionally, advanced natural language processing
methods like Transformer have not been fully exploited for stock market prediction. With
the progression of research in this domain, there is increasing acknowledgment regarding
the critical role of news in stock market prediction. Ma, Y et al. [47] proposed a model
that incorporated numerical features and market-driven news sentiments of target stocks,
together with news sentiments of related stocks. While these methods simultaneously
consider textual sentiment and historical stock prices, many of them overlook the temporal
delay between textual sentiment and stock price changes, leading to a temporal matching
issue. Additionally, they only used news titles to extract sentiment from text. To our knowl-
edge, we are the first to propose extracting semantic sentiment from both news titles and
summarized news content, addressing the issue of prior methods omitting rich, detailed
sentiment information from the textual content.

By fully considering both the title and content textual aspects and leveraging deep
learning, we propose a novel stock investment approach based on a deep hybrid model that
processes and integrates multi-source heterogeneous data (stock technical factors and news
semantic representations). The framework of our proposed method is illustrated in Figure 1.
Our approach first employs fundamental analysis to rank and filter stocks with investment
analysis (Figure 1d). Subsequently, we construct technical factors from historical trading
data and utilize a language model to extract semantic information containing both headlines
and content from news articles (Figure 1c). These two types of features are fused to create
global features, forming the foundation for a deep learning model driven by momentum
trading strategies (Figure 1b). Benefiting from the accurate and stable stock price prediction
of our model, our method can offer investors rational and comprehensive investment
guidance, assisting them in formulating investment strategies. Our contributions can be
summarized in two aspects.

The first is enhanced utilization of news information. Diverging from other studies that
solely use text headlines, to our knowledge, we are the first to comprehensively consider
both news titles and summarized contents. This approach constructs more accurate, rich,
and comprehensive semantic features from two dimensions, facilitating the thorough
utilization of news information.
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Figure 1. The framework of our proposed approach. (a) The structure and workflow of our proposed
method. (b) The architecture of our proposed hybrid deep neural model for stock price movement
prediction and trading decision. (c) The generation of sentiment embedding from the news. First,
a large pretrained language model was utilized to extract summarized content, which was then
concatenated with title and input to a fine-tuned ALBERT model to obtain sentiment embedding.
(d) Stock fundamental analysis and selection. With the scores obtained from fundamental analysis,
high-quality stocks can be preliminarily screened.

The second aspect is a novel hybrid model for accurate stock prediction and trading
decisions. On the one hand, we are the first to employ large-scale pretrained language
models to extract semantic features, enabling the retrieval of fine-grained and highly
accurate semantic information from news. On the other hand, LSTM and Transformer,
adept at handling long-series data, are employed to model the multi-source heterogeneous
features. The hybrid of these two models results in a novel deep hybrid model that can
guide investment decisions and achieve stable returns.

The structure of our paper is as follows. Section 2 introduces our proposed method
in detail. Section 3 presents extensive experiments demonstrating the performance of our
method. Section 4 concludes the paper and provides discussions. The workflow of our
proposed method is presented in Figure 1a, which consists of two stages. The first stage
is data preprocessing and sentiment analysis (Figure 1c), and the second stage is model
building and evaluation (Figure 1b).

2. Method
2.1. Stock Trading and News Data

The historical trading data of over 4000 stocks listed on the Chinese stock market were
used for quantitative learning research in this paper. These stocks cover various major
industries, including IT, electronics, etc. These stocks can be categorized into four segments:
main board, ChiNext board, small and medium-sized enterprises (SME) board, and STAR
market, with stock codes starting with 00, 30, 60, and 68, respectively. Among them, the
main board and ChiNext board belong to the Shenzhen Stock Exchange (SZSE), while the
SME board and STAT market belong to the Shanghai Stock Exchange (SSE). Specifically, we
collected three years of stock trading data from 1 January 2020 to 30 December 2022. The
data was divided using 30 June 2022 as the cutoff date. Trading data before that date was
used as training and validation sets, and the remaining was used as the test set. In total,
there were 4565 stocks, and their statistical information is presented in Supplementary
Figure S1a.
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Historical trading data primarily reflect market supply and demand dynamics, while
news information is one of the significant influencing factors in the financial market. News
information contains rich information about market trends, public sentiment, and more,
thus providing a comprehensive reflection of the financial market. It serves as a valuable
supplement to historical stock trading data. The news data for this paper were sourced
from East Money (www.eastmoney.com) (accessed on 15 May 2023), one of China’s most
popular financial information providers. This platform offers comprehensive and accurate
stock news. Corresponding to the dates of historical trading data, news reports from
those days were collected if available, including the news date, title, and content. In total,
3,889,380 news articles were collected, with statistical results shown in Supplementary
Figure S1b. An example of the collected news data is provided in Supplementary Table S1.

2.2. Stock Selection via Fundamental Analysis

When making investment decisions, stocks with undervalued stocks should be priori-
tized. These stocks have limited downside potential and can generate higher profits with
lower risks. The value of a stock can be assessed from the valuation dimension and quality
dimension. Valuation indicators are directly calculated from financial metrics, which are
frequently used by investors to assess valuation levels. Unlike valuation indicators, quality
dimension metrics measure the market valuation of a company from a market perspective
and derive indicators from the company’s financial statements. For fundamental analysis
of stocks, we select indicators from the two dimensions, including price-to-earnings ratio
(PE), price-to-book ratio (PB), price-to-sales ratio (PS), return on equity (ROE), profit margin
(PM), and earnings quality (IN). These indicators form the foundation of the indicator sys-
tem. Among them, PE, PB, and PS measure a company’s value and are negative indicators.
Lower values for these three indicators signify an undervalued company. On the other
hand, ROE reflects profitability and, together with PM and IN, measures company quality
and potential. These three are positive indicators, with higher values indicating better
company quality. This paper obtained and organized the above indicators from the RESSET
and CSMAR databases. Based on these indicators, the scores for each stock are calculated
in two steps. First, the data are standardized. For positive indicators, the standardization
formula is as follows:

x∗i,j =
xi,j−xmin

j

xmax
j −xmin

j
(1)

For negative indicators, the standardization formula is as follows:

x∗i,j =
xmax

j −xi,j

xmax
j −xmin

j
(2)

After undergoing the standardization process, all six standardized indicators have a
positive impact on stock financial characteristics. In the second step, a weighted average
approach is used to calculate the stock scores. The indicators PE, PB, PS, ROE, PM, and IN
are assigned weights of 0.15, 0.15, 0.15, 0.3, 0.15, and 0.1, respectively. The standardized
indicator values and scores for some stocks are illustrated in Table 1.

Table 1. Indicators and Scores for a Subset of Stocks.

CODE PE PB PS ROE PM IN SCORE

000820 0.4385 0.9855 0.9970 1.0000 1.0000 0.0133 0.8145
300226 0.4337 0.9983 1.0000 0.7974 0.3132 0.3378 0.6848
600755 0.4362 0.9999 1.0000 0.7973 0.3133 0.2616 0.6777

2.3. Data Preprocessing

The raw stock historical trading data features are high-dimensional, which could
potentially contain noise and redundant information. Not all features are equally important
for stock prediction. Therefore, this paper extracts stock technical factors to select important

www.eastmoney.com
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features with predictive capability. This aids in enhancing the model’s efficiency and gener-
alization ability. We computed a series of 16 technical factors for each stock, as summarized
in Table 2. Details of these factors can be found in the Supplementary Information.

Table 2. Summary of technical indicators.

Technical Indicators Abbreviation

Moving average (5) MA (5)
Moving average (30) MA (30)
Moving average (60) MA (60)
Exponential moving average (5) EMA (5)
Exponential moving average (30) EMA (30)
Exponential moving average (60) EMA (60)
Moving average convergence/divergence (6, 15, 6) MACD (6, 15, 6)
Moving average convergence/divergence (12, 26, 9) MACD (12, 26, 9)
Moving average convergence/divergence (30, 60, 30) MACD (30, 60, 30)
Relative strength index (14) RSI (14)
Williams’ %R (14) WILLR (14)
Momentum index (14) MOM (14)
Chande momentum oscillator (14) CMO (14)
Ultimate oscillator (7, 14, 28) ULTOSC (7, 14, 28)
On balance volume OBV
Chaikin A/D oscillator (3, 10) ADOSC (3, 10)

For the collected news data, a data cleaning process is carried out, which involves the
removal of special characters. Text sequences need to be tokenized before being input to
the model. We build a corpus and vocab with the sequences. Each sequence is denoted as
an embedding Ei = {a1, a2, . . . , aL}, where ai ∈ Rd is the d-dimensional embedding of the
i− th token, and L is the length of the sequence.

In the above section, after conducting fundamental analysis, we obtained fundamental
scores for each stock. Using a threshold of 0.65, we preliminarily filtered high-quality
stocks, resulting in 4129 stocks. Technical factors are used as basic features and stock price
changes as prediction targets. A time-series dataset of stock technical factors is created
using a sliding window approach. A time window Tw is set so that for day t (t > Tw), and
the technical factor features from the past days equal to the window size are taken as the
time-series features for day t. The prediction target was whether the stock would rise on
the t + 2 day, i.e., calculating the difference between day t + 2 and t− 1. If the difference is
greater than 0, it indicates a rise, and the label is set to 1. Otherwise, it indicates a fall, and
the label is set to 0. Using the stock’s rise or fall on the t + 2 day instead of the t day as the
target takes into account considerations such as trading execution delay, data availability,
and avoiding short-term market noise.

2.4. Deep Hybrid Model
2.4.1. News Representation and Sentiment Analysis

The objective of sentiment analysis on news is to obtain sentiment scores and semantic
representations. The sentiment scores will be further utilized for stock screening, while
the semantic representations will serve as input features for constructing the subsequent
deep-learning-based quantitative investment model. Unlike previous methods that focused
solely on sentiment analysis of news headlines, we comprehensively consider both the
headlines and the content. In general, sentiment analysis on news consists of two steps:
first, news content summarization; second, news representation and sentiment analysis.

Stock news headlines usually provide a brief overview, while news content can offer
more comprehensive information. Therefore, in the first step, we utilize state-of-the-art
natural language processing (NLP) methods to summarize news content. We employ
Randeng-Pegasus [48], which is a large-scale pretrained semantic model specialized in
generating text summaries. It is fine-tuned on a dataset comprising around 4 million sam-
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ples from seven Chinese domains for text summarization based on the Pegasus-large [49]
model. Compared to traditional extractive summarization methods, Randeng-Pegasus can
generate novel and coherent summary content. The model’s architecture is illustrated in
Figure 2.

Electronics 2023, 12, x FOR PEER REVIEW 7 of 19 
 

 

fine-tuned, it is subjected to end-to-end transfer learning on the collected stock news text 
dataset from the Chinese stock market to perform sentiment analysis. This process is con-
sistent with the flow illustrated in Figure 2. 

 
Figure 2. Fine-tuning process and examples of sentiment analysis. The model takes preprocessed 
text sequences as input and outputs probabilities of positive/negative sentiment. If the probability 
of positive sentiment is greater than 0.5, it is considered positive. 

2.4.2. Stock Prediction Model 
The two main characteristics of stock time-series signals are temporality and se-

quence nature, similar to text sequence data in NLP. This paper selects representative se-
quence models, LSTM [27] and Transformer, to model stock signals. LSTM models are 
adept at learning temporal trends and perform well on moderate-sized datasets. They 
have a smaller number of parameters and better generalization capability. On the other 
hand, the Transformer model employs self-attention mechanisms to capture correlations 
within input sequences and it is capable of capturing long-range dependencies in se-
quences. The choice of these two models is based on the following considerations: first, 
both of them excel at handling time-series signals, making them well suited for stock sig-
nal modeling. LSTM is effective at capturing and modeling long-term dependencies in 
stock time series data, whereas Transformer’s self-attention mechanism allows the model 
to simultaneously consider the entire sequence while flexibly focusing on patterns and 
relationships at different time scales. Second, previous related studies [25,41,43] have 
shown that these models demonstrate great performance in finance or stock market pre-
diction tasks, making them suitable for quantitative investment. The two models have 
their own strengths and weaknesses. By contrasting them, we aim to explore the effective-
ness of sequence models in quantitative investment. 

LSTM units consist of three types of gates: input gate, forget gate, and output gate. 
Figure 3 illustrates the operation of an LSTM unit at time t. Here, 𝑋௧ and 𝑌௧ represent the 
current input and output, ℎ௧ିଵ and ℎ௧ are the previous and current hidden states, and 𝐶௧ିଵ and 𝐶௧ are the previous and current cell states, respectively. The hidden state serves 
as an encoding of information learned from previous input sequences, while the cell state 
is a crucial component responsible for storing information extracted from past inputs. The 
forget gate determines how much information from the previous time step’s cell state is 
retained in the current time step, The formula of the forget gate is as follows: 𝑓௧ = 𝜎൫𝑊௙ ⋅ (ℎ௧ିଵ, 𝑥௧) + 𝑏௙൯  (5)

The input gate determines how much of the current model’s input vector is stored in 
the current state of the unit. The calculation involves three steps: 
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Transformer has exhibited outstanding performance in many research fields. Its
encoder consists of multiple layers, each of which is further composed of two sub-layers:
multi-head self-attention mechanism, and position-wise fully connected feed-forward
network. Multi-head attention allows the model to jointly attend to information from
different representation subspaces at different positions [50]:

MultiHead(Q, K, V) = Concat(head1, . . . , head1)WO (3)

where single-head scaled dot-product attention is computed as:

headi = Attention
(

QWQ
i , KWK

i , VWV
i

)
= so f tmax

(
QKT√

di

)
V (4)

where the projections are parameter matrices WQ
i ∈ Rd1×d2 , WK

i ∈ Rd1×d2 , WV
i ∈ Rd1×d2 ,

and WQ ∈ Rd1×d2 . In addition to the same two sub-layers in the encoder layer, the Trans-
former decoder layer inserts a third sub-layer, which performs masked multi-head attention.
In this work, similarly to [48], we employ N = 16 identical layers and h = 16 heads; for
each of these, we use dq = dk = dv = dmodel/h = 64 to build Transformer encoder and
decoder. After tokenization, the news contents are input into the Randeng-Pegasus model
to obtain summarized contents.

In the second step, we consider both news titles and summarized content to represent
news content and predict news sentiment polarity. Traditional word vector methods [38,51]
have been widely used in sentiment analysis on news in previous research. However, these
methods have limitations in weak contextual recognition and limited ability to represent
semantic relationships. In this study, we follow a new paradigm in the field of NLP known
as transfer learning, where a large language model is pretrained on a large corpus and
then fine-tuned on specific tasks to achieve better performance. Specifically, we use a
pretrained ALBERT (A Lite BERT) [52], a Chinese sentiment prediction model. It is then
fine-tuned on the ChnSentiCorp (Chinese Sentiment Corpus) dataset to enhance its ability
to predict sentiment in Chinese news. Finally, the concatenated texts consisting of news
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headlines and content summaries are input into the fine-tuned ALBERT model to obtain
news representations and predict their sentiment polarities.

ALBERT is a lightweight version of the BERT [53] model. The pretrained ALBERT
model used in this study is built based on an open-source model available on Huggingface.
ALBERT utilizes a Transformer encoder to extract information, with parameters set as
N = 12, h = 12, dq = dk = dv = 64. ChnSentiCorp contains a large number of Chinese
text samples with corresponding binary sentiment labels. The dataset encompasses texts
from various sources like news, covering different domains and topics. The process and an
example of fine-tuning the ALBERT model on the ChnSentiCorp dataset are illustrated in
Figure 2. Tokenized text sequences are input into the pretrained ALBERT model to obtain
sentence representations. After passing through a fully connected layer with a dimension of
384, the model outputs binary sentiment categories. Once the ALBERT model is fine-tuned,
it is subjected to end-to-end transfer learning on the collected stock news text dataset from
the Chinese stock market to perform sentiment analysis. This process is consistent with the
flow illustrated in Figure 2.

2.4.2. Stock Prediction Model

The two main characteristics of stock time-series signals are temporality and sequence
nature, similar to text sequence data in NLP. This paper selects representative sequence
models, LSTM [27] and Transformer, to model stock signals. LSTM models are adept
at learning temporal trends and perform well on moderate-sized datasets. They have a
smaller number of parameters and better generalization capability. On the other hand,
the Transformer model employs self-attention mechanisms to capture correlations within
input sequences and it is capable of capturing long-range dependencies in sequences. The
choice of these two models is based on the following considerations: first, both of them
excel at handling time-series signals, making them well suited for stock signal modeling.
LSTM is effective at capturing and modeling long-term dependencies in stock time series
data, whereas Transformer’s self-attention mechanism allows the model to simultane-
ously consider the entire sequence while flexibly focusing on patterns and relationships
at different time scales. Second, previous related studies [25,41,43] have shown that these
models demonstrate great performance in finance or stock market prediction tasks, making
them suitable for quantitative investment. The two models have their own strengths and
weaknesses. By contrasting them, we aim to explore the effectiveness of sequence models
in quantitative investment.

LSTM units consist of three types of gates: input gate, forget gate, and output gate.
Figure 3 illustrates the operation of an LSTM unit at time t. Here, Xt and Yt represent the
current input and output, ht−1 and ht are the previous and current hidden states, and Ct−1
and Ct are the previous and current cell states, respectively. The hidden state serves as
an encoding of information learned from previous input sequences, while the cell state is
a crucial component responsible for storing information extracted from past inputs. The
forget gate determines how much information from the previous time step’s cell state is
retained in the current time step, The formula of the forget gate is as follows:

ft = σ
(

W f · (ht−1, xt) + b f

)
(5)

The input gate determines how much of the current model’s input vector is stored in
the current state of the unit. The calculation involves three steps:

it = σ(Wi · (ht−1, xt) + bi) (6)

C̃t = tanh(Wc · (ht−1, xt) + bc) (7)

Ct = ftCt−1 + itC̃t (8)
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The output gate determines how much information from the current unit is output to
the model’s output. The calculation formula for the output gate is as follows:

ot = σ(Wo · (ht−1, xt) + bo) (9)

ht = ot · tanh(Ct) (10)

where σ is a sigmoid function, W f , Wi, Wc, Wo are weight matrices in neurons, and b f , bi, bc, bo
are bias terms.
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We employ a modified LSTM with two layers to model the stock time-series signals,
with the hidden dimension of each layer set to 32. The fused global features of technical
factors and semantic representations are used as model inputs. To balance the importance of
the two types of features, their dimensions are unified. First, the 384-dimensional semantic
representations are projected to the same 16 dimensions as the technical factors through
a fully connected layer. Then, the two types of features are concatenated in the feature
dimension to obtain 32-dimensional global features. The framework of using LSTM to
predict stock changes is illustrated in Figure 1b.

In addition, as a comparison, a modified Transformer is also utilized, with parameters
set as T = 64, N = 6, h = 8, dq = dk = dv = dmodel/dk = 64. The parameter choices for the
two deep learning models are shown in Supplementary Table S2.

2.4.3. Trading Strategy

We propose a simple and effective trading strategy consisting of two main components:
a momentum rotation trading strategy for capturing short-term price trends and a profit-
taking and stop-loss strategy for risk management and preserving gains. The trading
strategy can be outlined in five steps:

1. Select the top 50 stocks with the highest prediction accuracy from the validation set.
2. Calculate the momentum of these selected stocks for momentum rotation trading.

Here, momentum is defined as the slope of the 20-day closing price series. The slope
for each day is computed by fitting a linear regression to the 20-day closing price
sequence using the formula:

close = β ∗ x + ε (11)

3. Sort the slopes and select the top 60% of stocks to form a portfolio. The deep learning
model is then used to predict whether the price will rise on the Tw + 2 day. If a stock
is predicted to rise, it is bought.
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4. For stocks held in the portfolio, if the deep learning model predicts a price decrease,
the stock is sold.

5. Implement profit-taking and stop-loss strategies. Stocks are sold if their returns exceed
22% or if their prices decline by 8%.

2.4.4. Backtesting Evaluation Metrics

This study employs the annualized return rate and the maximum drawdown rate as
evaluation metrics for backtesting the trading strategy. The annualized return rate (ARR)
quantifies the actual gains of investing in an asset into an annualized measure of returns.
It reflects the realized returns obtained from investing in an asset over the course of one
year. Assuming an investor holds the asset for a period of Tp terms, with an achieved or
expected return rate of RTp , and there are m individual periods within a year, the formula
to calculate the ARR for the asset is as follows:

ARR =

[
(1 + RTp)

1
Tp − 1

]
×m (12)

In practical applications, maximum drawdown (MDD) is frequently utilized to assess
the performance of investments. It signifies the magnitude of decline from the peak to the
trough of an asset’s value within the time interval

(
0, Tp

)
, representing the maximum drop.

The mathematical formula for calculating the MDD is as follows:

MDD
(
Tp
)
= max

τ∈(0,Tp)
D(τ) = max

τ∈(0,Tp)

[
max

τ∈(0,Tp)
Pt − Pτ

]
(13)

The corresponding maximum drawdown rate (MDR) is defined as:

MDR
(
Tp
)
= max

τ∈(0,Tp)
d(τ) =

MDD(Tp)
maxt∈(0,Tp)Pt (14)

3. Results and Discussion
3.1. News Sentiment Analysis

After fine-tuning, the ALBERT model exhibits a significant enhancement in its predic-
tive ability for sentiment polarity, resulting in precise sentiment prediction and compre-
hensive semantic representations for stock news. The process of model fine-tuning and
its performance are detailed in the Supplementary Information. Utilizing the fine-tuned
ALBERT model, sentiment analysis is performed end to end on the collected stock news
data. Among the 4129 stocks selected after fundamental analysis, the sentiment polarity
of each news article in their training and validation sets is predicted. The proportion of
positive news is then calculated, constituting the sentiment score. By ranking stocks based
on their sentiment scores and setting a threshold of 0.7, stocks with a proportion of positive
news exceeding the threshold are retained. Ultimately, after the threshold-based selection,
577 stocks remain.

To investigate the impact of introducing news content summaries on sentiment polarity
prediction, two control groups are constructed: the Title group and the Title + Content
group. Table 3 presents the proportions of positive news under different threshold values
for these two groups. Notably, the Title + Content group exhibits a lower proportion
than the Title group. One possible explanation is that stock news headlines often employ
attention-grabbing language and tend to be sensationalized, whereas news content is
generally more objective in sentiment. Consequently, the integration of both title and
content summary results in a decrease in the proportion of positive news. This reflects
the supplementary role of content to title information, and its importance for objective
evaluation of polarity. Statistics by stock board are shown in Figure 4. For all four boards,
the Title + Content groups have lower positive news ratios than the Title groups, with SME
board having the highest positive news ratios overall.
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Table 3. Statistics of the proportion of predicted positive sentiment news for different groups.

Threshold Title Title + Content

0.9 9.7% 1.6%
0.8 22.9% 6.2%
0.7 39.7% 15.7%
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3.2. Stock Prediction Performance

The above results analyze the importance of news content in fully reflecting news
information from a statistical perspective. To further investigate the role of news informa-
tion and the impact of incorporating news content, we set up three controlled experiments:
Vanilla, Title, and Title + Content. Accordingly, the features for the three groups are techni-
cal factors only, technical factors + news title semantic representations, and technical factors
+ fused semantic representations from news titles and summarized content. For both the
LSTM and Transformer models, stock rise/fall prediction is performed with models trained
on the three groups separately. Figure 5 shows the average loss and accuracy curves on the
training and validation sets of the two models across the three controlled groups. It can be
observed that after 30 rounds of training, the models have mostly converged. There are
slight performance improvements in subsequent rounds before oscillating within a range.
This indicates the models are not overfitting and have generalization capability. Complete
convergence is achieved at around 150 rounds.

Evaluation metrics AUC and Recall are used to assess model performance. Table 4
shows the results of the two models on the 50 stocks with the highest validation accuracy.
Under both metrics, LSTM consistently demonstrates significantly better performance over
Transformer. Specifically, after introducing semantic representations of news titles and
summaries to the technical factor features, the AUC of LSTM and Transformer improved
from 83.19% and 70.79% to 85.43% and 78.16%, representing increases of 2.70% and 10.41%,
respectively. Their Recall metrics also had significant improvements of 23.95% and 16.57%,
reaching 80.94% and 65.02%, respectively. It can also be observed that the Title groups
generally outperform the Vanilla groups, except for a minor decrease in LSTM’s AUC from
83.19% to 82.69%. This indicates that incorporating news title information alone can also
improve prediction accuracy to some extent.
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Table 4. Evaluation results of stock changes prediction on the validation set.

Group

Model LSTM Transformer

AUC Recall AUC Recall
Vanilla 83.19% 65.30% 70.79% 55.78%

Title 82.69% 77.67% 72.80% 59.64%
Title + Content 85.43% 80.94% 78.16% 65.02%

3.3. Backtesting Evaluation

To evaluate the effectiveness of the investment strategy, we applied the strategy to the
test set to simulate its past performance. In this study, we utilized an initial capital of CNY
100,000 and incurred a transaction fee of 0.025% for backtesting. The backtesting results for
the LSTM and Transformer models under three control groups are presented in Figure 6.
The results indicate that for both models, when incorporating news titles and summarized
contents as knowledge enhancement, the strategy achieved the maximum returns. In this
scenario, the ARR of both models significantly increased, from 16.1% and 13.59% to 32.06%
and 26.98%, respectively. Furthermore, the LSTM model yielded higher overall returns,
reaching 32.06%, whereas the Transformer model exhibited lower maximum drawdown,
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indicating more stable returns and reduced risk. This highlights the distinct strengths and
weaknesses of the two models. The backtesting evaluation results align with the models’
ability to predict stock price trends. Notably, the inclusion of only news title sentiment
representation also led to a significant increase in the ARR. However, it was accompanied
by an increase in the MDR. This suggests that while news titles can provide Supplementary
Information, their content might be limited and biased because of their subjective emotional
tone, potentially leading to model instability. In contrast, the comprehensive improvement
brought by incorporating both news titles and content summaries reflects the objective
information provided by content summaries. This not only further supplements various
aspects of stock information but also enhances model robustness and noise resistance
through its objective sentiment.
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with max drawdown rate.

Figure 7 shows the dynamic changes of annualized return and maximum drawdown
over trading time during backtesting in more detail. In each subfigure, the blue, red,
and yellow curves at the top, middle, and bottom positions represent the cumulative
return curve, drawdown curve, and daily return curve, respectively. Among them, the
cumulative return curve reflects the dynamic changes in the long-term returns of the
investment strategy, while the drawdown curve and daily return curve depict the short-
term performance on the current trading day. It can be observed that the profits and losses
of stock investment are constantly fluctuating. The annualized return may start to decrease
after reaching a historical peak at some point, then enter fluctuation again. Furthermore,
our quantitative investment approach is compared against the CSI 300 index, with the
results shown in Figure 8. In each subfigure, the blue and yellow curves represent the
cumulative returns of our approach and the baseline, respectively. The results indicate that
the proposed approach significantly outperforms the baseline, proving its practical value.
This affirms its potential to provide guidance for investors’ investments and to yield actual
returns.
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3.4. Backtesting on Separate Markets

The above backtesting evaluation results are estimated across the entire Chinese stock
market, which includes two separate stock exchanges, SZSE and SSE. To test the robustness
and generalizability of our model, we divided the collected stock data into two subsets,
applied our methodology to guide quantitative investments, and conducted backtesting
evaluations separately. The results of the backtesting on these two independent stock
exchanges are presented in Tables 5 and 6. Our model consistently delivered significant
returns for investors with relatively low maximum drawdown rates, reaching 32.49% and
29.92% of ARR on the two markets, respectively. It is noticeable that for both the LSTM and
Transformer models, the ARR of the Title control group is higher than that of the Vanilla
group, which utilizes only technical indicators. However, the maximum drawdown rate is
also higher. In contrast, the Title + Content control group achieved the best performance
on both evaluation metrics. This indicates that the integration of news titles alone is
insufficient for modeling, and summarized news contents can provide a more objective
and comprehensive view of news, helping to capture price patterns more effectively. These
findings are consistent with the results above on the entire Chinese stock market. The
results from the independent SZSE and SSE markets collectively demonstrate that our
model can perform effectively in different stock markets, confirming its robustness and
generalizability.

Table 5. Backtesting performance on Shenzhen Stock Exchange (SZSE).

Group
LSTM Transformer

ARR MDR ARR MDR

Vanilla 17.56% 11.19% 15.02% 5.95%
Title 21.66% 7.29% 21.33% 6.27%

Title + Content 32.49% 4.04% 27.29% 3.63%

Table 6. Backtesting performance on Shanghai Stock Exchange (SSE).

Group
LSTM Transformer

ARR MDR ARR MDR

Vanilla 18.95% 21.18% 15.41% 6.45%
Title 24.04% 22.55% 19.89% 7.36%

Title + Content 29.92% 5.46% 26.24% 4.14%

3.5. Performance Comparison with Baselines

To further evaluate the robustness and generalizability of our proposed methods, we
conducted an extensive empirical and analytical comparison with established baselines.
Specifically, a deep-learning-based strategy (RNN [28]), a machine-learning-based strategy
(XGBoost [54]), and four traditional quantitative methods are included. RNN (recurrent
neural network) is a neural network well suited for processing sequential data, while
XGBoost is an efficient gradient-boosting decision tree model. For both methods, we
adopted identical trading strategies as our proposed approach for a fair comparison. The
four traditional quantitative methods are mean reversion strategy [55], linear regression on
fundamental analysis, linear regression on technical indicators, and AIRMA. Among them,
the mean reversion strategy assumes that asset prices tend to revert to their long-term mean
and utilizes the moving average of the logarithmic returns over the past 60 days as a trading
signal. The linear regression models fit regressions on the five fundamental indicators and
the 16 technical indicators described in the Methods section, respectively. As for ARIMA,
the autoregressive integrated moving average (ARIMA) model, a commonly used time-
series forecasting model, is employed to predict stock price movements based on technical
indicators. The backtesting performance comparison between our proposed method and
the baselines is presented in Table 7. Notably, our strategy significantly outperformed all
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baselines, demonstrating the effectiveness of our approach and its applicability in a broader
spectrum of quantitative investment scenarios.

Table 7. Backtesting performance comparison.

Strategy ARR MDR

Our strategy 32.06% 5.81%
Deep-learning-based strategy (RNN) 29.11% 11.68%

Machine-learning-based strategy (XGBoost) 12.92% 5.92%

Traditional quant
strategy

Mean reversion [55] 2.58% 85.07%
Fundamental analysis (LR) [18] 6.26% 36.65%
Technical indicators (LR) [18] 7.65% 4.01%

ARIMA [44] 7.80% 6.79%

From our perspective, the superior performance of our method primarily stems from
the following differences and enhancements compared to other approaches. The first is
objective and thorough stock screening and preprocessing. Unlike other methods that
determine target stocks for quantitative investment via manually subjective selection,
our method screens candidate stocks through ranking based on scores from fundamental
analysis and sentiment analysis. This objective manner simultaneously leverages the
domain knowledge from economics theory and the practical sentiments information from
stock news. The second is sentiment analysis and representation using state-of-the-art NLP
techniques. A large pretrained generative language model is utilized to obtain meaningful
extractions from raw news contents, and a fine-tuned variant of ALBERT is employed
as the sentiment encoder. The third is comprehensive extraction and utilization of news
information. In contrast to the majority of other methods that only consider news titles,
our approach innovatively integrates both news titles and summarized news content
from the summarization model, effectively capturing extensive information within the
news. The fourth is integration of extensive heterogeneous stock information. Different
from traditional quantitative strategies that mainly rely on historical data and technical
indicators, our model integrates both technical indicators and comprehensive sentiment
embeddings. The fifth is a novel effective quantitative framework based on deep learning
models. Our hybrid framework effectively incorporates a news content summarization
model (Pegasus), a news sentiment analysis model (ALBERT), and a stock movement
prediction model (LSTM/Transformer). These advanced deep-learning-based models
enable our framework with outstanding capabilities to accurately guide trading decisions
in quantitative investment. The above discussion collectively illustrates how our model fits
into the broader landscape of quantitative investment strategies.

3.6. Effectiveness of News Sentiment

In the backtesting results depicted in Figure 6, our proposed method, which incorpo-
rates sentiment embeddings from both news titles and summarized content, significantly
surpassed its counterpart without using these embeddings. This indicates that the integra-
tion of news sentiment facilitates modeling quantitative investment. However, the choice
regarding which other forms of data to integrate and how to effectively integrate them are
two interesting questions to be investigated.

Social media sentiment has been found useful in some studies [41,43]. Therefore,
the representativeness of news sentiment and social media sentiment are compared. We
introduced social media sentiment separately into the Indicators (Vanilla) and Indicators
+ News (Title + Content) control groups, forming the Indicators + Media and Indicators
+ News + Media groups, respectively. The backtesting evaluation results for these four
groups are presented in Figure 9. Compared to the Indicators group, the Indicators +
Media group showed a slight improvement in ARR from 16.10% to 16.34%, but also
an increase in MDR from 15.84% to 24.45%, suggesting that the introduction of social
media sentiment provided relatively limited effective information. After adding social
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media sentiment to the Indicators + News group, the backtesting performance degraded,
with ARR decreasing from 32.06% to 21.88% and MDR increasing from 5.81% to 17.90%.
Both the comparisons collectively indicate that news sentiment better reflects the overall
market sentiment trend than social media sentiment, thus validating the effectiveness and
reliability of the comprehensive news sentiment integration in our method. Note that these
discussions represent a preliminary exploration of integrating other forms of sentiment
data. More systematic research is required to answer the questions.
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4. Conclusions

In recent years, with the advancement of computer technology, especially machine
learning and deep learning techniques, quantitative investment has become increasingly
significant in the financial markets. However, due to the intricate factors influencing the
stock market, achieving accurate quantitative investment has remained a challenging task.
The majority of current quantitative investment methods primarily model historical stock
trading data, neglecting the rich information embedded in real-world stock market news
reports. Moreover, existing methods that consider news merely conduct sentiment analysis
on news headlines without thoroughly extracting information from the content.

This paper introduces a novel stock investment approach based on a deep hybrid
model. To the best of our knowledge, we are the first to propose simultaneously taking into
account both news headlines and news content summaries to extract textual sentiment and
representations. The obtained comprehensive sentiment representations, merged with the
technical factors extracted from historical trading data, form a global feature. We employ
deep learning models, LSTM and Transformer, for modeling stock price changes, allowing
for a controlled exploration of the application effectiveness of different series models in
stock data. Momentum trading and stop-loss strategies are incorporated to assist the model
in predicting stock price directions. Empirical experiments conducted on over 4000 stocks
in the entire Chinese stock market demonstrate that our deep hybrid model can accurately
and steadily predict stock rises and falls, providing rational and comprehensive investment
guidance for investors. Ablation experiments indicate that the incorporation of objective
sentiment from news content summaries enhances the model’s robustness and noise re-
sistance. With technical factors as basic features, introducing semantic representations of
news titles and summaries significantly improves backtesting performance. Specifically,
the LSTM model achieves an ARR of 32.06% and an MDR of 5.81%, while the Transformer
achieves 26.98% ARR and 5.24% MDR. These results markedly outperform the CSI 300
index, proving the practical value of our proposed quantitative investment approach in
providing guidance for investors’ strategy making and delivering effective and stable
returns. The outstanding backtesting performances of our model on the two separate stock
exchanges, SZSE and SSE, demonstrate the robustness and generalizability of our model.
Additionally, the comparison with numerous other approaches highlights the differences
and enhancements of our method, revealing its applicability in a broader spectrum of



Electronics 2023, 12, 3960 17 of 19

quantitative investment scenarios. Finally, the representativeness and reliability of news
sentiment is further validated through comparison with social media sentiment.

The limitation of this study is that the way employed to combine technical indicators
and sentiment representations is direct concatenation, which may not be the most efficient
way for fusing such heterogeneous information. Future work will focus on studying
more effective fusion approaches for technical factors and news semantic representations,
which could further enable mutual enhancement and complementarity between the two
information sources for better modeling and trading strategy formulation. Improving the
selection and creation of technical factors is also an interesting research direction.
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