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Abstract: The rapid development of sixth-generation (6G) mobile broadband networks and Internet
of Things (IoT) applications has led to significant increases in data transmission and processing,
resulting in severe traffic congestion. To better allocate network resources, predicting network traffic
has become crucial. However, satellite networks face global imbalances in IoT traffic demand, with
substantial variations in satellite density and load distribution within the same constellation. These
disparities render traditional traffic prediction algorithms inadequate for dynamically changing
satellite network topologies. This paper thoroughly examines the impact of adaptive time stepping
on the prediction of dynamic traffic load. Particularly, we propose a high-speed traffic prediction
method that employs machine learning and recurrent neural networks over the 6G Space Air Ground
Integration Network (SAGIN) structure. In our proposed method, we first investigate a variable
step size-normalized least mean square (VSS-NLMS) adaptive prediction method for transforming
time series prediction datasets. Then, we propose an adaptive time stepping-Gated Recurrent Unit
(ATS-GRU) algorithm for real-time network traffic prediction. Finally, we compare the prediction
accuracy of the ATS-GRU algorithm with that of the fixed time stepping-Gated Recurrent Unit (FTS-
GRU) algorithm and compared the prediction results of three different step sizes (FSS, VSS, and ATS)
based on normalized least mean square (NLMS). Numerical results demonstrate that our proposed
scheme can automatically choose a suitable time stepping to track and predict the traffic load curve
with acceptable accuracy and reasonable computational complexity, as its time stepping dynamically
adjusts with the traffic.

Keywords: satellite network; dynamic traffic load prediction; adaptive time stepping (ATS); Gate
Recurrent Unit (GRU); machine learning

1. Introduction

As the global mobile industry progresses towards the era of 6G networks, satellite
networks are increasingly emerging as a primary competitive technology for delivering
ubiquitous communication services worldwide. These satellite networks serve as a valuable
complement to terrestrial infrastructure, offering an extensive coverage area and ensuring
system fault tolerance. This resilience enables users to maintain connectivity in remote regions
or during natural disasters when terrestrial communication may be unavailable. Additionally,
satellite networks facilitate the integration of cutting-edge technologies such as Artificial
Intelligence, IoT, Big Data, and others, enabling the provision of a diverse range of services.
When compared to Wi-Fi, Bluetooth, and traditional cellular networks, satellite networks
possess distinct advantages for remote facility monitoring and real-time asset management
across vast geographical expanses. Currently, satellite communication networks have found
application in global communication, high-precision navigation and positioning (e.g., Bei Dou
Navigation Satellite System), remote sensing, and various other scenarios. These applications
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serve as compelling evidence of the effectiveness and full capability of utilizing satellite
networks for communication and data transmission interactions.

In satellite networks, an ingress satellite gathers data from terminals and forwards
it to destination terminals through egress satellites. Satellite networks offer a convenient
solution for terminal devices located in remote areas lacking stable terrestrial broadband
infrastructure, granting them easy access to the cloud. Likewise, cloud operators can effort-
lessly distribute new configurations and tasks to distributed terminal devices, regardless
of location or time [1]. Efficient data transmission in satellite networks relies heavily on
an effective routing scheme. Nevertheless, on a global scale, traffic requirements within
satellite networks are often unevenly distributed. Satellites covering developed regions
generally handle heavier traffic loads compared to those covering underdeveloped areas,
oceans, or mountainous regions [2]. Furthermore, when traditional shortest path routing
algorithms are employed, irregular constellation structures and varying inter-satellite link
(ISL) lengths can lead to traffic congestion in specific areas. Furthermore, the issues related
to communication performance, energy efficiency, and security in integrated satellite and
ground terminal networks have also sparked discussions among scholars [3–5]. Given the
limited bandwidth resources typically available from satellites, these factors can quickly
result in severe congestion and significant packet drops in certain satellites while leaving
others underutilized. Hence, the implementation of rational and effective resource alloca-
tion mechanisms, taking into account satellite bandwidth resources and dynamic traffic
demands, becomes crucial for meeting user service requirements. Resource allocation
directly impacts the operational costs of satellite networks and the user experience of IoT
devices. An irrational allocation of resources not only increases communication network
operating costs but can also lead to substantial energy wastage. Accurately predicting
network traffic trends offers an insightful representation of shifting service demands. The
precision of prediction outcomes is paramount for achieving a well-balanced allocation
of network resources, optimizing the distribution of existing satellite resources, and effi-
ciently offloading computing tasks [6,7]. Consequently, establishing a high-precision traffic
prediction model for satellite networks holds significant practical importance.

Analyzing the distribution and forecasting the demand for communication traffic
to guide the allocation of communication resources has consistently been a significant
research area [1]. Traditional approaches for wireless traffic prediction have typically relied
on manual and statistical methods. However, these conventional traffic prediction methods
are no longer suitable for satellite networks like SAGIN due to their dynamic changes in
topology and link status. Recently, emerging machine learning (ML) technologies have
displayed remarkable advantages in optimizing dynamic routing. ML enables the real-time
perception of dynamic network traffic conditions, facilitating on-the-fly adjustments to
network routing policies.

Looking ahead, artificial intelligence is poised to become an intrinsic feature of 6G
networks. AI-based traffic prediction models can autonomously extract various features
from wireless data and use them comprehensively for precise real-time wireless traffic
predictions. In the context of 6G satellite networks, this AI integration enables enhanced
network autonomy and intelligence, leading to intelligent operation and maintenance
management of terminal devices, network routing policies, and efficient automated service
deployments [8,9]. The evolution toward an intelligent network underscores the impor-
tance of traffic analysis and precise demand forecasting. Anticipating user demands in
advance enables the network to allocate resources more efficiently, ensuring swift resource
distribution among users contending for these resources.

The remainder of this paper is structured as follows. Section 2 provides an overview
of related works closely aligned with our research objectives. In Section 3, we present a
business load prediction model for 6G satellite networks, taking SAGIN as an illustrative
example. Section 4 delves into traffic load prediction methodologies employing adaptive
time stepping (ATS), incorporating machine learning and recurrent neural network (RNN)
techniques. Within this section, we introduce the ATS-NLMS adaptive prediction method,
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which serves to transform time series prediction datasets, and the ATS-GRU algorithm for
real-time network traffic prediction. Section 5 is dedicated to the presentation of simulations
and an analysis of the obtained results. Finally, Section 6 concludes the full text.

2. Related Works

In recent years, research into traffic allocation methods has undergone a shift from
static allocation approaches to predictive dynamic allocation methods. Effectively and
rapidly predicting future network traffic, whether in the short term or long term, has
emerged as a critical aspect of traffic planning in satellite communication networks [10].
Conventional models like autoregressive (AR), moving average (MA), autoregressive mov-
ing average (ARMA), and autoregressive integrated moving average (ARIMA) models are
limited in their ability to capture only short-term traffic correlations. With the continuous in-
tegration of technologies such as neural networks and support vector machines, prediction
models based on machine learning algorithms have surfaced. These encompass artificial
neural networks, least squares support vector machines (LSSVM), and extreme learning ma-
chines (ELM), among others [11]. However, these algorithms have faced challenges related
to the absence of temporal correlation consideration in time series data, limited prediction
accuracy, and ineffective prediction of satellite network traffic [12]. Given the intensive
research into machine learning techniques, recent efforts have explored the application of
machine learning and deep learning algorithms for predicting satellite network traffic.

Li N, Hong Z J, L. Yang, etc., in [13–17] collectively addressed the challenge of net-
work traffic prediction within satellite networks. Among these studies, with the exception
of [14], the adoption of Gated Recurrent Unit (GRU) models has demonstrated superior
prediction performance compared to other algorithms such as ARIMA, FARIMA, Sup-
port Vector Regression (SVR), Random Forest, and traditional recurrent neural networks
(RNNs), among others. To address the issue of limited online traffic data availability,
ref. [13] employs a transfer learning approach in conjunction with the GRU neural network
traffic prediction algorithm, resulting in precise predictions of satellite network traffic.
Additionally, ref. [15] introduces an attention mechanism to enhance the autocorrelation by
combining it with the GRU neural network, thereby enhancing prediction accuracy. The
Long Short-Term Memory (LSTM) model in [17] balances the influence of different input
components on the output by incorporating an attention mechanism. Furthermore, in order
to incorporate spatial characteristics into the analysis, ref. [16] combines GRU with Graph
Convolutional Networks (GCNs), utilizing GCN for preprocessing to extract link features
for subsequent training.

In [18], the author presents a kernel least mean square algorithm (KLMS) with adap-
tive step length and adaptive kernel width, which maps the nonlinear data from low-
dimensional input space to high-dimensional feature space, and the algorithm will adap-
tively adjust the step length and kernel width based on the instantaneous error in the
iterative process, which will provide strong decision support for traffic planning and rout-
ing design in the satellite network. Additionally, in [19], wavelet transform is employed as
a preprocessing step, transforming one-dimensional time series data into three-dimensional
data, which facilitates feature extraction for GRU and ultimately yields superior perfor-
mance compared to RNNs.

As indicated in the preceding discussion, it becomes evident that GRU outperforms
other algorithms when it comes to forecasting time series data, including network traffic.
However, conventional approaches to traffic prediction typically treat data sampling and
prediction as separate entities. Consequently, the sampling process, which frequently
employs a fixed time interval, tends to overlook variations in traffic speed. This can result
in computationally intensive procedures and issues related to prediction accuracy, making
such methods unsuitable for deployment in the context of advanced 6G satellite networks
exemplified by ASIGN. To address these aforementioned challenges, this paper introduces a
novel algorithm named ATS-GRU, which effectively combines adaptive time stepping with
GRU, providing a solution that enhances prediction accuracy and computational efficiency.
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3. Architecture Design
3.1. Satellite Routing

Recently, MLSNs (Multilayered Satellite Networks) have been put forward as a feasible
design for next-generation satellite networks. Hierarchical architecture and many satellite
networks are combined to create MLSNs. A typical bilayer MLSN consists of a low earth
orbit (LEO) constellation and a medium earth orbit (MEO) constellation interconnected by
intersatellite connections (ISLs) to create a mesh or ring topology. Furthermore, interlayer
linkages (ILLs) connect satellites at various levels. Ground-satellite linkages (GSLs) allow
terrestrial users to connect satellites at various levels. By integrating these diverse networks,
we can improve the capacity, dependability, and performance of global communications.
Figure 1 shows a portion of a multilayer satellite network, where GEO, MEO, and LEO
satellites cover the terrestrial gateways. Packets are routed independently to the target
gateway after being delivered to the satellite network across a number of satellite hops,
perhaps in various layers. Routing decisions made in satellite networks are separate from
those in the terrestrial networks.
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Figure 1. Multilayered satellite network.

The satellite network is hierarchically structured to decrease computational complexity
and reduce communication burden across the network. Satellites are organized into groups
and managed by a satellite in the highest tier in this structure. Routing table computations
are performed using a hierarchical structure.

3.2. Traffic Load Prediction

The satellite communication network connects the space and terrestrial networks
by organizing satellites as network nodes. The advancements in on-satellite processing
techniques and inter-satellite communication technologies have greatly increased the ability
of satellites to analyze information autonomously and communicate directly with each other.
To enable information sharing across coverage areas, satellite network routing strategies are
responsible for transmitting and distributing inter-satellite data and providing the required
Quality of Service (QoS) for various services. As a result, research into satellite network
routing strategies is crucial for further advancements in the field.

Routing algorithms for satellite networks have two main aspects: computing paths
with low communication and computation overhead, and adjusting routing choices in real
time with network topology changes. A good routing strategy is essential for transmitting
large volumes of data across satellite networks. Globally, the demand for IoT traffic from
satellite networks is imbalanced, with more traffic in industrialized regions than in less
developed areas, mountains, or seas [20]. However, using the conventional shortest path
routing algorithm may lead to traffic build-up in some regions due to variable inter-satellite
link (ISL) lengths and asymmetric constellation topologies, such as the lowest horizontal
ring [18]. Load-balancing routing techniques have been proposed to address this issue.
These techniques typically employ either a local strategy, where satellites independently
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choose their routes based on local traffic data, or a global strategy, which uses data on
the condition of all traffic globally to make routing decisions from a global perspective.
While neither strategy provides the best performance, they offer different advantages and
disadvantages [21].

Three main methods of performing load balancing based on routing already exist
according to existing technology: source-based, centralized, and distributed load balancing
systems [22]. The distributed load balancing approach operates on the idea that each
satellite independently chooses the best way to transmit data, allowing them to react
quickly to fluctuations in traffic.

Load-balancing routing techniques have another fundamental flaw in that they proac-
tively distribute traffic to avoid congestion while only passively doing load balancing to
alleviate detected congestion. The fact that these systems are created under the assumption
that traffic demand is unknown and random may be an underlying reason for this behavior.

The majority of satellite routing algorithms currently available are based on those
designed for terrestrial networks. Typically, they rely on either the shortest path or the
concept of minimum cost.

Therefore, it is necessary to study and develop dynamic routing to solve the difficulties
encountered in the development of satellite networks. The variation in satellite density
across latitudes and differences in user distribution result in significant load imbalances
within satellite constellations. Further complicating matters, high-load coverage areas
shift rapidly due to the high speed of satellite movement. As a result, traditional routing
algorithms have become increasingly insufficient for the demands of modern satellite
networks.

Demands for information transmission and collection have outstripped the capabilities
of ground-based communication networks. As a result, research on satellite networks has
gained popularity. This is due to their ability to overcome geographical limitations and
provide an inexpensive, stable, and reliable means of communication.

The resolution of inter-satellite routing problems is a prerequisite for utilizing satellite
networks. The performance of routing has a direct impact on all aspects of satellite network
operation, making it imperative to find an effective solution.

3.3. Overview of Architecture Design

Space Air Ground Integration Network (SAGIN), due to its advantages in global
coverage, high dynamism, energy efficiency, and security, has become one of the crucial
application scenarios for traffic load prediction research in 6G satellite networks. As shown
in Figure 2, SAGIN’s traffic prediction system model based on machine learning incorpo-
rates air networks, satellite systems, and ground networks. The space layer consists of
communication satellites distributed across different orbits. The aerial layer consists of
diverse communication devices, including airships and unmanned aerial vehicles (UAVs),
while satellite networks encompass satellites with varying altitudes, classified as GEO,
MEO, and LEO. The ground layer is composed of multiple ground gateways, various
ground communication networks, and numerous end-users with different end devices.
Lower satellites in the network may be obstructed by higher satellites. Satellite networks
are classified as a separate AS (Automatic System). As mentioned in the first and second
sections, different researchers have mostly used scenarios involving low earth orbit satellite
networks, two-tier satellite networks, or other 5G mobile networks for traffic prediction.
These networks typically operate with stationary satellite orbits and predefined coverage
areas, constraining network flexibility and leading to increased communication latency
and diminished real-time performance. However, SAGIN networks are inherently more
complex and dynamic. Multi-tiered components interact in a continuously evolving envi-
ronment. This heightened complexity and ever-changing conditions demand advanced
traffic prediction techniques to effectively manage network resources, a challenge not typi-
cally encountered in conventional satellite networks. Therefore, to achieve load balancing
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across the 6G network system, we present a traffic load prediction model using machine
learning and the SAGIN structure in this study.

Electronics 2023, 12, x FOR PEER REVIEW 6 of 17 
 

 

prediction. These networks typically operate with stationary satellite orbits and prede-
fined coverage areas, constraining network flexibility and leading to increased communi-
cation latency and diminished real-time performance. However, SAGIN networks are in-
herently more complex and dynamic. Multi-tiered components interact in a continuously 
evolving environment. This heightened complexity and ever-changing conditions de-
mand advanced traffic prediction techniques to effectively manage network resources, a 
challenge not typically encountered in conventional satellite networks. Therefore, to 
achieve load balancing across the 6G network system, we present a traffic load prediction 
model using machine learning and the SAGIN structure in this study. 

 
Figure 2. Structure of traffic prediction system model. 

As different terminal types and usage scenarios lead to varying demands on compu-
ting, storage, and communication capabilities, the capacity wealth of some network nodes 
can be severely limited or wasted. Therefore, to achieve the aforementioned goals, the 
system must allocate network bandwidth resources appropriately, irrespective of the ter-
minal type or usage scenario. 

Although compared with 5G, the propagation speed and various indicators of 6G 
have improved significantly, but the lack of network resources is an eternal problem; in 
particular, the competition for bandwidth resources still exists and has an increasingly 
fierce trend. Accurately predicting traffic patterns can optimize resource allocation and 
balance network load, leading to enhanced network performance. Dynamic control of re-
sources according to different demands of different user terminals is the premise and 
guarantee of realizing dynamic resource allocation. In order to further utilize bandwidth 
resources, we must improve real-time control of network resources according to commu-
nication needs and thus improve utilization, a goal in which real-time estimation of traffic 
plays an important role. 

4. Model Design 
Traditional traffic prediction methods such as ARIMA, SVM, ELM, RNN, etc., usu-

ally separate the sampling and prediction processes, treating them as two distinct, 

Figure 2. Structure of traffic prediction system model.

As different terminal types and usage scenarios lead to varying demands on com-
puting, storage, and communication capabilities, the capacity wealth of some network
nodes can be severely limited or wasted. Therefore, to achieve the aforementioned goals,
the system must allocate network bandwidth resources appropriately, irrespective of the
terminal type or usage scenario.

Although compared with 5G, the propagation speed and various indicators of 6G
have improved significantly, but the lack of network resources is an eternal problem; in
particular, the competition for bandwidth resources still exists and has an increasingly fierce
trend. Accurately predicting traffic patterns can optimize resource allocation and balance
network load, leading to enhanced network performance. Dynamic control of resources
according to different demands of different user terminals is the premise and guarantee
of realizing dynamic resource allocation. In order to further utilize bandwidth resources,
we must improve real-time control of network resources according to communication
needs and thus improve utilization, a goal in which real-time estimation of traffic plays an
important role.

4. Model Design

Traditional traffic prediction methods such as ARIMA, SVM, ELM, RNN, etc., usually
separate the sampling and prediction processes, treating them as two distinct, independent
procedures. Unfortunately, the use of constant time stepping of sampling in these methods
can often lead to excessive sampling and decreased efficiency. Although the literature does
not explicitly state it, using a fixed sampling rate in traffic prediction methods that do not
take into account the changes in traffic speed may lead to computational complexity and
inaccuracies in traffic predictions. To optimize resources and reduce costs, our innovative
solutions must account for computational efficiency and prediction performance while also
being tied to cost and public good estimations.
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This article showcases the implementation of adaptive time steps in a GRU prediction
model and introduces a simple and easy method for determining time step divisors for
highly dynamic traffic load events. Additionally, this paper proposes a new algorithm,
referred to as ATS-GRU, that merges adaptive time stepping and GRU. Our method
employs a feedback loop where the prediction algorithm error is used to control the time
stepping, considerably decreasing overhead while still ensuring traffic prediction accuracy.

4.1. Mathematical Description

Predicting network traffic load within the context of a Space Air Ground Integration
Network (SAGIN) is an intricate and multifaceted challenge. This process entails forecast-
ing future network traffic load by drawing from historical data and pertinent parameters
that are unique to such network environments. It can be envisioned as the task of predict-
ing network traffic patterns within a specified geographical area and time horizon, with
the primary objective of resource allocation optimization and the promotion of efficient
communication. Below, we provide a mathematical delineation of this problem.

Let T represent time, where t1, t2, · · · , tn are discrete time points. Let L(t) represent
the traffic load at time t in the SAGIN. This load could be measured in bits per second (bps),
packets per second (pps), or other relevant units. Let X(t) represent a vector of predictor
variables at time t, which could include factors such as satellite bandwidth, air-to-ground
link conditions, ground station congestion, and the number of active users.

Given historical data of traffic load and associated predictor variables, the problem is
to find a function f that predicts the traffic load L(t) at a future time t + ∆t based on the
predictor variables X(t + ∆t). Similar to the general network traffic prediction problem,
this can be framed as a regression problem. A common approach is linear regression, where
f can be represented as

L(t + ∆t) = β0 + β1 · X1(t + ∆t) + β2 · X2(t + ∆t) + · · ·+ βp · Xp(t + ∆t) + ε (1)

βi are the coefficients to be estimated. Xi(t + ∆t) are the predictor variables at the
future time t + ∆t. ε is the error term.

Historical data specific to the SAGIN environment are used to train the model. Coef-
ficients βi are estimated to minimize the prediction error, often by minimizing the mean
squared error (MSE) or another suitable loss function. The model’s performance is as-
sessed using metrics like Root Mean Squared Error (RMSE) on a validation dataset. Once
trained and evaluated, the model can be deployed to predict future traffic loads based on
the predictor variables. Traffic load prediction in SAGIN, as in other network contexts,
may require periodic model updates as new data become available. This iterative process
ensures that the predictions remain accurate in a dynamic network environment.

The specifics of the mathematical model and predictor variables should be tailored
to the unique characteristics and objectives of a Satellite–Air–Ground Network. Factors
like satellite positioning, link quality, mobility patterns, and ground station capacities are
crucial variables to consider when building and training the prediction model for SAGIN.

4.2. Adaptive Time-Stepping Forecasting Method

In choosing a suitable time step for a model, it is important to not only ensure nu-
merical stability but also to ensure that the time step is sufficiently small to mitigate the
risk of missing the peak of a wave at a sampling point. The chosen computation interval
provides valuable opportunities to characterize the traffic load, but the value of these
opportunities varies over the course of the simulation and should be leveraged accordingly.
To further illustrate this point, consider the example of converting analog music to digital,
as shown in Figure 3. The wave must be sampled at regular intervals, indicated by the
vertical green arrows. A greater number of arrows per sampling point increases the number
of interpolation points, resulting in a more defined wave, while fewer arrows provide
less definition.



Electronics 2023, 12, 4473 8 of 16

Electronics 2023, 12, x FOR PEER REVIEW 8 of 17 
 

 

4.2. Adaptive Time-Stepping Forecasting Method 
In choosing a suitable time step for a model, it is important to not only ensure nu-

merical stability but also to ensure that the time step is sufficiently small to mitigate the 
risk of missing the peak of a wave at a sampling point. The chosen computation interval 
provides valuable opportunities to characterize the traffic load, but the value of these op-
portunities varies over the course of the simulation and should be leveraged accordingly. 
To further illustrate this point, consider the example of converting analog music to digital, 
as shown in Figure 3. The wave must be sampled at regular intervals, indicated by the 
vertical green arrows. A greater number of arrows per sampling point increases the num-
ber of interpolation points, resulting in a more defined wave, while fewer arrows provide 
less definition. 

  
Figure 3. Relationship between computational time step and wave definition. 

Is it possible to have too many arrows when sampling a wave? While more arrows 
lead to higher quality, a point is reached where the increased quality is not discernible by 
the human ear. In Figure 3, selected areas are highlighted to demonstrate the potential for 
adaptive time stepping. Adaptive time stepping optimizes arrow placement using a wave-
form objective function. This can be compared to running a GRU model at a uniform 30 s 
step, versus advanced time step control that automatically adjusts using the ATS algo-
rithm. The adaptive time stepping reduces sampling without sacrificing accuracy by iden-
tifying areas where more information is needed and sets step sizes accordingly. 

It is important to note that regular interval sampling is not required to accurately 
reproduce the wave later. Rather, identifying instances when greater definition is neces-
sary is key in determining an appropriate sampling strategy. To minimize sampling over-
head, one simple adaptive rate strategy is to use a low sampling rate during slow periods 
and a high rate during fast periods of change. The goal of this adaptive interval is to effi-
ciently sample and reconstruct the traffic curve without compromising prediction accu-
racy, as would be the case with a constant rate approach. 

In the following section, we examine a typical IoT traffic curve scenario. The curve is 
divided into slow- and fast-changing periods based on max

sT  and max
fT , representing the 

maximum step size. As per Nyquist sampling theory, the slow-changing zone mandates 
a step size less than max2 sT  , while the fast-changing zone demands a step size under 

max2 fT . Subsequently, an average step size of avg
ATSS  can then be achieved by 

max max2 2
s favg

ATS s f
s f

T T
S

T T T T
+
+

=  (2)

Figure 3. Relationship between computational time step and wave definition.

Is it possible to have too many arrows when sampling a wave? While more arrows
lead to higher quality, a point is reached where the increased quality is not discernible by
the human ear. In Figure 3, selected areas are highlighted to demonstrate the potential
for adaptive time stepping. Adaptive time stepping optimizes arrow placement using a
waveform objective function. This can be compared to running a GRU model at a uniform
30 s step, versus advanced time step control that automatically adjusts using the ATS
algorithm. The adaptive time stepping reduces sampling without sacrificing accuracy by
identifying areas where more information is needed and sets step sizes accordingly.

It is important to note that regular interval sampling is not required to accurately
reproduce the wave later. Rather, identifying instances when greater definition is necessary
is key in determining an appropriate sampling strategy. To minimize sampling overhead,
one simple adaptive rate strategy is to use a low sampling rate during slow periods and a
high rate during fast periods of change. The goal of this adaptive interval is to efficiently
sample and reconstruct the traffic curve without compromising prediction accuracy, as
would be the case with a constant rate approach.

In the following section, we examine a typical IoT traffic curve scenario. The curve
is divided into slow- and fast-changing periods based on Ts

max and T f
max, representing the

maximum step size. As per Nyquist sampling theory, the slow-changing zone mandates a
step size less than 2Ts

max, while the fast-changing zone demands a step size under 2T f
max.

Subsequently, an average step size of Savg
ATS can then be achieved by

Savg
ATS =

Ts + Tf

2Ts/Ts
max + 2Tf /T f

max

(2)

where Ts and Tf denote the duration of slow-changing and fast-changing periods, re-

spectively. Since Ts
max > T f

max > Tmax, we deduce Savg
ATS > 2Tmax, which indicates that

the ATS approach results in significantly reduced sampling overhead compared to its
constant-step-size counterpart.

4.3. Linear Predictor with Adaptive Time Stepping

Choosing the appropriate time-stepping size when utilizing a fixed-size LMS linear
predictor for traffic load prediction can prove challenging. A larger step size may result in
quicker convergence and shorter response time to traffic load changes, but such an approach
could result in substantial weight fluctuations in the predictor following convergence. On
the contrary, a smaller step size yields slower convergence but a more stable predictor in
terms of weight fluctuations. However, due to the dynamic of traffic load changes in 6G
satellite networks, fixed-step-size methods are often unable to deliver favorable predictive
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performance consistently. An Adaptive Time stepping (ATS) LMS linear predictor is,
therefore, a more suitable approach for such applications.

The ATS-LMS adaptive predictor adjusts its step size in real time, based on the current
squared prediction error. Typically, a larger squared error value results in an increase in the
step size, providing faster tracking, while a smaller squared error value leads to a decrease
in the step size, resulting a in smaller misadjustment.

4.4. RNN and GRU

Traffic control relies on precise and real-time flow prediction, and researchers have
started applying deep NN methods such RNN to traffic predictions [23]. By employing
RNN, which was first used for language models due to its ability to preserve long-term
dependencies, researchers found that the gradients in RNN can vanish when dealing with
longer time lags. To address this issue, LSTM and GRU, two types of RNN structures
with forget units, were developed to enable memory cells to determine the information to
discard while preserving the optimal time lags. LSTM, a model best known for its ability to
remember long-term dependencies, was initially created in 1997 as a language model [24].
Although it is complex, LSTM is regarded as time-consuming to train. In 2014, a minor
modification to LSTM was proposed, known as GRU, which enhances machine translation
performance [25]. The Gate Recurrent Unit (GRU) is a type of recurrent neural network
(RNN) that reduces matrix multiplication time without compromising performance on
small datasets. Its structure is similar to that of the Long Short-Term Memory (LSTM)
network; however, in GRU, the forget gate and input gate are connected to form a single
update gate [26]. Figure 4 depicts a fundamental GRU unit design.
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The GRU formulas are as follows:

zt = σ (Wz · [ht−1, xt]) (3)

rt = σ (Wr · [ht−1, xt]) (4)

h̃t = tanh (Wh̃ · [rt ∗ ht−1, xt]) (5)

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (6)

where xt is the input vector of training data at time t, and ht is the previous layer output at
time t. zt and rt are the reset and update gates, respectively. The candidate activation is
represented by h̃t.
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4.5. The Proposed ATS-GRU Model

Let Bn−1:n be the average traffic loads from a satellite network at time slot ∆tn−1,
n = tn − tn−1. The conventional approach conducts traffic sampling at a constant rate,
as follows:

∆t0,1 = ∆t1,2 = · · · = ∆tn−1,n = · · · , (n = 0, 1, 2, · · · )

The management layer of the satellite network, upon accurately receiving the load
value of Bn−1:n, can dynamically adjust routing strategies to better allocate network re-
sources and manage service quality. At the next time slot ∆tn, satellite traffic load may
change to a new value of Bn:n+1, and the management layer will have to make adjustments
to the routing strategy once again.

It is, nevertheless, impossible for the manager to receive the value of Bn−1:n before
the time of tn. Thus, at time tn−1, we can estimate the approximate value Bn−1:n, which
is denoted by B′n−1:n. If B′n−1:n < Bn−1:n, the satellite link or node may reach its capacity
limit and suffer from a shortage of bandwidth resource to accommodate all streaming
sessions. As a solution, it is possible to optimize routing strategies to ensure that traffic is
transmitted via the shortest or optimal paths or to evenly distribute traffic across multiple
satellite nodes.

On the other hand, if B′n−1:n > Bn−1:n, part of the bandwidth resource is simply
overbooked and useless. In this sense, the traffic prediction is critical to ensure a good
performance of our proposed scheme.

The 6G satellite network traffic load prediction model requires two key components:

(1) a way to accurately calculate and predict network traffic load;
(2) a method to determine and predict the appropriate length of time stepping at any

given time, whether long or short step sizes are required.

For a 6G satellite network, the traffic load varies in such a dynamic way that a fixed
step size can hardly achieve a good performance all the time. For this reason, the adaptive
time-stepping method combined with GRU neural networks is more suitable for predicting
the dynamic traffic load of a satellite network. The ATS-GRU predictor adjusts the step size
dynamically according to the square of prediction errors. Generally speaking, a greater
squared value will cause ATS-GRU to increase the time step size to provide faster tracking,
while a smaller squared value will cause ATS-GRU to decrease the time step size to obtain
a smaller misadjustment.

The GRU model takes as input a time window of traffic load data, represented as
X(n) = [Yn−m, Yn−m+1, · · · , Yn], with m representing the size of the time window. These
data are processed by the GRU model to generate a traffic load prediction for the next
time tn+1 point, denoted as Ŷn+1. Subsequently, we can assess the prediction accuracy
using various evaluation metrics, resulting in the prediction error e(n). ATS-GRU rules the
time-stepping size at time tn as Tn, and then updates it in integration by

S′s(n + 1) = Ss(n)
[

γ + (1− γ)
|e(n)|

Eb

]
(7)

with 0 < γ < 1, Eb > 0, and

Ss(n + 1) =


Smax

s , if S′s(n + 1) > Smax
s

Smin
s , if S′s(n + 1) < Smin

s
S′s(n + 1), otherwise

(8)

where γ is the remembering factor and is usually chosen in the range (0, 1) to provide
exponential forgetting, Eb is the targeted prediction error bound, and Smax

s and Smin
s are the

upper and lower bounds for time-stepping size. We will give a more detailed explanation
of the parameters next.

The scheme of ATS-GRU optimizes the sampling interval by the following principle.
The larger the prediction error is, the sharper the traffic load curve changes. As a result,
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we must increase the time-stepping size for satisfying prediction accuracy. In contrast, the
smaller the prediction error is, the smaller the time-stepping size becomes. In particular,
the value of the targeted prediction error bound Eb can be defined and adjusted by the
manager based on different network requirements or application needs. If |e(n)| > Eb, the
time-stepping size should be increased; if |e(n)| < Eb, the time-stepping size should be
decreased; if |e(n)| = Eb, the time-stepping size should be kept unchanged.

Smax
s is the upper bound of the time-stepping size, which represents a low sampling

rate, leading to the bottom-line responding time of the predictor. Smin
s is the lower bound of

the time-stepping size, which can lead to lower prediction error but larger computational
complexity as the value rises. γ decides how much the current time-stepping size is relying
on its previous value rather than the prediction error. We have to leverage the value of
remembering factor γ for the optimal performance of the predictor, with γ = 70% as a
typical case.

In deciding Smax
s , we are faced with the choice between prediction accuracy and

compilation efficiency. High values of Smin
s lead to decreased prediction errors, but also an

increased computational complexity of the prediction method. Selection of Smax
s implies

that the linear predictor must react quickly enough to manage burst traffic.
In SAGIN, each satellite layer serves distinct purposes, providing global communica-

tion, positioning, and data transmission services. It supports various applications such as
the internet, weather monitoring, military communication, and emergency response. The
system is influenced by dynamic factors like weather conditions in different geographical
regions, fluctuations in user numbers and locations, varying application demands, and
potential communication interferences like solar radiation and changes in the earth’s atmo-
spheric conditions. In this complex network environment, accurately predicting dynamic
traffic loads helps optimize resource management, including rational allocation of satellite
bandwidth and processing capabilities, to reduce resource wastage. These predictions
can be used to adjust bandwidth allocation to compensate for adverse weather effects on
signal transmission, ensuring uninterrupted service. Managing changes in user numbers
and locations helps avoid network congestion and unstable signals, prompting proactive
measures such as increasing bandwidth or adjusting satellite routes. Additionally, precise
traffic load predictions aid in cost savings, reducing energy consumption and enhancing
the economic efficiency of network operations. Overall, this forecasting contributes to
improving the efficiency of the integrated satellite network in air and space and on earth.

Our proposed ATS-GRU algorithm is divided into three primary components: data
transformation and partitioning into training and test sets, training of the GRU network,
and traffic flow prediction and verification. The model’s critical steps are enumerated as
follows:

Step 1: The traffic flow data that were collected are partitioned into training and test
sets, with a 7:3 ratio.

Step 2: The one-dimensional traffic data are transformed into two-dimensional data
based on the “sliding window” principle.

Step 3: The raw data are pre-processed by utilizing multiple techniques, including
normalization.

Step 4: The training data are fed into the GRU network, operationalizing the optimiza-
tion of the model parameters used to construct the prediction model.

Step 5: The trained GRU neural network is evaluated using test input vectors by
generating predicted results in comparison to the actual values, where the resulting model
error is subsequently calculated.

5. Numerical Results

This section presents the implementation of the proposed ATS-GRU algorithm, fol-
lowed by its comparison with the traditional fixed time-stepping algorithm, FTS-NLMS. To
ensure a just comparison of performance, we implement the original fixed time-stepping
algorithm, FTS-NLMS, with the GRU technique, referred to as FTS-GRU. In addition, to
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further explain and illustrate the importance and advantages of the ATS method in traffic
load prediction, we also compared the prediction results of three different step sizes (FSS,
VSS, and ATS) based on NLMS.

5.1. Evaluation Setup

We assess the efficiency of the proposed architecture by employing mobile traffic
statistics collected from ten discrete Mobile Edge Computing (MEC) servers spanning one
month. There are multiple factors that can impact the precision of predictions, including
the validity of data sources, techniques used for prediction, and experimental conditions.
Therefore, evaluating the forecasting model mandates the appropriate selection of indica-
tors. Accuracy functions are the essential key performance indicator (KPI) that measures
the forecasting model’s quality directly. The study employs Normalized Root Mean Square
Error (NRMSE) to evaluate the forecasting model, which is defined as

NRMSE =
1
y

√
1
N

n

∑
i=1

(yi − ỹi)
2 (9)

where yi denotes the actual value, while ỹi symbolizes the predicted value of yi, with N
representing the total number of testing samples.

Python served as the programming language of choice for conducting the simulation,
with the TensorFlow and Keras backends employed. Table 1 features the hyperparameters
selected for this study. One of the essential hyperparameters that must be defined is the
number of hidden layers, which can influence the trade-off between time and accuracy
required for training the network. For this study, we have fixed the number of hidden
layers to 5. The amount of data used to train the network is a crucial determinant of the
prediction accuracy. Adding more layers may help to enhance the prediction accuracy but
may also increase the training time. To ensure a reasonable balance between training time
and accuracy, the total number of epochs was set to 100. The model undergoes training
and validation using three weeks of data, and the outcomes summarized for the last week.
Adam optimization guides the iterative update of network weights using training data.

Table 1. Training hyperparameters.

Hyperparameters Name Value

Initial Learning Step Size 100

Number of Epochs 100

GRU Hidden States 64

GRU Hidden Layers 5

Optimization Algorithm Adam

Loss Function MAE

5.2. Analysis of Results

The paper demonstrates the results of multi-step prediction, where predictions for
future time intervals are inferred by postponing the output by a predetermined number of
time slots. It is demonstrated that the accuracy of predicting traffic statistics for upcoming
time steps decreases. Additionally, the paper evaluates the influence of timeslot duration T
and the number of GRU network observations on prediction outcomes. To achieve accurate
predictions in traffic data analysis, it is essential to determine the GRU network’s memory
storage capacity and minimum traffic data requirements. These parameters impact the
network’s ability to store information and provide reliable predictions.

We compare ATS-GRU with the traditional time series network traffic prediction
method (FTS-GRU). To ensure a fair comparison, the two prediction methods used the
same number of hidden layers. Figure 5 shows the prediction results of both methods
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on traffic flow within the same time span. To begin with, the results suggest that the
FTS-GRU model exhibits relatively lower accuracy. This is primarily attributed to its
tendency to produce predictions that closely align with the average traffic volume for the
entire prediction period at each time point. Consequently, this approach may struggle
to effectively capture fluctuations and abrupt shifts in traffic flow, potentially leading to
inaccuracies in certain scenarios. Conversely, the ATS-GRU model excels in enhancing
prediction accuracy by forecasting both the overarching trends and sudden fluctuations
in traffic volume. As traffic flow undergoes changes, this model dynamically adapts
by reducing the time step as the speed increases. This dynamic adjustment allows the
prediction model to more adeptly capture rapid shifts in traffic flow, resulting in more
precise prediction outcomes.
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In addition, we compare the average prediction error of both methods on ten traffic
flow profiles using the NRMSE metric, as shown in Figure 6. Consistent with expectations,
the ATS-GRU model has significantly lower prediction error than the FTS-GRU model
for all traffic flow profiles, thus reinforcing the superior prediction performance of the
ATS-GRU model. The difference in error between ATS-GRU and traditional FTS-GRU
primarily stems from the differences in the time-stepping size used for prediction. As
mentioned earlier in the article, FTS-GRU employs a fixed step size for data sampling to
complete predictions. Regardless of whether this step size is large or small, it is challenging
to accurately forecast data within each time period because a dataset invariably contains
instances of both small and large fluctuations in traffic volume. In contrast, ATS-GRU
can precisely monitor traffic fluctuations through error feedback and dynamically adjust
the time-stepping size based on these fluctuations. Therefore, it can be confidently stated
that the predictive performance of the ATS-GRU model is superior to that of the FTS-GRU
model, with errors approaching zero.

Next, the importance and advantages of the ATS method in traffic load prediction are
further explained and illustrated through a comparison of the prediction results using three
different step sizes based on NLMS, namely FSS, VSS, and ATS.

Figure 7 exhibits the normalized processing time for the three NLMS-based prediction
methods. The comparison of different methods’ processing time is essential in determining
the efficiency of each method. To avoid the reliance of simulations on specific hardware
resources, the FSS-NLMS method’s running time is set to one. The VSS-NLMS and ATS-
NLMS methods’ running time is then normalized based on this criterion. The superior
computational efficiency of ATS-NLMS is evident in Figure 7, where it demonstrates
significantly lower normalized running times compared to FSS-NLMS and VSS-NLMS.
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Furthermore, ATS-NLMS boasts another significant advantage compared to FSS-
NLMS and VSS-NLMS. As shown in Figure 8, the box plots of the prediction errors for
the three prediction methods are presented. ATS-NLMS and VSS-NLMS exhibit similar
predictive performance, which is significantly better than that of FSS-NLMS, with only a
few simulations demonstrating the opposite. Neglecting these isolated simulation points
is acceptable because the focus is on the overall effectiveness of the methods. ATS-NLMS
stands out with a lower average sampling rate, as depicted in Figures 7 and 8. These figures
demonstrate that while FSS-NLMS and VSS-NLMS achieve a time step size of 420 s using
the identical simulation configuration, ATS-NLMS surpasses them with a time step size of
371 s. Consequently, ATS-NLMS attains the lowest sampling rate among the three methods,
leading to a substantial reduction in sampling overheads.
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6. Conclusions

In this paper, we present a network traffic prediction method utilizing machine learn-
ing and GRU techniques with adaptive time stepping. In scenarios where the time-stepping
size can adapt dynamically based on real-time fluctuations in network traffic, our method
demonstrates enhanced accuracy in predicting network traffic compared to conventional
approaches that rely on fixed time-stepping sizes. In 6G satellite networks, the ATS-GRU
algorithm dynamically adjusts sampling intervals for accurate real-time traffic prediction,
even in challenging scenarios like high-speed mobile connections and network conges-
tion. It enhances network management by optimizing resource allocation based on precise
predictions, reducing costs, and maintaining network performance, which is crucial for
cost-effective broadband satellite communication. The ATS-GRU algorithm not only offers
a novel approach to traffic prediction in the realms of communication networks, smart
cities, and the Internet of Things, but also has the potential to monitor medical devices
and patient health, thereby enhancing the efficiency and quality of healthcare services.
Additionally, it can be employed to forecast financial market data flows, financial trans-
actions, and investment trends, facilitating more precise decision making and improved
risk management.
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