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Abstract: Object detection is an essential and impactful technology in various fields due to its ability
to automatically locate and identify objects in images or videos. In addition, object-distance estimation
is a fundamental problem in 3D vision and scene perception. In this paper, we propose a simultaneous
object-detection and distance-estimation algorithm based on YOLOv5 for obstacle detection in indoor
autonomous vehicles. This method estimates the distances to the desired obstacles using a single
monocular camera that does not require calibration. On the one hand, we train the algorithm with
the KITTI dataset, which is an autonomous driving vision dataset that provides labels for object
detection and distance prediction. On the other hand, we collect and label 100 images from a custom
environment. Then, we apply data augmentation and transfer learning to generate a fast, accurate,
and cost-effective model for the custom environment. The results show a performance of mAP0.5:0.95
of more than 75% for object detection and 0.71 m of mean absolute error in distance prediction, which
are easily scalable with the labeling of a larger amount of data. Finally, we compare our method with
other similar state-of-the-art approaches.

Keywords: object detection; YOLO; distance estimation; autonomous vehicles; indoor navigation; AGV

1. Introduction

Autonomous navigation has become a hot topic in recent years [1], especially for
autonomous road vehicles. Various development groups, from automobile manufacturers
to technology and IT companies, are contributing to the autonomous transport of cargo
and people. At the same time, robotics and automation are increasingly being developed
to replace manual work and improve the performance of tasks in almost all fields. Unfor-
tunately, the autonomous navigation of indoor mobile robots has not received as much
attention as that of road vehicles, especially in the case of vision-guided robots [2].

Mobile robots are mechatronic devices that can move in a physical environment and are
used to assist humans in various activities, whether hazardous or non-hazardous, repetitive,
and disruptive. This category of robots interacts with the environment through sensors
and actuators to move and perform their functions autonomously. They are typically used
in offices, hospitals, production lines, or industry. In the latter case, automated guided
vehicles (AGVs) stand out [3].

One of the main problems to be solved to make autonomous driving feasible is the
reliable and accurate detection of obstacles [4]. Especially in recent years, automated
driving technology has gained attention, and obstacle-avoidance algorithms have become
an important and indispensable technology. As mentioned by Chang et al. [5], obstacle
avoidance has always been a very important research topic in the field of robotics. Similarly,
Hanumante et al. [6] describe real-time obstacle avoidance as one of the key issues for
successful applications of mobile robot systems.
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All mobile robots have some form of collision avoidance system, ranging from al-
gorithms that detect an obstacle and stop the robot before it reaches it, to sophisticated
algorithms that allow for the robot to avoid obstacles. The latter algorithms are much
more complex, as they involve not only the detection of an obstacle but also some kind of
quantitative measurement of the dimensions of the obstacle. Once the obstacle has been
detected, the obstacle avoidance algorithm must steer the robot around the obstacle and
resume movement towards the original path [7].

Automatic obstacle avoidance is critical for many autonomous systems, such as Un-
manned Aerial Vehicles (UAVs) or Autonomous Mobile Robots (ARMs). In recent years,
the development of intelligent and autonomous mobile robots has been at the heart of
autonomous vehicle research, as they provide safety and intuitive control when working
in different scenarios, such as surveillance, mapping, construction, delivery, and traffic
monitoring, among others.

According to Yuri D. V. Yasuda et al. [2] the following terms are defined:

• Obstacle. An obstacle is a part of the environment, an agent, or any other object that
the robot must avoid colliding with.

• Obstacle detection. Obstacle detection is the process of finding an obstacle and
determining its position. This can be performed using distance measurements, images,
and sounds. It is important to avoid collisions with the robot, which could result
in injury or damage. As discussed above, obstacle detection is a sub-task of the
locomotion problem.

Over the past decades, significant research has been devoted to the problems of obsta-
cle detection [8,9] and environmental perception, including object detection and distance
estimation. Even though much attention has been paid to the object detection task, distance
estimation still receives very little interest in the computer vision community [10]. Radars
and LiDaRs (Light Detection and Ranging) can be used to provide distance information,
but they are expensive or provide poor information about objects compared to image
sensors. Stereo vision and monocular vision can also be used for distance estimation.
Stereo vision can calculate the distance to objects more intuitively and accurately. However,
as mentioned by Huang et al. [11], stereo vision systems require a long execution time
due to calibration and matching between both cameras and exhibit low efficiency and
considerable computational complexity. On the other hand, although distance estimation
using a monocular camera is currently being studied in the literature and is one of the most
classical tasks in computer vision, current monocular distance estimation methods require
a lot of data acquisition to obtain accurate results [12].

This study proposes an accurate and lightweight deep learning model that can predict
object-specific distances from monocular images. The idea has been to modify an existing
object-detection algorithm to simultaneously detect objects and estimate distances between
them and the camera in an image.

An object distance estimator can be useful in many areas. In autonomous driving, it
could allow an integrated vehicle system to inform and alert the driver, either to prompt the
driver to take preventive action or to prepare the vehicle’s safety systems for an imminent
collision [13,14]. As discussed by Davydov et al. [15], accurate distance estimation is a
prerequisite for Advanced Driver Assistance Systems (ADAS) to provide the driver with
safety-related functions such as adaptive cruise control and collision avoidance. In robot
motion, it can provide distance information for collision avoidance. In video surveillance
perception, it can provide 3D information for object tracking [16].

Our idea is to develop a low-cost camera-based algorithm that detects objects and
estimates distances, which could be used as the first part of a fully automated obstacle
avoidance algorithm for an AGV that would be used for the autonomous transport of cargo
in industry. The following is an overview of the research contributions:

• To the best of our knowledge, this is the first time that simultaneous object detection
and distance prediction has been performed in an autonomous indoor vehicle using
only a monocular camera;
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• The results show a precise and lightweight object detection and distance-estimation
algorithm that can be used for obstacle avoidance in autonomous indoor vehicles;

• Different sized object detection and distance prediction models have been trained on a
custom dataset and their comparative has been presented;

• The article demonstrates how an accurate deep learning algorithm can be obtained
with few images by using transfer learning;

• A comparison with other state-of-the-art obstacle detection methods for autonomous
indoor vehicles is presented.

The rest of the paper is organized as follows. In Section 2, a state-of-the-art overview
of obstacle detection work for indoor autonomous vehicles is reviewed. Section 3 presents
the YOLO object-detection algorithm and the modified architecture for simultaneous object
detection and distance estimation. Additionally, the used datasets and the applied image
augmentation techniques are described. The training results, comparing different object
detection models, are discussed in Section 4. Moreover, some examples of the algorithm
performance are also shown. The results are discussed in Section 5. The paper is concluded
in Section 6.

2. Related Work

As noted by Nai-Hsiang Chang et al. [5], obstacle avoidance has always been a
very important research topic in the field of robotics. The most important thing is to
find out the obstacle location in relation to the robot as accurately as possible [17]. For
obstacle avoidance in autonomous vehicles, some basic requirements for image processing
include the following features. On the one hand, the prediction must achieve almost 100%
accuracy to obtain a reliable obstacle-detection system. On the other hand, the prediction
must guarantee real-time processing and fast inference speed to reduce the latency of the
autonomous vehicle control loop.

To find a solution to the obstacle avoidance problem, several methods have been
proposed in the literature in recent years [18–22]. There are a variety of sensors that
can be used for obstacle detection. Some of the most popular sensors [23] are infrared
sensors [24,25], ultrasonic sensors [26,27], cameras [28,29], radars [30,31], or LiDaRs [32,33].

Additionally, the rapid development of Machine Learning (ML), especially Deep
Learning (DL) [34], has promoted self-learning as a new area of research for robot obstacle
avoidance [35]. In this category of techniques, different neural network architectures have
been used to detect obstacles using computer vision. Nowadays, due to the development of
large-scale computation, Convolutional Neural Networks (CNNs) are one of the most pow-
erful vision-based algorithms. Therefore, their use in mobile robots for obstacle detection
has increased.

For example, Liu et al. [36] present an end-to-end CNN-based model for detecting
obstacles in images and consequently, generating steering commands for controlling the
robot. Similarly, Rezaei and Darabi [29] use a deep neural network to inform the robot
about the suitable direction of movement. Moreover, Christiansen et al. [37] introduce
DeepAnomaly, an algorithm combining DL and anomaly detection to exploit the homoge-
nous characteristics of a field to perform accurate and reliable anomaly detection. With
the combination of background subtraction and DL, they develop a fast state-of-the-art
detector for obstacles that are distant, heavily occluded, and unknown.

Furthermore, different object-recognition techniques such as CNN-based architectures
are used to find the object in the image and estimate the position of the obstacle in relation
to the vehicle. RCNNs (Region-based CNNs) and the YOLO (You Only Look Once) family
are the most commonly used CNN-based models for this purpose [38]. For instance,
Singh et al. [39] use YOLO object-detection algorithm results to aid the mobile robot in
detecting obstacles and navigating in an indoor environment. Another example is provided
by Su et al. [40], where an improved YOLOv5s object detection method is used for a
semi-structured apple environment.
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The use of semantic segmentation in obstacle detection in mobile robotics has also
been used in the literature. For example, Teso-Fz-Betoño et al. [41] used this technique to
distinguish between the floor, which is the navigation-free space, and the walls, which are
the obstacles. Something similar was performed by Dang and Bui [28], who provided a
real-time solution to the problem of obtaining hallway scenes from a single image.

On the other hand, as mentioned in the introduction, another objective of this work
is to predict the distance to the detected obstacles. To detect distance to objects using
computer vision several methods have been proposed in the literature. One solution is
to use stereo vision and combine it with an obstacle detection algorithm to determine the
distance to objects. The methods proposed by Macias-Garcia et al. [42] and Luo et al. [43] are
two examples where deep learning and stereo vision are combined for obstacle detection in
mobile robotics.

Another solution is proposed by Scokzeń et al. [44]. They used an RGB-D camera
to detect obstacles in an agricultural mobile robot using a four-stage method: collection
of RGB and depth images, generation of semantic segmentation based on RGB image,
reconstruction of the point cloud with segmentation results and depth image, and projection
of point in 2D occupancy grid for detecting obstacle position on the map.

Nevertheless, this study aimed to generate simultaneous object detection and distance
estimation using a low-cost monocular camera. Therefore, if only a single camera should
be used, some of the most widely used approaches in image-based obstacle detection
are the depth-based methods [45]. In these methods, a DL network was trained with
appropriate data to determine the depth of each pixel (depth map) in a single image. An
obstacle was detected if the predicted pixels in an image had a value lower than a threshold.
Monodepth2 [46], Fastdepth [47], and DNet [48] are some examples of monocular depth
estimation techniques.

Chen et al. [49] used YOLOv3 and Monodepth [50], a combination of monocular object
detection and depth estimation models, to generate a disparity map in a single camera
during inference. The distance was estimated from the Monodepth output and used in
the predicted YOLO boxes to get the position of the obstacles. Also, Zhang et al. [16]
followed the method of [10] to develop deep a neural network that can output object
distance directly using an R-CNN-based deep regression network. Their pipeline only
requires 2D image datasets with annotations of bounding boxes and distances, which are
less expensive to collect.

Another approach used in the literature was the prediction of the distance after
detecting the objects. DisNet [4] is an example of a distance estimation network, where
the authors used a YOLO object-detection algorithm for bounding box prediction and
a neural network for predicting the distances of different objects in an image from the
data generated by the regressor and other object-related default parameters. Like DisNet,
Natanael et al. [14] used YOLOv3 to detect bounding boxes along with coordinates, and
from these coordinates, they calculated distances analytically.

Going a step further, Marek et al. [51] present a modified YOLOv3 architecture to
perform object detection and distance prediction simultaneously. They also compare two
alternatives: adding a single output to the prediction vector to predict the distance to the
object and adding a distance output for each of the classes that can be detected. As they
comment, the addition of a single output gives better results.

Additionally, Zhu et al. [10] first proposed the use of distance-valued labels in the
training process, which can automatically predict the distance of a given object in RGB
images without the camera parameters. The framework of the proposed model consists of
a feature extractor, a distance regressor, and a multiclass classifier.

To conclude this section, a comparison of our method with other obstacle detec-
tion/avoidance systems for autonomous indoor vehicles is presented in Table 1.
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Table 1. State of the art comparison of obstacle detection methods.

Ref

Obstacle Detection
Obstacle

Avoidance
Pros [

1 
 

 

] and Cons [

1 
 

 

]
Sensor Method Distance

Estimation

[26]

Ultrasonic sensor
Processing of the data
collected from the sensor

X X

1 
 

 

Compact size, low cost, and easy implementation.

1 
 

 

Sensing capability with all matering types.

1 
 

 

Short measure distance for low cost sensors (10 m).

1 
 

 

Influenced by air temperature and humidity.

1 
 

 

Not customisable for custom types of obstacles.

[27] X X

[52] X X

[53] X X

[24]

Infrared sensor

Combination of three
infrared sensors around
the chassis

X X

1 
 

 

Small size.

1 
 

 

Low cost and fast.

1 
 

 

Cannot detect transparent and black objects.

1 
 

 

Several sensors are needed for good performance.[25]
Combination of data from
infrared sensors and
a camera

X 7

[54]

Li
D

aR

2-D RPLiDAR Filtering, processing, and
clustering lidar raw data X X

1 
 

 

Very-high accuracy measurements.

1 
 

 

High resolution at range.

1 
 

 

Unaffected by darkness or bright light conditions.

1 
 

 

Slower and more expensive than other methods.

1 
 

 

Complex data interpretation.

1 
 

 

Sensitive to dirt.

[55] LiDaR
Lidar raw data processing

X X

[17] 2D LiDaR X 7

[56]

V
is

io
n

Gray Scale
Camera

Inverse perspective
mapping + image
abstraction and geodesic
distance computation

7 7

1 
 

 

Fast and accurate.

1 
 

 

Low cost.

1 
 

 

No distance to obstacle information.

1 
 

 

Manual labelling for quantitative evaluation.

[57] Omnidirectional
vision

Improved dynamic
window approach and
artificial potential field

7 X

1 
 

 

360◦ vision.

1 
 

 

Robust and effective method (won the 2017 FIRA
avoidance challenge).

1 
 

 

No distance to obstacle information.

[58] Stereo Camera Depth-map mapping with
world coordinates X X

1 
 

 

High precision compared to monocular vision.

1 
 

 

Large computational complexity.

1 
 

 

High hardware cost.

[44] RGB-D Camera

Semantic segmentation

X X

1 
 

 

Information for each pixel.

1 
 

 

Laborious image labelling work.

1 
 

 

Powerful hardware needed for fast training and
inference.

[28]

RGB Camera

7 X

[40] Object detection 7 7

1 
 

 

Flexible customisation for obstacle detection.

1 
 

 

Accurate results for different seasons.

1 
 

 

No direct distance information.

[29]
Obstacle classification
with CNNs

7 X

1 
 

 

Easy to train and label.

1 
 

 

Accurate results for trained objects.

1 
 

 

No distance to obstacle information.

1 
 

 

No multi-obstacle detection.
[36] 7 X

[59] Obstacle edge detection X X

1 
 

 

Fast, accurate, and easy to implement.

1 
 

 

Only useful for reduced type of obstacles.

[60] Image processing 7 X

1 
 

 

Simple and efficient.

1 
 

 

No distance to obstacle information.

Ours Object-detection
algorithm modification X 7

1 
 

 

Flexible customisation for obstacle detection.

1 
 

 

Fast and accurate.

1 
 

 

Low cost.

1 
 

 

Easily scalable.

1 
 

 

Light and visibility dependent.

The results in Table 1 show that each of the studied methods has its positive and
negative aspects. For example, ultrasonic sensors are a low-cost and easy-to-apply solution
but have a short detection range. If more sensing distance is required, the price increases.
Additionally, LiDaR sensors are more expensive, and the processing of the information is
more complex and time-consuming, but they offer very accurate detections. Therefore, the
main limitations of the algorithms in the literature so far were that they did not combine
obstacle detection and position estimation with a single sensor (you needed to use a sensor
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combination) and were not customizable to the working environment. On the other hand,
our method is fast, accurate, low-cost (only one camera is needed), and it can be customized
for each working environment labeling new images of the potential obstacles that the
vehicle will meet. Finally, it is easily scalable by tagging as many images as needed.

3. Simultaneous Object Detection and Localization

The idea behind the simultaneous object detection and distance estimation model of
this work is the modification of an existing object-detection algorithm. The modification
consists of adding an output to the prediction vector of the existing model, which involves
modifying the network architecture, the loss function, the way labels are read, and the
calculation of model validation metrics. This section details the original object-detection
model used as a baseline, the datasets used to train and test the model, and the pseudocode
of the overall process followed to achieve the objective of the work.

3.1. YOLO (You Only Look Once)

The base model used to achieve simultaneous object detection and distance estimation
was YOLOv5. The YOLOv5 algorithm, an evolution of the YOLOv1, YOLOv2, YOLOv3,
and YOLOv4 models, is a family of pre-trained object detection architectures and models
designed for the COCO dataset [61].

YOLO is a popular and influential object-detection algorithm and model architecture
in the field of computer vision and deep learning. The key innovation of YOLO is that
it performs object detection in real time by dividing the image into a grid and making
predictions for each grid cell. Unlike traditional object detection methods that involve
multiple passes over an image, YOLO takes a one-stage approach, where it simultaneously
predicts the bounding boxes and class probabilities of objects in a single forward pass
through the neural network. Although YOLO is not the only one-step detection model, it is
generally more efficient than the other state-of-the-art algorithms in terms of speed and
accuracy [62].

The YOLO algorithm has gone through several versions, with each version (YOLOv1,
YOLOv2, YOLOv3, YOLOv4, YOLOv5, YOLOv6, YOLOv7, YOLOv8, YOLOX, YOLOR,
PP-YOLO, DAMO-YOLO, or YOLO-NAS) introducing improvements in accuracy and
efficiency. Nowadays, the good results of the architecture have allowed for object detection
using YOLO algorithms to be used in a wide range of applications such as autonomous
driving [63,64], defect detection [65,66], or healthcare [67,68], among others [62,69].

3.1.1. Updating the Prediction Vector

As mentioned above, this work proposes the modification of a YOLOv5 algorithm
that, besides locating and labeling the different objects in an image, predicts their distance
from the camera. For this purpose, we start with a YOLOv5 algorithm implemented in
Keras (https://github.com/yyccR/yolov5_in_tf2_keras, accessed on 11 November 2023).
This algorithm, like the original YOLOv5, was designed with a specific number of outputs
(see Figure 1), which depend on the number of classes to be identified.
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A prediction vector is given as p = (b, o, c) = (x, y, w, h, o, c1, c2, ..., cn), where (x, y, w, h )
are coordinates produced by the bounding box regressor, (o) denotes the objectness, the
confidence that the prediction vector p captures a real object, and (c1, c2, ..., cn) represents
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the confidence that the detected object is each of the n classes. The n classes represent
the different n objects that can be detected by the model. In total, each prediction vector
consists of 5(x, y, w, h, o), which are constant for each object detector, plus n values, which
depends on the number of classes to detect, i.e., 5 + n.

On the other hand, besides the prediction vector, the output of the YOLOv5 algorithm
is a set of tensors representing the detections of objects at different levels of image resolution,
corresponding to different anchor scales (anchors). Each tensor has a form (batch size, num
anchors, grid size, grid size, num attributes), where

• batchsize: the number of images in the input batch;
• numanchors: the number of anchors used for each grid cell;
• gridsize: the size of the grid that divides the image into cells;
• numattributes: the number of attributes by detection, including bounding box coor-

dinates, object confidence scores, class scores, and other related values. This is the
explained prediction vector p = (b, o, c).

The objective is to modify the output of the model so that for each prediction it makes,
it provides the distance of the object from the camera, as shown in Figure 2.
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Figure 2. Modified prediction vector of the YOLOv5 model for simultaneous object detection and
distance estimation.

For the object-detection algorithm, adding distance to the prediction vector means
increasing the number of outputs and modifying the architecture so that the model learns
a new prediction output, using the characteristics of a regression output and apply-
ing the ability to train itself to minimize the loss of distance estimation as well. Then,
for distance detection, the prediction vector is extended in the form p = (b, d, o, c) =
(x, y, w, h, d, o, c1, c2, ..., cn), where d is the distance to the object and is class independent.
In total, each new prediction vector will consist of 6 + n values, where n is the number of
different objects that can be detected by the model.

The algorithm also uses the following four approaches to improve accuracy and
efficiency: Residual Blocks, Bounding Box Regression, Intersection over Unions (IoU), and
Non-Maximun Suppression (NMS). First, Residual Blocks are often used as building blocks
within the neural network architecture to extract features from input images efficiently.
In bounding box regression, the coordinates of the predicted bounding box are adjusted
to closely match the true location of the object. IoU measures the overlap between the
predicted bounding box and the ground truth bounding box of an object. Finally, NMS is a
post-processing technique used to filter out duplicate or redundant object detections.

3.1.2. New YOLO Loss Function

As mentioned above, the original YOLOv5 prediction vector returns three outputs:
the probability of each class for the detected objects, the objectness score, and the bounding
boxes. Thus, the YOLOv5 loss consists of three parts: class loss (Binary Cross Entropy loss),
objectness loss (Binary Cross Entropy loss), and bounding box loss (Complete Intersection
over Union loss) (see Equation (1)). On the one hand, the classification loss (L cls) measures
the accuracy of the predictions of the classes of objects detected in each grid cell. On the
other hand, the objectness loss (Lobj) measures how well the model predicts whether an
object is present in each grid cell. Finally, the bounding box regression loss (L bbox) assesses
how accurate the predictions of the bounding box coordinates around the object are. λ1, λ2,
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and λ3 are the weighting coefficients (hyperparameters) that control the relative importance
of each term in the overall loss function.

Loss = λ1·Lcls + λ2·Lobj + λ3·Lbbox (1)

In addition, the balance loss is used to adjust the confidence and regression loss
weights in the different detection layers, depending on the size of the objects and the
scale of the prediction layer. The balance weights are [4.0, 1.0, 0.4], respectively, and they
ensure that the predictions at different scales contribute appropriately to the total loss (see
Equation (2)).

Lobj = 4.0·Lsmall
obj + 1.0·Lmedium

obj + 0.4·Lsmall
bbox (2)

This strategy aims to consider objects of different sizes more equally in terms of
loss, which can help the model focus on accurate detection regardless of object size. This
technique of differentially weighting losses according to object size and scale is a way of
adjusting the relative importance of different aspects of detection in different prediction
layers. The new YOLOv5 loss used in this work consists of four parts: class loss (Categor-
ical Cross Entropy loss), objectness loss (Binary Cross Entropy loss), bounding box loss
(Complete Intersection over Union loss), and distance loss (MAE) (see Equation (3)).

Loss = λ1·Lcls + λ2·Lobj + λ3·Lbbox + λ4·Ldis (3)

Correctly balancing the weights in each term of the loss function is critical to achieve
effective training and optimal object detection performance. Each term has a specific
purpose, and adjusting the weights allows you to assign the appropriate importance to
each feature of the problem improving the accuracy and generalization of the model.

3.2. Datasets

In deep learning, as in machine learning, one of the most important aspects to consider
is the type of data you feed the model. The more data you have, the more likely a ML
algorithm is to understand them and make accurate predictions on new data. As mentioned
by Li Liu et al. [70], datasets have played a crucial role throughout the history of DL research,
not only as a common ground for measuring and comparing the performance of competing
algorithms but also for pushing the field towards increasingly complex and challenging
problems [62].

3.2.1. KITTI Dataset

KITTI is an autonomous driving vision dataset developed by the Karlsruhe Institute
of Technology and the Toyota Technological Institute in Chicago for various tasks such
as stereo, optical flow, visual odometry, 3D object detection, and 3D tracking [8]. This
work uses the KITTI 3D object detection dataset which consists of 7481 training images and
7518 test images and their corresponding point clouds, for a total of 80.256 labeled objects.
The description of the dataset and an example are given in Table 2.

Table 2. Description of the KITTI 3D Object Detection dataset.

Name Type Truncated Occluded Alpha BBox Dimensions Location Rotation ry

N◦ of values 1 1 1 1 4 3 3 1

Example Car 0.0 0 −1.57 596.71 174.68 624.59 201.52 1.66 1.73 3.05 0.01 1.8 46.71 −1.57

Where

• Type describes the type of object: ‘Car’, ‘Van’, ‘Truck’, ‘Pedestrian’, ‘Person_sitting’,
‘Cyclist’, ‘Tram’, ‘Misc’ or ‘DontCare’;

• Truncated is a float from 0 (non-truncated) to 1 (truncated), where truncated refers to
the object leaving image boundaries;
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• Occluded is and integer (0, 1, 2, 3) indicating occlusion state: 0 = fully visible,
1 = partly occluded, 2 = largely occluded, 3 = unknown;

• Alpha is the observation angle of the object, ranging [-pi...pi];
• Bbox is the 2D bounding box of the object in the image (0-based index): contains left

top and right bottom pixel coordinates;
• 3D object dimensions: height, width, length (in meters);
• 3D object location (x,y,z) in camera coordinates (in meters);
• Rotation ry is the rotation around the Y-axis in camera coordinates [−pi...pi].

For this work, we will be calculating the absolute distance from the object to the
camera, not just the depth. For this reason, it is necessary to process the location information
provided by the KITTI image set. So, from the KITTI dataset, we only need the type, bbox,
and location data for our application. In addition, the data can be filtered with the occlusion
variable to detect just fully visible objects. Some examples of the KITTI image set are shown
in Figure 3.
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3.2.2. Custom Dataset

As mentioned in the introduction, the goal is to detect obstacles in a specific envi-
ronment. Training the designed object detection and distance-estimation algorithm using
only the KITTI dataset would not produce good results for the application, as it would not
correctly represent the vehicle’s working environment. For this reason, 104 images of the
specific environment in which the robot moves were collected and labeled. The images
were captured at a resolution of 640 × 480 at the Vitoria-Gasteiz University of Engineering
with a Logitech C920s webcam, and they were manually labeled using a laser meter to
measure the distance to the obstacles (in this case people). The reason for detecting people
as obstacles is that the vehicles we are working with (AGVs) are used for the transport
of cargo in an industrial environment, so a possible application of this type of algorithm
is to make the vehicle act autonomously when it encounters a worker. Another possible
application could be the interaction of a service robot with people. Some images of the
dataset are shown in Figure 4.
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3.3. Data Augmentation

As described in Albumentations: Fast and Flexible Image Augmentations [71], data aug-
mentation is a commonly used technique to increase both the size and diversity of labeled
training sets by using input transformations that preserve the corresponding output la-
bels. Usually, modern computer vision-based deep learning models require large amounts
of high-quality labelled images to perform successfully. The use of data augmentation
allows for an increase in the volume, quality, and variety of training data, thus reducing
manual-labelling times and improving the results of the developed models [72].

In this project, the original image set was increased to approximately 500 images
(×5 original images) using image-augmentation techniques such as horizontal flipping,
random brightness, contrast modification, RGB shift, or the addition of random noise, as
these are modifications that do not change the distance to the objects (see Figure 5).
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The idea was to first train the network on the KITTI dataset and then apply transfer
learning to our images from the custom dataset. Transfer learning is the reuse of a pre-
trained model on a new problem and allows for the knowledge gained from previous
training to be used to improve the results of a future task without the need to use large
amounts of labeled data. A list of step-by-step instructions for training the custom object
detection and distance estimation model is shown below.

1. Download and preprocess the KITTI dataset. In this work, the KITTI 3D Object
Detection (https://www.cvlibs.net/datasets/kitti/eval_object.php?obj_benchmark=
3d, accessed on 11 November 2023) dataset will be used in the first stage to train the
algorithm.

2. Generate object detection and distance estimation custom dataset. To use the devel-
oped model in a custom environment, it is necessary to collect and label a dataset that
describes the new environment.

https://www.cvlibs.net/datasets/kitti/eval_object.php?obj_benchmark=3d
https://www.cvlibs.net/datasets/kitti/eval_object.php?obj_benchmark=3d
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3. Create or find an object-detection algorithm. There are in the literature several object-
detection algorithms. However, you should look for or design one that allows you to
modify the architecture easily.

4. Modify object detection model architecture to estimate distance to objects as well.
Once the object-detection algorithm is working correctly, it will be necessary to modify
the architecture so that it can also predict distances to detected objects.

5. Train the model with object detection and distance prediction dataset. The first
training of the new model will be performed on a dataset with many labelled images,
like KITTI or nuScenes. This will allow the network to optimise its weights for better
training on customised images.

6. Transfer learning of the model weights with the custom dataset. After training
the model with the large database, the model is re-trained with the images of the
customised environment where the vehicle will move. In this way, the network can
adapt correctly to the environment with a low amount of data.

Repeat steps five and six to find the best model performance. Finally, the models
will be trained until the correct architecture and hyperparameters are found for which the
network detects objects and estimates distances correctly.

4. Results

In this section, the results of the proposed simultaneous object detection and distance-
estimation algorithm will be discussed. On the one hand, to evaluate the object detection
performance of the models with the custom dataset, the precision (P, Equation (4)), recall (R,
Equation (5)), and mean average precision (mAP, Equations (6) and (7)) were calculated and
compared. Precision measures the model’s ability to make accurate positive predictions,
while recall measures the proportion of actual positive cases that the model correctly
identifies. To calculate mAP, you first need to create a precision–recall curve for each class
that the model is trying to detect. The precision–recall curve is generated by varying the
confidence threshold for the detection model and calculating the precision and recall at
each threshold. The total number of different confidence thresholds or detection scores is N.
For each class, you calculate the area under the precision–recall curve. This area is called
the Average Precision (AP, Equation (6)). To obtain the mAP (Equation (7)), the average
of the AP values across all classes (nclasses) is calculated, which summarizes the overall
performance of the object detection model.

P =
TP

TP + FP
(4)

R =
TP

TP + FN
(5)

AP =
N

∑
k=1

Precision(k)·∆Recall(k) (6)

mAP =
1

nclasses

nclasses

∑
i=1

APi (7)

where TP, FP, and FN refer to the true positives, false positives, and false negatives, respec-
tively. TP are positive samples with correct classification, FP are negative samples with
incorrect classification, and FN are positive samples with incorrect classification. On the
other hand, to evaluate the distance estimation accuracy, the MAE (Mean Absolute Error,
Equation (8)) and MAPE (Mean Absolute Percentage Error, Equation (9)) values are used,
because it is more important to detect a close obstacle than a far obstacle, in order to avoid
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potential imminent collisions. The metrics were calculated with the help of the following
equations.

MAE =
1
N

N

∑
k=1

∣∣∣yk,real − yk,pred

∣∣∣ (8)

MAPE =
1
N
·

N

∑
k=1

∣∣∣∣∣yk,real − yk,pred

yk,real

∣∣∣∣∣ (9)

The results of the different YOLOv5-based models can be seen in Table 3.

Table 3. Results.

Model Object Detection Distance Estimation Speed

Type Params (M) mAP 0.5 mAP 0.5:0.95 Precision Recall MAE (m) MAPE (%) Inf. Time (gpu|cpu) (ms)

YOLOv5n 1.8 0.867 0.731 0.510 0.930 0.87 18.3 51|65

YOLOv5s 7.1 0.882 0.785 0.594 0.934 0.72 28.9 57|87

YOLOv5m 20.9 0.921 0.782 0.615 0.936 0.71 14 65|135

YOLOv5l 46.2 0.897 0.817 0.641 0.936 0.83 23.9 76|223

The results in Table 3 show that there is a progressive improvement in performance
with the increase in the model parameters. On the one hand, the object detection results
show good accuracy, with a mAP0.5:0.95 of more than 70% for all models. On the other
hand, the distance estimation results show an average absolute error of about 0.7–0.8 m
and a mean average precision error between 10 and 30%. The best distance prediction
model YOLOv5m has a 0.71 m MAE and 14% MAPE. A MAE of 0.71 m and a MAPE of
14% means that, on average, the predictions made by a model are off by 0.71 m and 14%
from the actual or real values.

For the visualization of the training results, Tensorboard was used, which is the Ten-
sorFlow visualization toolkit. The device used in this experiment was a laptop with an Intel
Core i7-11800H CPU and a NVIDIA GeForce RTX 3070 GPU. The software environment
was CUDA 11.6 and Python 3.7.

Figure 6 provides several images of the test set where the results of the trained
models are compared. The results show that although the lighter models still fail in some
estimations of distance, the heaviest model nearly predicts all the results perfectly. The
labels in the images of Figure 6 have the (Detected class: Predicted distance by de net [m],
Real distance [m]) form.

The images in Figure 6 show that the simultaneous object detection and distance
estimation model works quite well for the four displayed models. On the one hand, all
four models correctly perform the part of detecting people. On the other hand, distance
estimation is a factor where a progressive improvement is seen with the increasing number
of model parameters: the YOLOv5n model still estimates distances of 0m for some images,
while the YOLOv5l, the heaviest one, practically hits all distances.

Additionally, in Table 4 our method is compared quantitatively with other object-
detection algorithms available in the literature, including official object-detection models
trained on big databases as well as different object-detection modifications made by re-
searchers. The model comparison has been carried out for similar tasks in autonomous
(mostly indoor) vehicles, which do not necessarily involve obstacle detection. The results
show that the performance of the model depends on different factors such as the selected
detection algorithm, the complexity of the task the vehicle will perform (such as the detec-
tion of objects with easily distinguishable patterns as well as the working environment), or
the number of training images/training labels and their quality.
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Finally, Table 5 compares the mean absolute error with other distance estimation mod-
els using a single monocular camera. It should be noted that the working environment of
the other models (outdoor) is different from ours (indoor) and that the maximum detection
distances are larger, so there is no direct comparison of the distance error. However, these
values serve to determine the functionality and feasibility of our model.

Table 5. Quantitative state of the art monocular distance to object estimation model comparison.

Ref MAE (m) Distance Estimation Method Task

[4] 2.0 Deep Neural Network Distance estimation in railway environment.

[51] 2.57 YOLOv3 prediction vector modification Distance to multiples classes (vehicles, pedestrians, trams,
trucks, etc.) estimation for autonomous vehicles.

[10] 46.2 End-to-end learning-based model Distance to multiples classes (vehicles, pedestrians, trams,
trucks, etc.) estimation in autonomous vehicles.

[16] 1.83 R-CNN based structure Distance estimation to cars, pedestrians, and
cyclists for autonomous vehicles.

Ours 0.71 YOLOv5 prediction vector modification Distance to obstacles prediction in indoor environment.

5. Discussion

This paper presents a set of algorithms for detecting objects and estimating distances
to them simultaneously. The results demonstrate the feasibility of training a deep learning
model using very few samples of data, saving the laborious time-consuming manual
labeling of images. The use of data augmentation techniques that do not alter the distance
to the objects allows for the generation of new synthetic images and obtaining satisfactory
results for the task at hand. Furthermore, applying transfer learning from a trained model
with a large dataset makes training in a customized environment much quicker and simpler.

The main limitations of the algorithm are that it has only been trained with a reduced
set of images for a custom environment and just one type of obstacle. However, this can
easily be improved by manually labeling more images, although this is time-consuming,
and is the major challenge of deep learning algorithms. Moreover, not all models offer the
same performance characteristics, so it is necessary to find the appropriate model for each
application, considering, for example, aspects such as detection accuracy and inference time.
Similarly, it is necessary to have hardware that can quickly run these algorithms. However,
nowadays it is even possible to find microcontrollers that support deep learning libraries.
Another negative aspect to consider is that currently no obstacle avoidance algorithm has
been developed, although it can be used to avoid collisions in a simple way, such as the
reduction of vehicle speed if the distance to the obstacle is more than 5 m and a full stop if
it is less than 5 m.

To conclude this section, the contributions of this paper have been compared with other
papers covering similar topics in Tables 1, 4 and 5. On the one hand, the literature review
in Table 1 shows that there are several methods for obstacle detection, all of which have
their advantages and disadvantages. For example, ultrasonic sensors are low cost and easy
to implement but have a short range of action and cannot be customized for the detection
of only some types of obstacles. Likewise, LiDaRs have good resolution and provide
distance information but are more expensive than other sensors. Additionally, camera-
based methods are low-cost compared to some specialized sensors and offer detailed
information about the surroundings. However, most computer vision-based methods did
not provide distance estimation, especially when using a single, uncalibrated camera.

On the other hand, taking this into account, our algorithm uses a single monocular
uncalibrated camera, as the only source of information. The use of deep learning algorithms
allows for the generation of a flexible model in terms of the obstacles to be avoided: it can be
trained in a customized way for just the desired obstacles. In addition, the proposed model
offers very high performance with a very small dataset, with more than 75% of mAP0.5:0.95.
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For example, the official YOLOv5l algorithm has 49% mAP for general-purpose object
detection. Furthermore, Table 4 shows that our algorithm provides accurate results when
compared to other object-detection algorithms in similar mobile robot tasks. Some results
of similar studies on environment recognition include Tiny-YOLO [76] with and improved
YOLOv4 [78] with 67.6% and 86.8% of mAP, respectively. In comparison, our algorithm
offers better accuracy, and the number of training images is more than 10 times lower. For
distance estimation (see Table 5), our best model has an MAE of 0.71 m, slightly better than
monocular camera distance estimation models in outdoor autonomous vehicles. Finally,
our algorithm was easy to use and implement, and different versions of the algorithm are
provided depending on the hardware available to deploy it.

6. Conclusions

The present work aimed to develop an algorithm that simultaneously performs object
detection and distance estimation for an autonomous indoor vehicle. A modification of a
YOLOv5-based Keras implementation is proposed for obstacle detection in a custom envi-
ronment. The results show an incredible performance with a custom dataset of 100 images.
The developed algorithm can detect obstacles in an image and predict its distance to the
camera with high accuracy and low inference time.

In the results, different models for simultaneous object detection and distance estima-
tion, with parameters from 1.8 M up to 46.2 M, are compared. A progressive improvement
is shown as the volume of parameters to be trained increases, with the YOLOv5l model
providing very accurate results for the task at hand. These results illustrate the usefulness
of transfer learning and the possibility of detecting customized obstacles with a low-cost
vision sensor that can be used for autonomous driving in both indoor and outdoor vehicles.

Future research directions can be divided into two main areas: on the one hand, to
use this algorithm as a baseline for developing an obstacle avoidance algorithm using
techniques such as reinforcement learning, and on the other hand, to deploy this type of
algorithm on low-cost hardware, such as a microcontroller or a Coral Edge TPU.
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